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Abstract

This document presents an effective solution to the known TCP incast
problem in data center networks. The incast problem refers to a
drastic TCP throughput drop when the number of servers synchroni-
cally sending data to the same receiver is too large. Our idea 1is
avoiding packet losses before TCP incast happens. The scheme 1is
limiting the number of concurrent senders such that the link can be
filled as fully as possible but no packet losses. In this document
we examine the condition that the link can be saturated but no
packet losses. Then based on the condition we propose an approach to
estimates the reasonable number of concurrent senders. Our approach
does not modify TCP protocol itself and can thus be applied to any

TCP variant,

and works regardless of the type of data center network

topology and throughput limitation. Analysis and simulation results
show that our approach eliminates the incast problem and noticeably
improves TCP throughput.
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1. Introduction

Data centers are becoming one of hottest topics in both research
communities and IT industry. It is attractive to build data centers
atop standard TCP/IP and Ethernet due to their technological
advantages and economy of scale. Although TCP has been used widely
in the Internet and works well, TCP does not work well in data
center networks. A reported open problem is TCP incast [1-4].

TCP incast, which results in gross under-utilization of 1link
capacity, occurs in synchronized many-to-one communication patterns.
In such a communication pattern, a receiver issues data requests to
multiple senders. The senders respond to the request and return an
amount of data to the receiver. The data from all senders pass
through a bottleneck link in a many-to-one pattern to the receiver.
When the number of synchronized senders increases, throughput
observed at the receiver drops to one or two orders of magnitude
below the link capacity.

Several factors, including high bandwidth and low latency of a data
center network, lead to TCP incast [3]. The barrier synchronized
many-to-one communication pattern triggers multiple servers to
transmit packets to a receiver concurrently, resulting in a
potentially large amount of traffic simultaneously poured into the
network. Due to limited buffer space at the switches, such traffic
can overload the buffer, resulting in packet losses. TCP recovers
from most of packet losses through timeout retransmission. The
timeout duration is at least hundreds of milliseconds, which is
orders of magnitude greater than a typical round trip time in a data
center network. A server that suffers timeout is stalled even though
other servers can use the available bandwidth to complete
transmitting. Due to the synchronized communication, however, the
receiver has to wait for the slowest server that suffers timeout.
During such a waiting period, the bottleneck link may be fully idle.
This results in under-utilization of the link and performance
collapse.

This document addresses the above TCP throughput collapse problem.
We propose an approach to preventing TCP throughput collapse. We
focus on avoiding packet losses before TCP incast happens. The basic
idea is to restrict the number of servers allowed to transmit data
to the receiver at the same time to a reasonable value so as to
avoid TCP incast.

For given limited amount of data required by the receiver, too few

servers send data at a time may not fully utilize the bandwidth on
the link. Too many servers, however due to the limited switch buffer,
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simultaneously sending to the receiver will lead to overfilling of
the Dbuffer, resulting 1in TCP timeouts and then TCP incast.
Accordingly the number of servers that are permitted to send data at
the same time should be carefully determined. Our objective is to
find a reasonable wvalue of number of co-existing servers to ensure
that the aggregate Dbandwidth 1is wutilized efficiently but without
packet losses.

Our approach is to calculate the reasonable number of servers
allowed to send data at the same time. In this document, we give the
condition that the bottleneck link can be saturated but no packet
losses (SBNPL). We show that 1f there 1s sufficient amount of
traffic on the bottleneck link while the backlog created at the
switch buffer never exceeds the buffer size, the bottleneck link can
be utilized effectively without losses. Based on this condition, we
then propose an approach to calculating the reasonable number of
concurrent TCP senders. The simulation results and analysis show our
approach noticeably improves throughput performance.The approach is
an application-layer mechanism. It can be a global scheduling
application or an application staggering requests to a limited
number of senders. It also can be implemented on senders, which can
coordinately skew their responses. The advantage of our approaches
is that it does not need to modify TCP protocol or the switch.

The reminder of this document is organized as follows. In section 2,
we describe model discussed in this document, including TCP incast
model and TCP flow characteristics in data center. We examine the
condition that the bottleneck link can be saturated but no packet
losses in section 3. Simulation results for evaluating performance
are presented in section 4. In section 6 we conclude this document
and discuss future works.

2. Model
2.1. TCP Incast Model

TCP incast occurs in synchronized many-to-one communication patterns.
Research works have shown that many applications in data centers use
many-to-one communication pattern [3,5,6]. A simplified model is
originally presented in [1]. It is a distributed storage system, a
file is split into data blocks. Each data block is stripped across N
servers, such that each server stores a chunk of that particular
data block, denoted by Sender Request Unit (SRU). We call the number
of servers across which the file is stripped as stripping width. The
receilver requests servers for that particular block; each server
responds and returns the chunk, i.e., SRU, stored on it. Only after
the receiver has gotten all chunks of the current block, it requests
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2

L2,

for the next block. Essentially, this is a Bulk Synchronous Model
(BSP) [7].

Built atop TCP/IP and Gigabit Ethernet, the underlying network is
constructed with high bandwidth (1~10 Gbps, even higher) and low
latency (RTT of 10~100 microseconds). The link connecting the
receiver and the switch is the only bottleneck.

In our model, each sender only opens one TCP connection for
transmission. TCP connections are kept open until the transfer of
the whole file completes, or the receiver does not request any more.
It is because that it is not necessary to open an individual
connection for transferring each data block of the file.

The transfer of a whole file consists of ‘rounds’. A round begins
when the receiver requests for a data block, and ends when the
receiver has gotten all chunks of that block. In any round, each TCP
connection transfers limited amount of data, which equals to the
size of SRU, according to TCP congestion control algorithm.

Consequently the transfer of a SRU in each round can be viewed as a
succession of ‘sub-rounds’. At the beginning of any sub-round, each
TCP sender transmits SEND W packets back-to-back, where SEND W is
the current size of TCP send window. These packets are so-called
‘outstanding packets’, which have been sent but whose ACK's have yet
to be received by the sender. If no packet losses, each outstanding
packet must either be in the buffer queue, or be in the delay pipe
(it is in the pipe from the sender to the receiver or its associated
ACK packet is in the pipe in the other direction). Once all packets
falling within the current send window have been transmitted, no
other packets are sent until the first ACK 1is received for one of
these packets. The reception of this ACK signals the end of the
current sub-round and the beginning of the next sub-round. So the
duration of a sub-round is a RTT. At the beginning of the next sub-
round, a group of NEW SEND W new packets will Dbe sent, where
NEW SEND W is the new size of TCP send window. When all packets
associated to that particular SRU have Dbeen acknowledged, the
transfer of that particular block chunk completes. The next round
starts when the slowest TCP connection completes the transfer of its
corresponding SRU. Note that when the new round begins, the value of
TCP congestion window 1is that of congestion window when the last
round ends.

TCP rabbits in data centers
TCP has unique characteristics in the context of data centers. More

specifically, a TCP flow is generally referred to as either a TCP
mouse 1f it 1s short (so short that it never exits the slow-start
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phase), or a TCP elephant if it has a bulk of data to transfer and
lasts very long.

From the discussion above, we observe that the size of a TCP flow is
between a mouse and an elephant. In particular, a TCP flow may enter
both the slow-start phase and the congestion avoidance phase during
data transmission. We call such a TCP flow a “rabbit”.

Note that a rabbit TCP is elusive: it may exit slow start and enter
congestion avoidance in the first round during which the first data
block 1is transmitted (in the case of narrow striping) or in later
rounds during which subsequent data blocks are sent (in the case of
wider striping). While one may use different equations to model a
TCP rabbit’s behaviors in different rounds, or for different widths
of striping, 1t greatly complicates the implementation. Moreover
when there are multiple co-active rabbits, the interaction between
them will make it much harder to model and predict their behaviors.
Our objective is to find an approach that: 1is easy to implement,
works regardless of TCP phase, TCP parameters configuration and
scalability of data center and does not need to modify TCP protocol
itself.

3. The Condition SBNPL

Denote the reasonable number of servers as senders to simultaneously
transmit with m. In this section at first we will explain why
limiting the number of concurrent senders can guarantee throughput
of the receiver. Then we will deduce the condition that the link can
be saturated but no packet losses.

3.1. Why limit the number of concurrent senders

Given stripping width, observe throughput of the receiver varying
the number of concurrent TCP senders, i.e., the value of m. Our
experiment (for a block of 1 MB stripped across 256 servers with
buffer size of 64 KB) shows that throughput firstly increases then
drops with the increasing of m. Because the volume of data sent by a
TCP sender is just limited to 4 KB, when there are few concurrent
TCP senders, the total amount of data transmitted by these senders
is not sufficient to saturate the link, such that throughput of the
receiver is low. With the increasing of the value of m, there are
more concurrent TCP senders pouring data onto the link, and
throughput increases till it reaches a top. When the value of m
becomes larger, the potentially large amounts of traffic contributed
by these m concurrent senders exhausts the buffering capacity of the
link, which leads to packet losses; the throughput falls from the
top instead of rising. We call the top throughput as the optimal
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throughput, and the value of m corresponding to the optimal
throughput as the optimal number of concurrent senders.

If the number of concurrent TCP senders exactly equals to the
optimal value, the receiver can obtain optimal throughput. The
simulation result also shows that even if the number of concurrent
senders 1is not optimal, there exists a value range of m where the
receiver obtains good throughput performance. By “good” throughput
performance, we mean the receiver achieves 98 percent or above of
the optimal throughput. Hence we view those values of m within this
range as reasonable number of concurrent senders. It may be hard to
find the exact optimal value of m such that the receiver achieves
optimal throughput, while find the reasonable value of m is more
feasible. In order to find the reasonable value of m, we deduce the
condition SBNPL in later subsection.

3.2. Assumptions and notations

Ignoring the time that it takes to read data from disks or caches,
once each sender receives a request from the receiver, it responds
and returns its corresponding chunk. Thus at the beginning of any
sub-round, all senders simultaneously inject data to the network.
Because TCP connections are synchronized, an assumption also adopted
in [8], they share both the buffer and the bottleneck link bandwidth
quite equitably. That is, each TCP connection shares the buffer and
the link bandwidth with B/m and C/m, respectively, where B is the
buffer size and C is the bandwidth of the bottleneck link.

Assume that both TCP send and receive socket buffer sizes are large
enough that TCP send window SEND W is limited by its congestion
window CON W, i.e., SEND W = CON W. All links have same bandwidth C,
and propagating delay d. The switch has buffer capacity B, and
manages queue with Drop Tail algorithm.

3.3. The condition SBNPL

It is enough to analyze the transfer in a round, since for any round
the data block’s size is same and the block is transferred according
to TCP congestion control algorithm. It is worth noting that at the
beginning of a round the TCP send window size is the one when the
last round ends.

Due to synchronization, the windows evolutions of all TCP
connections are synchronized, at any sub-round the total amount of
data poured onto the bottleneck,M, is merely the sum of amount of
data contributed by each connection at the current time, that is
SUM M.
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As mentioned above, if measured in units of packets, these M/P
outstanding packets, where P is the size of a packet, must either be
in the buffer queue, or be in the delay pipe, assuming no packet
losses. If M is not less than the bandwidth delay product of the
bottleneck, the bottleneck can be saturated. When these m TCP
connections share the bottleneck, each connection’s bandwidth delay
product equals to its share of the link bandwidth times RTT time
that it traverses the bottleneck. Because they are synchronized,
each connection’s share of the bottleneck is equitable, (i.e., which
is C/m), and the RTTs are similar, so the total bandwidth delay
product is the sum of m connections’ bandwidth delay product, which
equals to the bottleneck bandwidth times the average RTT,

i.e.,C*RTT AVR [9]. Ignoring the transmission time on the link
between senders (or the receiver) and the switch, and processing
time on the switch and/or the senders and the receiver, RTT AVR 1is
four times of the propagating delay of the bottleneck.

In literature[10] it showed that when there is only one TCP
connection on the bottleneck link, the link can be saturated but no
packet losses, at each time as long as the amount of data poured
onto the link satisfies the condition C*RTT AVR=M=C*RTT AVR+B. A
simple extending of this condition to a version where m concurrent
synchronized TCP connections share the link is

C*RTT AVR=SUM M=C*RTT AVR+B. However, for TCP incast problem, this
condition does not hold because of highly bursty traffic. At the
beginning of a round, for each TCP connection it is possible that
its window has increased enough large that SEND W packets are
transmitted in back-to-back manner, resulting in flash crowd at the
buffer. Such a traffic burstiness can lead to a backlog created at
the buffer even when M<JC*RTT AVR, and packet losses can happen even
when M<C*RTT AVR+B.

4. Performance evaluation
4.1. Simulation Configuration

We use network simulator NS-2 [1l]to run simulation experiments, and
leverage the NS-2 source code provided in [1,3] for our performance
evaluation. Inspired by distributed storage and bulk block transfers
in parallel processing applications such as MapReduce, we use the
workload that is described in Section 2. Especially the data block
size 1s fixed; it was thought to be representative of communication
patterns in popular distributed storage systems [3,4].

The performance metric is throughput over the bottleneck link, given
by the total bytes received by the receiver divided by the finishing
time of the last sender. We explore throughput by varying parameters,
such as the number of servers, switch buffer size, data blocks size
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and bandwidth delay product. As the number of servers increases,
each server would transmit a decreasing chunk block, for the size of
SRU is 1/n MB, where n is the number of servers. We vary the value
of n from 4 till the value where the size of SRU is 2 KB, which is
of representative of minor chunk of data. Data block sizes are 1MB
and 4MB, respectively, and BDP varies from 12.5 to 25. We run 100
times simulation experiments, each simulation run 20 seconds. The
throughput is averaged over 100 experiments.

4.2. Throughput performance

We fix the size of data blocks 1IMB. The simulation result shows that
our proposed approach improves incast throughput notice.

4.3. The effect of the limitation to the buffer size on throughput

We redo simulation experiments varying the buffer size B , given
network bandwidth delay product of 12 KB. We consider three cases:
B>=C*RTT AVR and B<C*RTT AVR-S

The simulation result shows that our proposed approach can make sure
the link utilized as fully as possible without packet losses. It is
because sufficient enough data are poured onto the link. As long as
B is not less than the bandwidth delay product, the utilization of
the link can be 50% above.

4.4. The effect of BDP on throughput

The relation of bandwidth delay product to TCP throughput is well-
known in the literature, such as [12,13]. We do simulation
experiments varying bandwidth delay product, given the buffer size
of 64 KB. The calculation of m with the improved approach is
independent on network bandwidth delay product. The simulation
result shows when bandwidth delay product increases, RTT increases
and throughput decreases due to TCP itself congestion control
mechanism. Nonethe-less, our approach improves incast throughput
noticeably; the utilization of the bottleneck link is 70% above even
when bandwidth delay product is higher.

5. Related Work

The 1idea of restricting the number of co-active servers (i.e.,
servers that send data simultaneously to the receiver) is originally
suggested in [14]. However the authors did not give any clue on how
to determine the wvalue of the number of co-active servers. In [15],
the authors proposed an approach to calculating this value. However,
the assumption was that TCP always works in the slow-start phase and
never enters congestion avoidance. Our work use a more realistic
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assumption: TCP does enter both phases. It will be shown that it
brings more challenges for the calculating in next section.

The idea of avoiding packet 1losses so as to prevent throughput
collapse due to incast is also used in ICTCP proposed in [16]. The
difference Dbetween our work and ICTCP is that our approach works
without requiring any changes made to TCP protocols while ICTCP
modifies TCP receiver to avoid incast congestion.The authors of
[18]provided an admission control to TCP senders in order to limit
the number of concurrent senders. However, their scheme requests the
switch can report the network situation.

DCTCP in [5] tries to improve TCP throughput based on the idea of
reducing the switch buffer occupation. It achieves the goal by using
marking scheme at switches and modifying TCP congestion control
algorithm to react the marking scheme. Work [3] lowered TCP’s
retransmission timeout value to dimprove TCP throughput, however,
most systems lack the fine-grained TCP timer required for such a low
RTO. Work [1] studied whether the TCP wvariants, such as TCP SACK and
TCP New Reno, and further improvements to TCP loss recovery, such as
Limited Transmit, can prevent the incast problem.

Some algorithms, such as Quantized Congestion Notification (QCN)
[20]and Fair Quantized Congestion Notification (FOCN) [21]are
developed to provide congestion control at the switch or Ethernet
layer 1in data center networks. It has Dbeen shown that QCN can
effectively control link rates very rapidly in datacenter networks.
However, it performs poorly when TCP incast occurs. FQCN, as an
enhanced QCN, improve fairness of multiple flows sharing the 1link
capacity.

Different from those existing works which either improve TCP
protocol itself or are done at the Ethernet level, work [22]proposed
a control protocol that is customized for the datacenter environment.
The proposed uses explicit rate control to apportion bandwidth
according to flow deadlines, motivated by the soft real-time nature
of large scale web applications in today’s datacenters.

Manish Jain et al. reported the condition that a bulk TCP transfer
can saturate a bottleneck link but no packet losses [23]. Although
their work can be extended to a version for many TCP transfer on a
bottleneck link, in our work barrier synchronized many-to-one
communication pattern in incast brings about differences and
challenges for deriving the condition SBNPL in three aspects. First,
in our work each TCP connection just has limited amount of data to
transmit. Yet, a “bulk” TCP transfer in existing works has infinite
data to send. Second, in our incast model TCP enters both the slow-

Zheng, et al. Expires December 28, 2016 [Page 10]



Internet-Draft Preventing TCP Incast Thr. Col. for DCN June 2016

start and congestion avoidance phases, while existing works assumed
TCP works either in congestion avoidance [21,24] or slow-start phase
[21,15]. Because of the barrier synchronized transfer, the
successive data blocks transmissions are related: when the transfer
of a particular data block begins, TCP stays at which phase, slow-
start or congestion avoidance, not only depends on the last data
block transmission but also the number of senders. Third, our
objective is to determine how many TCP transfers can simultaneously
exist on the bottleneck link so as to utilize the link as fully as
possible; the objective of [21] is to determine TCP socket buffer
size so that the TCP transfer receives its maximum feasible
throughput.

The effect of the buffer on throughput, and the relations of
bandwidth delay product and TCP congestion control algorithm to
sizing the buffer are well-known in the networking literature.
References [25,26] described the rule-of-thumb and square-root rule
for determining the size of the buffer, respectively. Both of them
come from a desire to keep a congested link, that is, there are
packet losses on the link, as busy as possible. Different from these
existing works, in this document we discuss sizing the buffer
assuming no packet losses on the link.

6. Conclusions

By restricting the number of concurrent TCP senders that
simultaneously transmit on the bottleneck is an effective method to
avoid packet losses, thus TCP timeouts. This method eliminates the
root cause of incast throughput collapse. However, it needs
carefulness to find the condition that the bottleneck can be
saturated but no packet losses when there are many TCP senders co-
active on the bottleneck. Considering traffic burstiness and the
delay pipe buffering ability, we examine this condition, and
calculate the reasonable number of concurrent senders. Our approach
is simple and easy to implement, and improve throughput performance.

It is hard to find the exact optimal number of concurrent TCP
senders such that the bottleneck link is fully utilized. In the
future works, we will devote ourselves to analyzing the possibility
of finding the optimal number of concurrent TCP senders, and to
finding it if it exists. We also will extend our work for more
complicated data center networks, where the path from receiver to
servers traverses multiple Ethernet switches, or there are multiple
receivers on a single switch or multiple switches sending requests
to a shared subset of servers.
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7. Security Considerations

This document makes no changes to the underlying security of TCP. No
new security issues are raised within this document.

8. IANA Considerations

This document includes no request to INNA. Existing IANA registries
for TCP parameters are sufficient.
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