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Section 2. Overview

2.1 Description

The HD641016 is a high-density integrated 16-bit microprocessor (MPU) with a high-speed CPU
(10-MHz clock), 1-kbyte RAM, DMA controller, timer asynchronous serial communications
interface (ASCI), interrupt controller, peripheral controller, and memory access control devices on
a single chip. Itis based on advanced CMOS manufacturing and microcomputer technology.

The on-chip high-speed RAM can function as both high speed data RAM and global register banks
for high-speed task switching. The HD641016 has three low power consumption modes.

The HD641016 is useful in general control system applications requiring high performance and low
cost.

2.2 Features
2.2.1 CPU Features

« Register Configuration :

— General-purpose registers : 2, 4, 8, or 16 banks of 16 32-bit registers
— Control registers : 7 32- bit, 2 16-bit, and 3 8-bit control registers
Bank Mode : Global and ring modes

Instruction Set :

— Source and destination operands can be independently addressed

— Byte, word, and long word operand sizes provided

— Byte-basis instruction code for efficiency

16-Mbyte linear address space

.
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2.2.2 On-Chip Hardware Features

* RAM:
— 1024 bytes
— Functions as high-speed data RAM or register banks
— Relocatable in memory space, controlled by the RAM base register
* DMA Controller:
— Four channels
— Memory to/from memory, I/O, internal ASCI, or internal timer DMA transfers
* 16-bit Timers:
— Two channels
— Function as interval timer and perform PWM, two-phase output, one-shot pulse output,
event count, pulse width measurement, and frequency measurement
o ASCL
— Two channels
— Asynchronous or clock synchronous mode
— Band rate generator for each channel incorporated
¢ Interrupt Controller:
— Three external interrupt sources (NMI, IRQo, IRQ1) (See Figure 2-1 and Table 3-1.)
— 22 internal interrupt sources
— External vector or autovector
— Vector Table relocatable by the exception vector base register
¢ Peripheral Controller:
— Switches multiplexed pin function
¢ Memory Access Support:
— Dynamic RAM refresh controller
— Wait state controller
— Chip select controller

2.2.3 Other Features
* E clock output for 6800-family bus interface

» Timing generator
* Low power consumption modes
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2.2.4 HD641016 Family

Table 2-1. HD641016 Types

Type Name Operating Frequency (MHz) Package

HD641016 CP8 8.0 84-pin PLCC
(CP-84)

HD641016 CP10 10.0

HD641016 CP12* 125

HD641016 Y8* 8.0 135-pin ceramic PGA
(PC-135)

HD641016 Y10* 10.0

HD641016 Y12* 12.5

HD641016 YP8* 8.0 135-pin plastic PGA
(PP-135)

HD641016YP10* 10.0

HD641016 YP12* 12.5

* Under development
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2.3 Block Diagram

Figure 2-1 is a block diagram of the HD641016.

Note: DREQy/DCD{ and DACKg/RTS;

e B o
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Section 3. Pin Description

Figures 3-1 and 3-2 show HD641016 CP-84 and PC/PP-135 pin configurations. Table 3-1
describes the pins of the HD641016.

An
Az
Az
Vss
AS
WAIT
Vee
HDS
s
R/W
s/U
Vss
PF
(NC)
(NC)
TIOB.
TIOA,
TiOB,
TIOA,
(NC)
RXD,

Note: NC = Reserved pin, should be left open.

FEL S 2

I 0 A A O
| mgoerewe~smn-ggazgRRRRR
12 O 74
|13 73
[ |1a 72
15 7
116 70
17 69
] 18 68
119 67
] 20 66
:21 65
|22 64
{23 63
|24 62
B 61
|26 60
27 59
jzs 58
BE 57
|30 56
31 55
|32 54

03885832332 ILLYTRLIITAN

I O A O I O

TR T T

NN
g 12

iRQ:
[
NMI
BRTRY
RES
Vss
EXTAL
(NC)
XTAL
BREQ
(NC)
Vee

BACK
TACK
PCS,
PCS,
ST
ST,
ST,

Figure 3-1. CP-84 Pin Arrangement (Top View)
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Figure 3-2. PC/PP-135 Pin Arrangement (Bottom View)
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Table 3-1. Pin Description

Pin Number
Symbol CP-84 PC/PP-135 ) 7/0) Function
Vee 18, 63 100, 119 I Power supply
Vss 1,15,23, 4,101,102, I Ground
44,69 131, 69, 91, 82
XTAL 66 120 1 Crystal connection
EXTAL 68 34 I Crystal or external clock
connection
@ 61 79 (0] System clock
E 62 32 (0] Enable clock
RES 70 121 /0 Reset
(Open-drain)
BRTRY 71 36 I Bus cycle retry
BREQ 65 33 I Bus request
BACK 60 118 0] Bus request acknowledge
NMI 72 83 I Nonmaskable interrupt
Tequest
IRQo, IRQ1 73,74 37,84 I Interrupt requests 0, 1
CK 59 31 (0] Interrupt acknowledge
(Three-state)
HDS 19 57 0] High-order data strobe
DS 20 6 (0] Low-order data strobe
R/W 21 7 0 Read/write
WAIT 17 56 1/0 Wait
(Three-state)
AS 16 99 7o} Address strobe
(Three-state)
STo-ST2 54-56 29, 116,77 0] Status
(Three-state)
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Table 3-1. Pin Description (cont.)

Pin Number
Symbol CP-84 PC/PP-135 o Function
S/U 22 58 0 Supervisor/user
(Three-state)
PF 24 59 0 * Program fetch
(Three-state)
A1/Do- 75-84, 41,42, 126,88,43 1O Multiplexed address/data bus
A16/D15 2-7 127, 89, 44, 90, (Three-state)
128, 46, 47, 92, 48,
49, 129
A17-A23 8-14 93,50,94,130,3, /0 Address bus, bits 17-23
98,55 (Three-state)
DREQo- 51,49,47, 24,23,111,21 I DMA request for channels 0,
DREQ3 45 1,2,and 3
DACKo- 52,50,48 73,72,71,22 (0] DMA acknowledge for
DACK3 46 channels 0, 1, 2, and 3
DONE 53 113 10 DMA done
(Open-drain)
TIOA1, TIOB1 30,29 104, 61 /0 Timer 1 input/outputs A, B
TIOA2, TIOB2 28,27 10, 103 /O Timer 2 input/outputs A, B
RXDo, RXD1 32,39 62,17 I Receive data channels 0, 1
TXDo, TXD1 33,40 15, 68 (0] Transmit data channels 0, 1
RXCo,RXC1 34,41 108, 110 /0 Receive clock channels 0, 1
TXCo, TXC1 35,42 66, 18 10 Transmit clock channels 0, 1
RTSo, RTS: 38,46 67,22 (0] Request to send channels 0, 1
CTSo,CTS1 36,43 16, 19 1 Clear to send channels 0, 1
DCDo, DCD1 37,45 109, 21 I Data carrier detect channels 0, 1
PCSo, PCS1 57,58 117,78 (o) Programmable chip selects 0, 1

16 HITACHI



3.1 Multiplexed Pins

The lower 16 bits of the address bus (A1-A16) are multiplexed with the data bus (Do-D15).

DCD1/DREQ3 and RTS1/DACKS3 are also multiplexed pins. The function of DCD1/DREQ3 is
controlled by the PTF1 bit of PCRo. The function of RTS1/DACKS3 is controlled by the PTFo bit
of PCRo. After reset, these pins function as DCD1 and RTS1, respectively.

3.2 Pin Function

3.2.1 Power Supply

VYcc: Vcecis the

+5 V power supply pin.

Vss: Vssis the 0 V ground pin.

3.2.2 Clock Signals

Crystal, External Clock (XTAL, EXTAL): A crystal resonator can be connected between
XTAL and EXTAL to supply the system clock. The crystal should have a resonant frequency of
twice the system clock @. @ max is 12.5 MHz.

Alternately, an external clock pulse at twice the system clock frequency can be input directly to
EXTAL. When an external clock pulse is input at EXTAL, XTAL should be left floating (open).

See Figure 3-3.
EXTAL JUUL External clock input CL1
EXTAL v—rl '_;J,
XTAL Open &l
XTAL -—L —
SE— CcL2

External clock input

Crystal resonator connection

Figure 3-3. Resonator Circuit Example

System Clock (@): The @ output supplies the system clock to peripheral devices.
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Enable Clock (E): The E output provides a clock to 6800-family devices.
3.2.3 System Control

Reset (RES): When RES and BRTRY are both pulled low, the MPU enters reset state
processing. When either RES or BRTRY is pulled high after that, the CPU begins reset exception
processing. All on-chip I/O functions are then initialized (power-on reset).

When RES, BRTRY, and NMI are asserted low, simultaneously the MPU enters reset state but the
internal refresh controller and external bus master continue operating (manual reset).

When the MPU executes the RESET instruction, it pulls RES low to reset peripherals. RES is
open drain.

Bus Cycle Retry (BRTRY): BRTRY requests a restart of the bus cycle. If the same bus cycle
is requested to be restarted 3 consecutive times while BRTE = 1, the MPU starts bus error
exception processing. However, if BRTE = 0, the MPU immediately begins bus error exception
processing if BRTRY is asserted low even once. If BRTRY is asserted in interrupt acknowledge
cycle, the CPU performs acknowledge error exception processing without perform bus error
exception processing. When BRTRY and RES are pulled low with RES, it causes a reset
exception. (Refer to “4.6.4 Exception Processing™.)

Bus Request (BREQ): The BREQ input requests that the HD641016 release the bus.

Bus Request Acknowledge (BACK): The BACK output indicates that the HD641016 has
released the bus.

3.2.4 Interrupt Control
Nonmaskable Interrupt (NMI): The NMI is a non-maskable interrupt request input. It is also

used with RES and BRTRY to perform a system reset with DRAM refresh. (Refer to "4.6.4
Exception Processing".)

Interrupt Requests 0, 1 (IRQo, IRQ1): IRQo and IRQ1 are maskable external interrupt
request inputs.

Interrupt Request Acknowledge (TACK): The MPU outputs TACK to acknowledge receipt
of an interrupt request from IRQO during the double-acknowledge cycle. This pin must not be
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pulled down.
3.2.5 Memory Interface

High-, Low-Order Data Strobe (HDS, LDS): The MPU outputs HDS to indicate that the
upper byte of the data bus (D15-Ds) is valid. The LDS output indicates that the lower byte of the
data bus (D7-Do) is valid.

Read/Write Strobe (R/W): The MPU outputs R/W high when using the bus for a read cycle,
and low for a write cycle.

Wait (WAIT): When the HD641016 is the bus master, an external device requests a Tw state
insertion into the bus cycle by asserting the WAIT input. When another device is the bus master
while WTOE = 1, the MPU outputs WAIT to request a Tw state insertion into the bus cycle of the
external master.

Address Strobe (AS): When the HD641016 is the bus master, it outputs AS to indicate that the
address is valid. External circuits can latch multiplexed address information on the falling edge of
AS. When another device is the bus master, the AS input indicates that the address information
from the external the bus master is valid.

3.2.6 Status

Status (STo-ST2): The STo-ST2 outputs indicate the MPU status as shown in Table 3-2.
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Table 3-2. MPU Status Signals

ST2 ST1 STo Status

0 0 0 Sleep or system stop
0 0 1 System halt

0 1 0 Bus locked

0 1 1 Normal

1 0 0 DMA single address

1 0 1 DMA dual address

1 1 0 Refresh

1 1 1 Interrupt acknowledge

Refer to "Appendix D Pin State" for details on priority and change timing at synchronization of
these signals.

N\

Supervisor/User (S/U): S/U output high indicates supervisor address space is being accessed.
S/U low indicates user address space is being accessed.

Program Fetch (PF): If the CPU is the bus master, PF output high indicates that the CPU is
fetching a program instruction. If the internal DMAC is the bus master, PF output high indicates
that program space is being accessed, while PF low indicates data space is being accessed.

3.2.7 Address and Data Bus
Address/Data Bus (A1/Do-A16/D15): When the HD641016 is the bus master,

A1/Do-A16/D15 output multiplexed address information and input/output data information.
Otherwise they input address information.

Address Bus (A17-A23): When the HD641016 is the bus master, A17-A23 output address
information. Otherwise they input address information.

3.2.8 DMAC

DMA Requests, Channels 0-3 (DREQo-DREQ3): DREQo-DREQ3 inputs request DMA
transfers gor DMA channels 0-3 respectively.
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DMA Acknowledge, Channels 0-3 (DACKo-DACK3): DACKo0-DACKS3 outputs indicate
that a DMA request has been received by DMA channels 0-3 respectively.

DMA Done (DONE): DONE output indicates that the current DMA operation is completed. As
an input, it requests that the current DMA transfer be terminated.

3.2.9 Timer

Timers 1, 2 Input/Output A, B, Channels 1, 2 (TIOA1, TIOB1, TIOA2, TIOB2):
TIOA1, TIOB1, TIOA2, and TIOB2 are external clock outputs, trigger inputs, or timer outputs for
channels 1 and 2, depending on the timer mode.

3.2.10 Asynchronous Serial I/O (ASCI)

Receive, Transmit, Channels 0, 1 (RXDo, RXD1, TXDo, TXD1): RXDo and RXD1
receive serial data for ASCI channels 0 and 1. TXDo and TXD1 transmit serial data for ASCI
channels 0 and 1.

Receive Clock, Transmit Clock, Channels 0, 1 (RXCo, RXC1, TXCo, TXC1):
RXCo and RXC1 input or output the receive clock for ASCI channels 0 and 1. TXCo and TXC1
input or output the transmit clock for ASCI channels 0 and 1.

Request to Send, Channels 0, 1 (RTSo, RTS1): RTSo0 and RTS1 are modem control
outputs for ASCI channels 0 and 1. RTS0 and RTS1 are controlled by software.

Clear to Send, Channels 0, 1 (CTSo, CTS1): CTSo and CTS1 are modem control inputs
for ASCI channels 0 and 1. CTSo and CTS1 control the ASCI transmission.

Data Carrier Detect, Channels 0, 1 (DCDo, DCD1): DCDo and DCD1 are modem
control inputs for ASCI channels 0 and 1. DCDo and DCD1 can reset the ASCI receiver.

3.2.11 Chip Select

Programmable Chip Select 0, 1 (PCSo, PCS1): PCSo and PCS1 decode address
information and output a chip select signal.
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Section 4. CPU

The CPU performs 32-bit data processing using a maximum of sixteen global banks of sixteen
32-bit general-purpose registers.

4.1 Programming Model

Figure 4-1 is the CPU register programming model. Each bank has sixteen 32-bit general-purpose
registers (RO-R15) which can be used as byte (8-bit), word (16-bit), or long-word (32-bit) data
Tegisters, address pointers, or index registers. R15 can also be used as the user stack pointer
(USP). The CPU can use 2, 4, 8, or 16 global banks, selected by the bank mode register (BMR).
In addition, the CPU can use 8 global banks and a set of ring banks (8 banks) in ring mode. See
"4.4 Register Banks" for details.

The CPU also has the following 12 control registers:

* Program counter, PC (32 bits)

» Supervisor stack pointer, SSP (32 bits)

« Bank stack pointer, BSP (32 bits)
 Exception vector base register, EBR (32 bits)
* RAM base register, RBR (32 bits)

* Internal I/O base register, IBR (32 bits)

+ Current bank number register, CBNR (32 bits)
« Status register, SR (16 bits)

» Condition code register, CCR (16 bits)

« Bank mode register, BMR (8 bits)

« Global bank number register, GBNR (8 bits)
* Valid bank number register, VBNR (8 bits)

The HD641016 operates in either of two privilege modes, supervisor or user. The privilege mode
is selected by the S bit in the status register. The privilege mode defines the available hardware
resources.

In the programming model, the stack pointer differs according to the S bit. When S =1,

supervisor stack pointer (SSP) is selected as the stack pointer. When S = 0, the user stack pointer
(USP), which is R15 of global bank, is selected as the stack pointer.
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General-Purpose Registers Control Registers

(16 general-purpose resisters/bank)

3 ] 3 0
®
R 3t [)
e [sJoon
R3 3t 0
w
RS 3 []
"
R7 3 0
u
R9 3 0
Rt 3t [}
R13 15 [J
R15 (Note 2) 15 0
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H
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the supervisor stack pointer (SSP) is used.

2. Ifthe S bit of the SR register is cleared to 0, the user stack pointer (USP) which is R15 of

general-purpose register is used.

Notes: 1. If R15 or stack pointer is selected by an instruction when the S bit of the SR register is set to 1,

Figure 4-1. Programming Model
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4.2 Data Types

The CPU can support six data types: 1-bit data, binary-coded decimal (BCD) data, byte data (8
bits), word data (16 bits), long word data (32 bits), or bit field data. Bit manipulation instructions
support 1-bit data. Bit field instructions support bit field data. 8-bit BCD arithmetic instructions
usually operate on two BCD digits. Some instructions have implicit data types.

4.2.1 General-Purpose Register Data Organization

Figure 4-2 shows the six data types supported by the general-purpose registers. For 1-bit data, the
LSB is addressed as bit 0 and the MSB is addressed as bit 31. Two BCD digits or one byte occupy
the lower 8 bits of a general purpose register. A word occupies the lower 16 bits, and a long word
occupies the entire register. In 1-bit, BCD, byte or word, and long word data types, the LSB is
addressed as bit 0. For bit field data, the MSB is addressed as bit position 0 and the LSB is
addressed as bit position 31. The upper bytes of the register are not affected by the BCD, byte, or
word operation.

31 0
3t]a0] @ o| 1-BitData
= Bit Number 31 7 s 3 o BitNumber0

0 - |30]31] Bit Field Data
* G Fosiono Bit Position 31

Figure 4-2. General-Purpose Register Data Organization
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4.2.2 Memory Data Organization

The HD641016 has a 16-bit external data bus (D15-Do), and the memory is organized on a 16-bit
basis. However, byte or long word data can be easily addressed. Figures 4-3 through 4-5 show
byte, word, and long word data organization in memory.

Byte Data in Address n Ly

1 L L
mss-2 )

1
18

Figure 4-3. Byte Data Organization in Memory

15 8 7 0

Word Data in Address n
| I O O | N T T I |
MSB J (n) (n+1) tLSB

Figure 4-4. Word Data Organization in Memory

31 24 23 16 15 87 0

Long Word Data in
Address n

T | I S T B Y O | J S T T T W | TONS S B B W W |

MSB J (n) (n+1) (n+2) (n+3) LsB

Figure 4-5. Long Word Data Organization in Memory

Two BCD digits can be addressed in the same way as byte data (Figure 4-6). The upper BCD digit
is located at the upper four bits, and the lower digit is located at the lower 4 bits of address n.

BCD Datain i ]
Address n Upper Bits | Lower Bits

@)

Figure 4-6. BCD Data Organization in Memory
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Bit data is addressed by a byte, word, or long word address, and the number of the bit containing
the data. The bit number of the LSB is 0, and the MSB is bit 7, 15, or 31, depending on the data
type. Figure 4-7 shows bit numbers in a long word.

31 0
Bit Numbers (Bit Data]
in a Long Word of 313°F928 -} -] === - - - - |3]2}1}|°
Address n
(n) (n+1) (n+2) (n+3)

Figure 4-7. Bit Data in a Long Word in Memory

Bits in bit field data (Figure 4-8) are addressed in the opposite order. The MSB is bit 0.

31 0
Bit Position in Bit
Field Data of oftjef3l- - - | - - === -}- == = = - - - - J2d29]30]31
Address n
(n) (n+1) (n+2) (n+3)

Figure 4-8. Bit Field Data in a Long Word in Memory

Word data is aligned on two-byte boundaries. For example, the upper byte of the word is located
at byte address n, and the lower byte at byte address n + 1. If n is even, a word can be accessed in
one bus cycle. If n is odd, word data access requires two bus cycles (two byte access cycles).

A long word occupies 4 bytes. The upper and lower 16 bits of the long word at address n
correspond to the words at word addresses n and n + 2, respectively. If nis even, a long word
data can be accessed in two bus cycles. If n is odd, long word data access requires three bus cycles
(one byte access, one word access, and another byte access cycle). Note that 8 bits of invalid data
appears on the unused data bus lines during byte data writes or writes to odd addresses. See
Figure 4-9.
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nis even

Bit 15 of Data Bus
15 8 7 0

MmsB Byte in Address n J Byte in Address n+1 LSB| word in Address n

15 0

msB Upper Word .... Word in Address n

Lower Word .... Word in Address n+2 LsB

nis odd
15 8 7 0
MSB Byte in Address n
[ Byte in Address n+1 LsB
15 ]

IMSB Byte Access

Word Access

Byte Access LSBJ

Long Word in Address n

Word in Address n

Long Word Address n

Figure 4-9. Word and Long Word Data Access at Address n
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4.3 Registers

4.3.1 Program Counter (PC)

The 32-bit PC (Figure 4-10) indicates the address at which the instruction being executed is stored.

It is incremented by one after every instruction byte. Note that the upper 8 bits of the PC are
reserved and only bits 23-0 are valid.

A dedicated pointer, independent of the PC, prefetches instruction for the 8-bit prefetch FIFO.
Refer to "4.10 Prefetch" for details.

31 242 0

¥ AN ¥ Valid

* . Reserved for future expansion.

Figure 4-10. Program Counter (PC)
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4.3.2 Status Register (SR)

Figure 4-11 shows the 16-bit status register.

15 8 7 0
T —_— S IF —_ ©2 " 10 - -1 - N z v (o
Initial Value 0 1 0 1 1 1 * . . - *
Read/Mrite RW R/\’_N RW AW RW RW RW RW RW RW RW
— =
Interrupt Mask 2-0 l
R-0 Level Carty
000 Levels 1-3, NM| Overflow
001 Levels 2-3, NMI
010 Level 3, NM! Negalive
011111 NMI o
Interrupt Status Flag Carry for Extended Arithmetic
(6T o ermopt = Operation
[ 1] Tnterrupt Accepled
Supervisor/User Mode
0 | User Mode .
1 | Supervisor Mode — : Reserved bit. Always read as 0. Cannot be writien.
Trace Mode * Iniial valus is undefined.
0 | Normal Mode )
1] Trace Mode SR is not affected by the RESET instruction.

Figure 4-11. Status Register (SR)

The lower 8 bits of the SR register also functions as those of the CCR register. The SR register
can only be accessed in the supervisor state. SR is not affected by the RESET instruction.

Note : "Reset" means "hardware reset by the RES pin" and "RESET instruction" means "software
reset by the RESET instruction”.

Trace Mode (T): When T = 0, instructions are executed normally. When T =1, the CPU is in
trace mode. In trace mode, trace exception processing is started after the execution of every

instruction. It is cleared to O at reset.

Supervisor/User Mode (S): Bit S selects the privilege state. When S =0, the MPU is in the
user state. When S = 1, it is in the supervisor state. Itis setto 1 at reset.

Interrupt Status Flag (IF): When IF = 0, no interrupts have been accepted. When IF =1, an
interrupt has been accepted. It is cleared to O at reset.

Interrupt Mask 2-0 (I12-10): 12-10 are used to inhibit interrupts. The HD641016 supports 4

HITACHI 29




interrupt levels: NMI, and maskable interrupt levels 1 through 3. All interrupts of level equal to or
lower than the level set in 12-I0 cannot be accepted. Table 4-1 shows I2-10 and the interrupts
which can be accepted. 12-I0 are set to 1 at reset.

After the MPU receives an interrupt, I12-I0 are set to inhibit equal or lower level interrupts. Table
4-2 shows 12-10 after an interrupt.

Table 4-1. 12-10 and Acceptable Interrupt

2110 Interrupt Accepted

0 00 Levels 1-3, NMI

0 0 1 Levels 2-3, NMI

010 Levels 3, NMI

01 1 NMI

1 00 NMI

1 0 1 NMI

Table 4-2. Interrupt Masking After Interrupt

Interrupt Received 2 1 0
Level 1 0 0 1
Level 2 0o 1 0
Level 3 0 1 1
NMI 1 1 1

See the condition code register (CCR) for details on the CX, N, Z, V, and C bits.
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4.3.3 Condition Code Register (CCR)

The condition code register CCR (Figure 4-12) stores the result of an operation. The CCR register
is not affected by the RESET instruction.

15 7 0
-l=1=-1-1-|-|-|-|=-|—-|—-|CX|N]JZ]V]C
Initial Value L S
Read/Write RW RW RW RW RW
— :  Reserved bit. Always read as 0. l -E-—- Carry Flag
Cannot be written. Overflow Flag
* 1 Initial value is undefined. Zero Flag
Negative Flag
Carry for Extended
Arithmetic Operation
CCR is not affected by the RESET instruction. Flag

Figure 4-12. Condition Code Register (CCR)

Carry for Extended Arithmetic Operation Flag (CX): CX is the same as C after
arithmetic or shift operations, but is unchanged after data transmission operations which affect C.

Negative /Flag (N): N =1 when the MSB of the result is 1. N =0 when the MSB of the result
is0.

Zero Flag (Z): Z =1 when the result equals 0. Otherwise it is 0.

Overflow Flag (V): V becomes 1 when an arithmetic operation causes an overflow. Otherwise
itis 0.

Carry Flag (C): C becomes 1 when a carry or borrow from the MSB occurs. Otherwise it is 0.

See "Appendix B Condition Code Affected" for details.
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4.3.4 Exception Vector Base Register (EBR)

The exception vector base register EBR (Figure 4-13) specifies the start address of the exception
processing vector table in address space. Itis discussed in "4.6 Processing States and Privilege
Modes". The EBR register is not affected by the RESET instruction.

31 24 23 0
LI Exception Base Address
Initial Value 0 [}
Read/Write . MW AW

* : Reserved bits. Always read as undefined.

EBR is not affected by the RESET instruction.

Figure 4-13. Exception Vector Base Register (EBR)
4.3.5 RAM Base Register (RBR)
The RAM base register RBR (Figure 4-14) specifies the start address of internal RAM . Bits 23-10

of RBR are valid. The RBR register can relocate the internal RAM in 1-kbyte units within a
16-Mbyte address space. RBR is not affected by the RESET instruction. See "Section 5. RAM"

for details.
31 24 23 10 9 0
e~ RAM Base Address e~ "
Initial value 1 1t 1t 1t 1 11 1111110
Read/write RW RW RW RW RW RW RW RW RW RW RW RW RW RW

* : Reserved bits. Always read as undefined.

RBR is not affected by the RESET instruction.

Figure 4-14. RAM Base Register (RBR)
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4.3.6 1/0 Base Register (IBR)

The I/O base register IBR specifies an internal I/O area. The physical addresses of the internal I/O
registers are determined by bits 23-16 (IBR23-IBR16) of the IBR register and the address offset
value of each internal I/O register (Figure 4-15). IBR is not affected by the RESET instruction.
See "Section 6. Internal I/O" for details.

31 24 23 1615 0
T~ * /O Base Address * —_—  — *
Initial Value LI TR T T T R B
Read/Write RW RW RW RW RW RW RW RW

»: Reserved bits. Always read as undefined.

IBR is not affected by the RESET instruction.

Figure 4-15. I/O Base register (IBR)
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4.3.7 Bank Mode Register (BMR)

Figure 4-16 shows the bank mode register BMR, which determines the usage of internal RAM.
The BMR register is not affected by the RESET instruction.

? 1] 5 4 3 2 1 ()

I muel umlmm.v[ suolssrorlmslswnlsu:ml
Iohat Value ! [] 1 0 ) 1 ) )
ReadMite  RW AW AW AW AW W W AW

Bank Seledt 1,0
Bus Retry Enable
[ 0 |NoBus Retry,
s L1 LEmRo |
[0] Sieep Mode
SymmSmpum
Bank Mode
0 | Giobal Mode
1| Ring Mode
RAM Access Level
[O] Usertover |
[T Svpmiorion]
Bank Pormit Mode
O Diables Bark Access GMO[SLCT1 FLCT 0 | Mode | oood | Boq
L1 JEnebles Bark Access 0] 0 0 |20ankMode | 2 0
RAM Enable
o] o 1 |4bankMode | 4 °
[0 ] Do ot |
[T | ol t 1 o looamodel s | o
o] ¢ 1 [16bankMode| 16 0
[ ] Bank [ KT |
1 0 1 - -
BMR is not affected by the RESET instruction. T 0 Resorved | = =
1 1 1 - -

Figure 4-16. Bank Mode Register (BMR)

RAM Enable (RAME): If RAME = 1, internal RAM is enabled. If RAME =0, it is disabled.
If an access is made to an internal RAM address when RAME = 0, external RAM is accessed.
RAME is initialized to 1 at reset.

Bank Permit Mode (BPM): If BPM = 1, register banks cannot be accessed as data RAM. If
BPM =0, they can be accessed as data RAM. When BPM = (), the register banks will always be
read as undefined value. When BPM = 0, the contents of the register banks will not be affected by
writes. When RAME = 0, external RAM is always accessed, regardless of BPM. BPM is
initialized to O at reset.
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RAM Access Level RAMALYV): If RAMALYV =0, an internal bus master (CPU or internal
DMA controller) can access the internal RAM in user mode. If RAMALY = 1, an internal bus
master cannot access the internal RAM in user mode; if accessed, an access level exception occurs.
RAMALY is initialized to 1 at reset.

Bank Mode (BMD): If BMD = 1, register banks can be used in the ring mode. If BMD =0,
they can be used in the global mode. BMD is initialized to O at reset.

System Stop (SSTOP): When SSTOP is set to 1, the MPU enters system stop mode when it
executes the SLEEP instruction. When SSTOP is cleared to 0, the MPU enters sleep mode when it
executes the SLEEP instruction. See "Section 15. Low Power Consumption Modes" for details.

Bus Retry Enable (BRTE): If BRTE = 0, the CPU executes the bus cycle in bus error mode.
If BRTE = 1, the CPU executes the bus cycle in bus retry mode. See "4. 6 Processing States and
Privilege Modes" for details.

Bank Select 1, 0 (SLCT1, SLCTO0): SLCT1 and SLCTO0, combined with BMD, determine
register bank function as shown in Table 4-3. They are initialized to 00 at reset.

Table 4-3. Global Register Bank Function

BMD SLCT1 SLCT0 Mode No. of Global Banks No. of Ring Banks
0 0 0 2-bank mode 2 0

0 0 1 4-bank mode 4 0

0 1 0 8-bank mode 8 0

0 1 1 16-bank mode 16 0

1 0 0 Ring mode 8 1 set (8)

1 0 1 Reserved - -

1 1 0

1 1 1
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4.3.8 Bank Stack Pointer (BSP)

Figure 4-17 shows the bank stack pointer BSP. BSP can be used to save/restore the ring bank
registers when the ring bank overflows or underflows in ring mode. BSP is not initialized at reset
and is not affected by the RESET instruction. See "4.4 Register Banks" for details.

31 ’ 0

Bank Stack Pointer Address

Initial Value < * —
Read/Write RW -

*: Initial value is undefined.
BSP is not affected by the RESET instruction.

Figure 4-17. Bank Stack Pointer (BSP)
4.3.9 Global Bank Number Register (GBNR)

Figure 4-18 shows the global bank number register (GBNR) which specifies the global bank
number. GBNR is not affected by the RESET instruction. See "4.4 Register Banks" for details.

Global Bank Number Address

Initial Value "« « * * 0o 0 0 0

y *: Initial value is undefined.
Read/Writa R RW RM R RW RW RW R GBNR is not affected by the RESET instruction.

Figure 4-18. Global Bank Number Register (GBNR)
4.3.10 Current Bank Number Register (CBNR)

Figure 4-19 shows the current bank number register (CBNR) which specifies the current bank
number. CBNR is not affected by the RESET instruction. See "4.4 Register Banks" for details.

31 0

Current Bank Number Address

Initial Value - 0 >
Read/Mirite - RW »

CBNR is not affected by the RESET instruction.

Figure 4-19. Current Bank Number Register (CBNR)
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4.3.11 Valid Bank Number Register (VBNR)

Figure 4-20 shows the valid bank number register (VBNR) which indicates the valid bank number.
VBNR is not affected by the RESET instruction. See "4.4 Register Banks" for details.

Valid Bank Number Address

Initial value * % * * 9 9 0 0

i *: |nitial value is undefined.
ReadWirite  RMW RM RMW RW RMW R RAV RW VBNR is ot affected by the RESET instruction.

Figure 4-20. Valid Bank Number Register (VBNR)
4.3.12 General-Purpose Registers

Each bank has sixteen (R0-R15) 32-bit general-purpose registers. They enable the CPU to handle
data effectively and support versatile addressing modes. Normal instructions and addressing
modes specify general-purpose registers by encoding the register's number in 4 bits. That is, RO is
0000, R5is 0101, R15is 1111.

Each of the general-purpose registers can be used as a data register, address registers, or index
registers. R15 can also be used as a stack pointer USP or SSP. See 4.3.13 for details. The
general-purpose registers are not initialized at reset.

4.3.13 R15 and the Stack Pointer

The HD641016 has two types of stack pointers, user stack pointer (USP) and supervisor stack
pointer (SSP). The S bit of SR determines which is used. If S is 1, SSP is used, if 0, USP is
used. The designated stack pointer is used under the following circumstances:

» The stack pointer is implied by an instruction (for example, subroutine call instruction BSR).

» R15 of the global bank is specified in an addressing mode (for example, @R 15). However,
when R15 of a ring bank is specified, R15 of the currently selected ring bank is used, regardless
of the S bit value.

SSP is always used during exception processing since the S bit is set to 1. When byte data is
pushed by using USP or SSP, the USP or SSP is decremented by two; when byte data is pulled,
the USP or SSP is incremented by two. For further details, refer to "4.6 Processing States and
Privilege Modes".
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4.3.14 Stack Configuration

Figure 4-21 shows stack access using USP or SSP when the stack pointer (USP or SSP) is set to
an even address.

: Lower Address : Lower Address
! ]
! 1
I :> (Note 2) |
! SP —> | DATA | (Note 1)
P —> A |
|
| ]
| Upper Address | Upper Address
(a) Byte data stack
: Lower Address : Lower Address
: 1
! —/> (Note 2) |
! , SP —> [ DATAH DATAL
SP —> | |
! 1
| |
[ Upper Address | Upper Address
(b) Word data stack
| Lower Address | Lower Address
| |
! |
| (Note 2)
: I:'> SP —> | DATAHH | DATAHL
| DATALH DATALL
e — e —— o
SP —> : :
| Upper Address 1 Upper Address
(c) Long word data stack Notes : 1. No data is written.
2. Stack Pointer
(USP or SSP)

Figure 4-21. Stack Configuration (SP: Even Address)
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Figure 4-22 shows stack access when the stack pointer (USP or SSP) is set to an odd address.

Lower Address

Upper Address

(a) Byte data stack

Lower Address

UpperAddress

(b) Word data stack

Lower Address

Upper Address

(c) Long word data stack

Lower Address
(Note 2)
pata | <—SP
(Note 1)
Upper Address
| Lower Address
|
|
|
(Note 2)
DATAH | <—SP
DATAL
|
Upper Address
Lower Address
(Note 2)
DATAHH | <— SP
DATAHL DATALH
DATALL
Upper Address
Notes : 1. No data is written.
2. Stack Pointer
(USP or SSP)

Figure 4-22. Stack Configuration (SP: Odd Address)
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The HD641016 provides the register indirect auto-increment and the register indirect auto-
decrement addressing modes. In these two modes, any general-purpose registers can be used as
the stack pointer. In these modes, stack configuration for word and long word data is the same as
in Figure 4-21 and Figure 4-22. However, stack configuration for byte data differs as shown in

Figure 4-23.
| Lower Address | Lower Address
| |
! A ] <—
N > :
! {
| Upper Address | Upper Address

Figure 4-23. Stack Configuration (@-Rn, Data Size: Byte)
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4.4 Register Banks

The HD641016 contains a maximum of sixteen register banks in 1024 bytes of internal RAM.
Each bank consists of sixteen 32-bit registers RO-R15. Accordingly, if such a register is
accessed, internal RAM must be accessed. In addition, the banks can be accessed in both global
and ring modes as described below. See Figure 4-24.

Lower

31 0
Ro
R1

Address 7///// //
/ lmal
///////2

v 1£,S80/ /[

R15
General-Purpose Register

Upper

Figure 4-24. Internal RAM Space and Banks

HITACHI 41



4.4.1 Global Mode

Global Mode Specification: In global mode, either 2, 4, 8, or 16 banks can be used by
programming the BMR register as shown in Table 4-4.

Table 4-4. BMR Values and Their Corresponding Bank Modes

BMR Bits

BMD SLCT1  SLCTO Mode

0 0 0 2-bank mode
0 0 1 4-bank mode
0 1 0 8-bank mode
0 1 1 16-bank mode

In 2-bank mode, up to 2 register banks can be used. The two banks can be switched by
programming GBNR. If bit 0 of GBNR is programmed as 0, bank 0 is used, while if it is set to
1, bank 1 can be used. Note that only bit 0 of GBNR is valid in this mode. See Figure 4-25.

Current Register Set
RO
Internal R1
GBNR [0 ] RAM R2
i E
7880 R15
GBO
Internal 23
CEC N — RAM R2
AN 5
LIS, e
GB1 GBO, 1 : Global Bank 0, 1

Figure 4-25. Global Bank Switch

In 4-, 8-, or 16-bank mode, bits 0-1, 0-2, or 0-3 of GBNR are used to control banks, respectively.
Table 4-5 shows the relationship between bank mode and GBNR valid bits.
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Table 4-5. Bank Mode and GBNR Valid Bits

Bank
Mode Available Banks Valid Bits of GBNR
2-Bank
Mode
7 0
l %,
4GB\
5807
Mode " 3
768 bytes 7 1 0
v | %%
V/.GB3 7 3 ;
/.88 7
///,GB0Z
8-Bank
Mode 7 2 1 0
16-Bank
Mode

3 0
1026 byts 7%

!

HITACHI 43




Global Bank Switching: As mentioned above, banks can be switched by programming the
GBNR register with either a control register (CR) handling instruction (ANDC, ORC, XORC,
LDC or STC), or a bank instruction (CGBN, or PGBN).

1. Global bank switching by a CR handling instruction (ANDC, ORC, XORC, LDC or STC)
Figure 4-26 shows an example of global bank switching by the LDC instruction. In this

example, bank 0 is switched to bank 3 in 4-bank mode by the LDC instruction. See "4.5
Instruction Set" for details on CR handling instructions and their addressing modes.

Assembler LDC  #3, GBNR

Ro
Rt
R2

Register Bank

Before Execution il
R4

RS

R6

[

R8

GB3 R9

o5 R0

Rt

ot R12

Gsnnl 0 WGBO R13

Ri4
R1S

RO

Rt

. R2

7 Register Bank o
After Execution R4
RS

R6

R7

R8

v’ GBa R9

GB2 R10

Rtt

cat R12

K 8o R13

R14
R15

GBNR: Global Bank Number Register
GBO0-GB3: Global Banks 0-3

Figure 4-26. Global Bank Switching by LDC
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2. Global bank switching by a bank instruction (CGBN or PGBN)

‘When global bank is switched by a bank instruction, register copy and the save and restore of
the bank number are enabled.

Figure 4-27 shows an example of global bank switching by the privileged CGBN (push and
change global bank number) instruction. CGBN first pushes the current GBNR value onto SSP
and then loads-operand data into the new GBNR. At this time, the contents of selected global
bank registers can be copied into new global bank registers if required. In addition, the operand
of CGBN can be specified as static data or dynamic data: that is, immediate data or data
specified by register. CGBN can be used only in supervisor state.

Assembler CGBN #3, R5, R6, R7, R8, R9, R10

Before Execution Register Bark R3

SSP¥ Address n

Ne) 8| 8| 8

Stack 68an ° T‘-»

Y
After Execution RO

Register Bank

1s ¥ 0
SSP-»Address n -2 0 2
17/ / R7

Address n /m 7
G837/ R/
Z eez/ N\ EZEZ o
Rl
R12
GBo R13
R14
RIS

G8t

enm| 3

Figure 4-27. Global Bank Switching by CGBN
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Figure 4-28 shows an example of bank switching by the privileged PGBN (Pull Global Bank
Number) instruction. PGBN first pulls GBNR from the SSP and then loads the popped value into
the new GBNR. At this time, it can copy the contents of selected global bank registers into new
global bank registers if required. PGBN can be used only in supervisor state.

In Figure 4-28, bank 3 is switched to bank 0 and the contents of R0-R3 are copied into the new
RO-R3.

Assembler PGBN RO, R1, R2, R3, A,

[ /m / A1

R

Before Execution Register Bank U R
, Rd

Stack RS
R6
R7
SSPyAddressn2| 0 R8
Address n L GB3 / R9
G6o R10

Rit
R12
e | 3 e8o R13
R4
Ri5

GBt

RO -

R1 |
< /// 2
R
R3 7,
R4
RS
Ré

\
After Execution

Register Bank

Stack R7
R8
R9
R10

GB3 A1t

SSP -Address n ! 5 R12
Ri3

GBt R14

GBNRro J/L' G’/A R15

Figure 4-28. Global Bank Switching by PGBN
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RAM Access in Global Mode: In 2-, 4-, or 8-bank mode, 896, 768, or 512 bytes of the
remaining internal RAM area can be used as either data memory space or external memory space
according to the setting to the RAME and BPM bits of BMR.

If RAME is set to 1, the remaining internal RAM area can be accessed as data memory area. If it is
cleared to 0, the remaining RAM area will be accessed as external memory. In addition, the
remaining internal RAM area, other than register banks, can be accessed as data memory area if the
RAME is set to 1 and the BPM is cleared to 0. See " Section 5. RAM " for details. Figure 4-29
shows the data accessible areas.

Extarnal Memory Space External Memory Space External Memory Space
() RAME=1

{a) RAME=0 (b) RAME=1 BPM = 1

BPM = 0 : Data accessible area

Figure 4-29. Data Accessible Area
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4.4.2 Ring Mode

Ring Mode Specification: In ring mode, the CPU can use 8 global banks and a set of 8 ring
banks. 8 global banks can be used in the same way as in 8-bank mode. In this mode, the BMD,
SLCT1, and SLCTo bits are programmed as shown in Table 4-6. Figure 4-30 shows bank
configuration in ring mode.

Table 4-6. BMR Bit Settings and Mode

BMR Bits
BMD SLCT1 SLCTO Mode
1 0 0 Ring mode

T Lower
T RB6
RB5
Ring RB4
Bank RB3
RB2
l RB1
RBO
o7 Address
T GB6
GBS
Global GB4
Bank GB3
GB2
* GBI
GBO \ .
Upper RB0-RB7: Ring Banks 0-7
Internal RAM GB0-GB7: Global Banks 0-7

Figure 4-30. Ring Bank Configuration
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Ring Bank Model: Figure 4-31 shows the ring bank model. Ring banks are controlled by
BSP, CBNR, and VBNR.

The LCBNR bits (lower 3 bits) of CBNR indicate which bank is currently used. In general the
bank indicated by the LCBNR bits is called "the current bank", while the bank indicated by the
value of LCBNR bits — 1 is known as the "previous bank".

The LVBNR bits (lower 3 bits) of VBNR indicate up to which bank contains valid data.
The upper 5 bits of VBNR are undefined.

7 3 2 0 31 3 2 0
2.
venR| r~ + [0 0 0 |l@e— CBNR ~ Valid [ oto
Yl
[ —— re R ——
LVBNR LCBNR
* : Undefined.
Increment/Decrement

Comparator |

Current Bank

Figure 4-31. Ring Bank Model (When RB0-RB2 contain valid data)

Ring Bank Access: The current bank or previous bank can be accessed by selecting either. if
current bank or previous bank addressing mode. Figure 4-32 shows an example of global and ring
bank accesses by GBNR and CBNR. In this example, CBNR is set to 2 and GBNR is set to 5. If
global bank register 9 (R9) is specified, R9 of global bank 5 (GBS) specified by GBNR is selected.
If current bank register 9 (CR9) is specified, R9 of ring bank 2 (RB2) specified by CBNR is
selected. If previous bank register 9 (PR9) is specified, R9 of ring bank 1 (RB1) whose value is
indicated by CBNR — 1 is selected.
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Register Bank Register
RB7 RO
RB6 R1
RBS R2
RB4 R3
Global Bank RB3 R4
CBNR lZ]———> RB2 RS
R 9 ) RB1 R6
RBO R7
GB7 R8
GB6 R9
o s —>zEz Fio
GB4 R
GB3 R12
GB2 R13
GBt1 R14
GBO R15
RB7 CRO.
RB6 CR1
RB5 CR2
RB4 CR3
RB3 CR4
Current Bank CBNR IZ]_» 772777, CR5
RBt CR6
CR9 RBO CRY
GB7 CR8
GB6 CR9
GBNR E‘__, GBS CR10
GB4 CR11
GB3 CR12
GB2 CR13
GBt CR14
GBO CR15
RB7 PRo
RB6 PR1
RB5 PR2
RB4 PR3
Previous Bank CBNR [::: l ; 222 :2;
/881 ) PR6
P R 9 RBO ) PR7
GB7 PRS
GB6 PR9
GBNR IE___> GBS PR10
GB4 PR11
GB3 PR12
GB2 PR13
GBt PR14
GBO PR15

Figure 4-32. Global and Ring Bank Accessing Though GBNR and CBNR
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Figure 4-33 shows an example in which the contents of R4 in a global bank are moved to CR12 in
the current bank by the MOV instruction.

Register
MOV :G.L R4, CR12 CRO
CR1
CR2
Register Bank CR3
CR4
RB7 CR5
CBNR 7T CR6
| 6 I'-'-> R CR7
RBS CR8
CRY
RB4 CR10
RB3 CR11
-+
RB2 CR13
CR14
RB1 oAtS
RBO
GB7 RO
R1
GB6 7>
GBS
GB4 ‘R4 —
GB3 “%
GB2 R7
GBNR R8
[ |— ez =
GBO R10
R
RiZ
R13
R14
R15
CBNR: Current Bank Number Register.
GBNR: Global Bank Number Register
GBO0-GB7: Global Banks 0-7
RBO-RB7: Ring Banks 0-7

Figure 4-33. Current Bank Specification
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Ring Bank Control Instructions: The ICBN (increment current bank number) and DCBN
(decrement current bank number) instructions can be used to switch ring banks.

The ICBN instruction increments the CBNR register by 1. The DCBN instruction decrements
CBNR by 1. Figure 4-34 shows an example of ring bank control by ICBN and DCBN. In the
example, the current bank is RB3. If ICBN is executed, RB4 becomes the current bank. On the
other hand, if DCBN is executed, RB2 becomes the current bank.

v

DCBN instruction

: Valid Bank
CBNR: Current Bank Number Register
VBNR : Valid Bank Number Register

Figure 4-34. Ring Bank Control by ICBN and DCBN Instructions
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In addition, ring banks can be used as variable areas for subroutines. This feature supports
high-speed subroutine call and return. Figure 4-35 shows an example with the local variable areas
of the procedures located in ring banks.

PROC1

PROC2

PROC3

I
DCBN e e e e = e e e = =
RTS
CBN e e e
|
[
BSR PROC3

BN === == ===
I
|
|
!
|

DCBN = = = = e = =

RTS

Figure 4-35. Procedure Call Ring Bank Application
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Ring Bank Overflow: If the LCBNR bits of CBNR match the LVBNR bits of VBNR after
executing the ICBN instruction, the ring bank overflows. At this time, the CPU operates as
follows:

1. Pushes the registers of the bank indicated by LCBNR onto the stack area pointed to by 32-bit
BSP. At this time, the lower 16 bits of R15 in the bank indicated by the LVBNR bits
determine which register are pushed onto the stack. Bits 0-15 of 32-bit R15 correspond to
32-bit RO-R15 of the bank. If a bit in R15 is set, the corresponding 32-bit register is pushed
onto the stack. The registers are pushed onto the stacks in the ascending order. However, note
that R15 itself is always stacked regardless of the state of bit 15 of R15. /

2. Increments VBNR by 1 and decrements BSP according to the number of stacked bytes.

3. Executes the next instruction.

Figure 4-36 shows an example of ring bank overflow. In this example, VBNR and CBNR indicate
RBO and RB?7 respectively before executing the ICBN instruction. If ICBN is executed, the
LCBNR bits and LVBNR bits match and ring bank overflows occurs. The CPU then stack

registers. RO, R1, R6, R7, R10, R13, R14, and R15 as specified by the bit values of R15 value.
Finally, the CPU increments VBNR by 1.
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CBNR VBNR
RB7 RBO
RB6 RB1
Ring
RB5 Bank RB2
RB4 RB3
ICBN
Instruction

Stack for Bank

LR
R2
R3
R R15  l&BSP
3 R14
A =
R A+
e R7
R9 R6
A, A
R RO
R12 a %2:; Before
Z //J Ri 3// Execution)
Z7zmn
A7
31 Ly 15 7 0
3 oft|1]ofoj1]o]jol1 |1 |ojo]olo]1]1
7/
At 1 fx A
R4 RI3 RiO R7 R6 Rt RO

BSP:

CBNR: Current Bank Number Register
VBNR: Valid Bank Number Register
Bank Stack Pointer

Figure 4-36. Ring Bank Overflow

HITACHI 55



Ring Bank Underflow: If the LCBNR bits of CBNR match the LVBNR bits of VBNR after
executing the DCBN instruction, ring bank underflow occurs. If CBNR is 0, the CPU executes
the next instruction. Otherwise, the CPU operates as follows:

1. Decrements VBNR by 1.

2. Pulls R15 from the stack location pointed to by BSP. The CPU then pulls the registers
described by R15 into the bank designated by VBNR. R15 functions as a register list as
mentioned in ring bank overflow.

3. Increments BSP according to the number of bytes to be pulled.

4. Executes the next instruction.

Figure 4-37 shows an example when the ring bank underflow. In this example, VBNR and CBNR
indicate RB2 and RB3 respectively before executing the ICBN instruction. If DCBN is executed,
the LCBNR bits and LVBNR bits match and ring bank underflow occurs. At the same time R15 is
read from the stack location pointed to by BSP. Then R9, R6, R2, and RO are pulled from the
stack onto RB1, as is R15.
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- R15 <4 (BSP Before
- R9 DCBN Execution)

R6

[ Rl

R4
RS

4————

<—s5sP

1

R8
4—-—-—-——

Ri1
R12
R13
R14

VAN
CBNR CBNR: Current Bank Number Register
VBNR: Valid Bank Number Register
BSP: Bank Stack Pointer

Figure 4-37. Ring Bank Underflow
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4.5 Instruction Set

For most instructions, source and destination operand can be specified independently in the
allowable addressing modes. Operand size (byte, word, or long word) can be specified
independently of an instruction. Instructions consist of one or more bytes. In addition, short
format instruction are provided to improve software efficiency. Moreover, this instruction set
considering high level languages such as C and PASCAL allows the programmer to improve
program development efficiency.

4.5.1 Basic Instruction Formats

The HD641016 has five kinds of basic instruction (Figure 4-38): no-operand, 1-operand,
2-operand, accumulator (R0), and register-to-register instructions (RO-R15).

8 bits
1) 0 - operand instructi
(1) p ruction 0P
— 16 bits
(2) 1- operand instruction
(EAd)<OP1> — (EAd) OP1 Sz |*[ EAd
6bits— 2bits” 1bit ™ 7bits
24 bits
(3) 2-operand instruction
(EAs)<OP2>(EAd) — (EAd) OP2 Sz 10| EAs |*| EAd
. LN . NI ./
6 bits’ 2bits 1bit ~7bits~” 1bit.~7bits
16 bits
(4) Accumulator =
instruction oP2 sz |1
(EAs)<OP2>R0 — R0 EAs
6bits—  2bits” 168 ~7bis—
16 bits
(5) Register-to-register
instruction OP3 Sz | Rns | Rnd
Rns<OP3>Rnd — Rnd

8bits—" “2bits” “4bits” "4 bits”

OP3-0OP0 : Opcode fields which specify instruction function
EAs, EAd : Effective address codes which specify source and
destination addressing modes.

Sz: Size specification field which specifies operand size
Rns, Rnd : Global bank register number specification field

RO: Global bank register 0.

*: Don't care

Figure 4-38. Basic Instruction Formats
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An EA expansion field may be inserted after each effective address (EA) specifying field, according
to the addressing mode. Figure 4-39 shows this for a 2-operand instruction.

oP2 sz| 0 EAsIEAs Expansion Field| * | EAd[EAdExpansionField

N ANAC T A, / i
6 bits 2bits 1bit 7bits 8 bitsx n 1bit 7bits 8 bits x m

Figure 4-39. 2-operand Instruction with EA Expansion Field
4.5.2 Addressing Mode
The addressing mode is specified by the EA specifying field, and, if necessary, an expansion field.

The EA specifying field and the EA expansion field together are called the EA field. The EA
specifying field consists of an accumulator specifying bit and an EA code (Figure 4-40).

8 bits

A EA Code

1 bit 7bits

Figure 4-40. EA Specifying Field

Accumulator Specifying Bit (A): A indicates whether RO (accumulator) is implicitly
specified for the destination of a 2-operand instruction. If A =1, RO is always selected as the
destination and the destination EA specifying field (EAd) is not required. If A =0, the EAd field
specifies the destination operand. See Figure 4-41.

Note that A is ignored in one operand instructions. In addition, an illegal instruction exception

occurs if A is set to 1 in a two-operand instruction whose destination addressing mode must not be
register direct.
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2-operand Instruction
(EAs) <OP2>(EA) ~>(EAd) op2 Sz |0 EAs * EAd

\ N7 ./
6 bits 2bits 1bit 7 bits 1 bit 7 bits
Accumulator Instruction

(EAs) <OP2> RO —» RO op2 sz |1 EAs

./
6 bits 2bits 1 bit 7 bits

Figure 4-41. 2-Operand Instruction and Accumulator Instruction
EA Code: A 7-bit EA code specifies an addressing mode or general-purpose register. In
addition, an EA expansion byte may follow the EA code depending on the addressing mode to be
specified (Table 4-7).

Table 4-7. EA Codes and Addressing Modes

No. Addressing Mode Mnemonic EA Code Expansion Byte, Others
1 Register direct Rn 100 No expansion byte
Rn : Register number
2 Registerindirect ~ @Rn 0 Sd  Expansion No.of
or Byte Bytes
@(disp[:Ing], Rn) ‘
00 None | 0 byte
01 | ds | 1byte
3 Registerindirect =~ @Rn+ 101 En:j No expansion byte
auto-increment
4 Registerindirect ~@-Rn 110 [Rn | No expansion byte
auto-decrement
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Table 4-7. EA Codes and Addressing Modes (cont.)

No. Addressing Mode Mnemonic EA Code Expansion Byte, Others
5 Immediate # xxxx[.Sz] 11100 [SE} Si Expansion No. of
Byte Bytes

01 1byte
10 Imm16 2 bytes

11 Imm32 4 bytes

Note: Si =00 indicates the EA
code for current bank addressing
mode.

6 Absolute Address @ aaaa[.Sz] 11101 [Sal Sa Expansion  No.of
Byte Bytes

01 [ Abss 1 byte
10 Absi6 2 bytes
11 Abs32 4 bytes

Note: Sa =00 indicates the EA

code for previous bank
addressing mode.
7 Registerindirect ~ @Rn * Sf, 11110 I*I*I Sfl Rn I ldispl
with scale @(disp, Rn * Sf)
or Sf Scaling Factor
@(disp[:Ing], Rn * Sf)
00 X1
01 X2
10 x4
11 X8

*: Don't care
Refer to No. 2 for details on Sd
and disp.

8 Registerindirect ~ @([disp[:lng],] Xm 1111100 [0JL/Sd[Rn [**|Sf] Xm | |[disp|
with index [.Sz][*Sf], Rn)

L Index Register Size
0 Xm: Word
1 Xm: Long Word

Xm: Index Register number Refer
No. 7 for details on other symbols.
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Table 4-7. EA Codes and Addressing Modes (cont.)

No. Addressing Mode Mnremonic EA Code Expansion Byte, Others

T

9  Programcounter @([disp[:Ingl,]Xm 1111101 [OL{Sd [***¥|**|sf| Xm ||disp]
relative with index [.Sz][*Sf], PC]

Refer to No. 8 for details on

each symbol.
10 Program counter @PC 1111101 [L0[Sdp***¥ |disp |
relative or
@(disp[:Ing], PC) Refer to No. 2 for details on
each symbol.
11 Registerdouble ~@@Rn 1111110 S2|S1Rn | [ds1 | [ds2 |
indirect or
@([disp1[:Ing],] (note) S2,ds2  Si Expansion No.of
@([disp2[:Ing],] is the same as Byte Bytes
Rn)) S1, ds1.
01 ds 1 byte
11 d32 4 bytes
12 Current Bank <CRn> 1110000 Specify any EA code
13 Previous Bank <PRn> 1110100 Specify any EA code
14 Notused 1111100 [1000000 0]
(Note: H
If unused address- [1 111111 1]
ing mode is spec-
ified, the CPU
begins illegal instruc- 1111101 (11000000
tion exception proc- 3
essing.) M1111111]

1111110 All other S1 and S2 combina-
tions than the following in the

register indirect mode
S2 S1

o ot

01 11

11 01

11 11

1111111 None
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Symbols:

Rn : Register number

Sd : Displacement size

disp : Displacement

ds8 : Displacement (8 bits)
die6 : Displacement (16 bits)
d32 : Displacement (32 bits)
Si : Immediate data size
Imm8  : Immediate value (8 bits)

Imml6 : Immediate value (16 bits)
Imm32 : Immediate value (32 bits)
Sa 1 Absolute size

Abs8 :  Absolute value (8 bits)
Absl6 : Absolute value (16 bits)
Abs32  : Absolute value (32 bits)

Sf :  Scale factor

Xm : Index register number

L . Index register size

PC :  Program counter

dsl . Displacement 1

ds2 : Displacement 2

S1 : Displacement size 1

S2 : Displacement size 2

CRn :  Current bank register number
PRn : Previous bank register number
* : Don't care

Notes: 1. Rnand Xm are global bank registers specified by GBNR.

2. The <CRn> and <PRn> addressing modes are allowed only for ring mode. If they
are specified in global mode, a bank mode exception occurs.

3. <CRn>mode in No. 12 can specify any of addressing modes No. 1 through No.
13. In <CRn> mode in No. 12, Rn is always a register in the current bank specified
by CBNR. Xm in No. 8 is a register in the global bank specified by GBNR. Xm in
No. 9 is a register in the current bank specified by CBNR.
<PRn> mode in No. 13 is almost the same as <CRn> mode in No. 12 except that
<PRn> mode uses a register in the previous bank specified by CBNR 1.

4. If more than one <CRn> or <PRn> mode is specified in <CRn> or <PRn> mode,
the HD641016 uses only the last <CRn> or <PRn> and ignores all others as shown
below. In these modes, bit 7 of the EA field is valid as the A bit. In the following
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example, A is regarded as 1, and global bank and previous bank are specified as Xm
and Rn, respectively.

MOV| (1 |[CRn| |0 | PRn @(Xm, Rn)

P

Valid Invalid  Valid

Effective Address Calculation: The effective address (EA) for each addressing mode is
calculated as shown in Table 4-8.

Table 4-8. Effective Address Calculation

No. EA Type EA Calculation Data Effective Address
1 EACode 100 2@)}
Addressing

Mode Register direct None
Note: Rn contains
operand data.

Mnemonic Rn

2 EACode 0 [Sd] Rn |

Addressing
Mode Register indirect 31 0 31 0
‘ Contents of Calculation result

register Rn
Mnemonic @ Rn or K
@(disp[:Ing], Rn)

Note: 31 0

Sd =00 No displacement | Sign extended disp
=01 8-bit displacement
=10 16-bit displacement
=11 32-bit displacement
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Table 4-8. Effective Address Calculation (cont.)

No. EA Type EA Calculation Data Effective Address

3 EACode 101 [Rn ]

Addressing Register indirect 31 0 31 0
Mode

auto-increment New contents Contents of
of register Rn register Rn

Mremonic ~ @Ra+ 6 |

Rn is incremented by 1 for
byte operand.

Rn is incremented by 2 for
word operand.

Rn is incremented by 4 for
long word operand.
However, if Rn =R15, Rn
is incremented by 2 for
byte or word operand. Itis
incremented by 4 for long
word operand.

4 EAcode 110 [Ra|

Addressing Register indirect 31 0 31 0
Mode auto-decrement

Contents of New contents of
register Rn register Rn

Mnemonic ~ @-Rn . by

Rn is decremented in the
same way as in auto-
increment addressing
mode.
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Table 4-8. Effective Address Calculation (cont.)

No. EA Type EA Calculation data Effective Address
5 EACode 11100 [Si
None None
Addressing
Mode Immediate
Operand data is contained Byte or word immediate
in program. data is sign extended to
Mnemonic #XXXX [.Sz] long word.
Note:
Si =01 Byte size
=10 Word size
=11 Long word size
6 EACode 11101
None 31
Addressing Sign extended
absolute address

Mode Absolute address
Note: Address must be

Mnemonic @ aaaa [.Sz] in advance.

Note:

Sa =01 1-byte address
=10 2-byte address
=11 4-byte address

written to the EA expansion field
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Table 4-8. Effective Address Calculation (cont.)

No. EA Type EA Calculation Data Effective Address
7 EACode 11110

Addressing Register indirect 31 0

Mode with scale Contents of

register Rn
31 Ol
Mnemonic @ Rn * Sfor -1, 2,40r8 X Calculation result
@(disp[:Ing], Rn * Sf)
31 0
Note:
First expansion byte Sign extended disp
BRI
*: Don't care

Sf =00 Scale factorx 1
=01 Scale factor X 2
=10 Scale factor X 4
=11 Scale factor x 8

Sd is the same as in @ Rn.

8 EACode 1111100

Addressing Register indirect 31 0

Mode with index Contents of
register Rn

Mnemonic @([disp[:Ing],] Xm
[.Sz][*Sf], Rn)

31 0
Note: | Sign extended Xm|
First expansion byte 31 0
| o]L|sd] Rn '] 1,2,40r8 Calculation result
Another byte
m Sign extended disp If L =0, word Xm is
sign extended to long
*: Don't care. word.
IfL =1, long word Xm
All symbols are the same as is used directly.
these in @Rn * Sf mode.
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Table 4-8. Effective Address Calculation (cont.)

No. EA Type EA Calculation Data Effective Address
9 EACode 1111101

Addressing Program counter 31 0

Mode relative with index | Sign extended Xm |

Mnemonic @([disp[:Ing], ] Xm
[.Sz][*Sf], PC)

31 0
Calculation result |

1,2,4,0r 8
31

Note:
First expansion byte

[O[L[safx *+x |
Another byte

[* * [sf[ Xm |

: Don't care

PC points to the address follow-
ing the expansion byte.

All symbols are the same as
those is @ (Xm,Rn) mode.

0
| Sign extended disp |
31 0

Contents of
program counter

10 EACode 1111101

. Addressing Program counter
Mode relative

Mnemonic @ PC or
@(disp[:Ing], PC)

Note:
First expansion byte
[1]o[Sd[* * * ¥

*: Don't care

PC points to the address follow-
ing the expansion byte.

Sd is the same as in @ Rn
mode.

31 Q
Contents of
program counter 31 0

Calculation result |
31 0

Sign extended disp
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Table 4-8. Effective Address Calculation (cont.)

No. EA Type EA Calculation Data Effective Address
11 EA Code 1111110 (Note)
ds2 dsl
S2 S1Expansion Expansion
Addressing Register double 31 0
Mode indirect Contents of 0101 1byte 1byte
register Rn 0111 1byte 4 bytes
1101 4bytes 1byte
Mnemonic @@Rn or 31 0 1111 4bytes 4 bytes
@([disp1[:Ing].]) Sign extended [+
@([disp2[:Ing],] Rn) dsl
All other combinations dis-
abled.
Note: If specified,an illegal instruc-
First expansion byte 31 0 tion exception processing
occurs.
52| S1] Rn | Calculation
result
2nd and 3rd expansion bytes are
described in order of displ and 1 l 0 31 ({]
disp2. Contents of Calculation
memory result
1 0
Sign extended
ds2
12 EA Code 1110000 ¢ All EAs available.
Addressing » The CRn register is used
Mode Current bank instead of Rn and Xm.
However, Xm in @ (Xm,
Rn) always uses a
global bank register.
Mnemonic <CRn>
13 EA Code 1110100 « All EAs available.
Addressing * The PR register is used
ious bank instead of Rn and Xm.
Mode Previou However, Xm in @ (Xm,
Rn) move always uses a
Mnemonic <PRn> global bank register.
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Note: In PC relative with index or PC relative addressing modes, the PC points to the address
following the expansion field. For example, in 1-operand instructions, the PC indicates the
next opcode address. In 2-operand instruction, it points to the EAd (2nd EA) field address

as shown below.

Example

EAs
f‘—'—_‘ﬁ

ADD @PC disp

<>

Expansion field
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Instruction Execution Examples in Each Addressing Mode: Figures 4-42 through 4-48
show instruction execution in all addressing modes in machine code.

RO
R1

R7

R15

ADD:G.W RO, @(H'23F5:16, R7)

— T

|

A
[0000

\ \4 A
00[01][0f00j0000] PP[io[0111] f01060017111110107]

Register Direct
Register Indirect

1083E6

1083E8

8B E5

1083EA

(Before Execution)

Memory

OFE0294A
00000000
: Displacement
00105FF3 >= 00105FF3 l
. + [000023F5
FFEFFFFF OTGR3ES
Gilobal Bank
294A
+ I 885‘}:
| BSZF;

1083E6
1083E8
1083EA

B5 2F  |e—

Memory
(After Execution)

Figure 4-42. Instruction Execution Example in Register Direct/
Register Indirect Addressing Mode
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—T T 1T

ADD:G.W #H'A4.B, @H'06BC .W

L

[0000

|

I
Ab:

Im

Immediate

1 v
00 1] H11100£1; [foi00100| 11040

A
[0000011010111100]

Absolute
Address
solute Address i
0006BA
0o06eBC | 15 39
0006BE
Memory
(Before Execution)
mediate Value
L » [FFA4
+ | 1539 | <—
14DD
0006BA
ooosBC | 14 | DD | +—

0006BE

Mémory
(After Execution)
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RO
R1

R4
R9

R14
R15

ADD:G \W @(H'3E: 8, R4+4), @ (H'2436 :16, R9 .L+2, R13)

— 1T T TT

[60c000p 1] PiTT10 ﬂpo#qo1oﬂpgl11TTﬂ

Register Indirect

[iiii100] p}ﬁop 101|po[51]1 JW

withScale
Register Indirect
with Index
00000000
00000000
B Displacement
0001.2942 T 0001294§
00000029 0004A508
: + [0000003E
00020000 |— B
FFFFFEFF 0004A546
Gilobal Bank

00000029
* 2

+ | 00002436

00002488
+[[00020000_]

00022488

[1085]

00000052 Displacement

A
[0010010000110110]

04A544

04A546 | AA | 23

04A548 -
Memory

(Before Execution)

022486
022488
02248A

95

Memory
(Before Execution)

—J‘
+|AA23=4
lBABS%

022486
022488
02248A

Memory
(After Execution)

Figure 4-44. Instruction Execution Example in Register Indirect with Scale/

Register Indirect with Index
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ADD:G W @R4+, @-R15

— T T

A A Y
[000o000p 1] [01[p100] [i0[117]

Register Indirect
Auto Increment  Register Indirect
Auto Decrement

RO 00000000 . B
. : 2B9430
R4 002B9432 | 002B9432 2B9432| B5 2F
: B + 2 2B9434
: : 00289434 . .
R15 | O0EFFFFOQ ﬂ, 00EFFFFO* ] .
Global Bank 2 EFFFEC]
(Before Execution) 00EFFFEE EFFFEE] 70 14
EFFFFO
Me'mory
(Before Execution)
| 7014}:
+ | BSZF}e
RO 00000000 @
R4 | 002B9434 |« EFFFEC
‘ : EFFFEE [ 25 | 43
. . EFFFFO
R15 | 00EFFFEE |+ .
Memory
(After Execution) (After o)

Figure 4-45. Instruction Execution Example in Register Indirect Auto Increment/
Register Indirect Auto Decrement Addressing Mode
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Program Memory with Index

ADD:G.W  @(H26:8, PC), @(H'2341:16, R2.W+8, PC)

ey T

[0000 oo[c; 7 Pii117107[{PP 100006]f0100110]

 E—

PC Relative

ve 3
[iTTi107[ofopooo]pe oo

—t

A
PC Relative P0100011010000071]

1083E6

1083E8

1083EA

70 | 20 Displacement

1083EC

Memory

1083EE

(Before Execution)

a1 PC [001083EA
. 00000026 .
10840E

00108410 108410 | 11 21

00000000 108412
00000000 .

00000006 " 0000000: Displacement .

00000030 . ’
00002341 ’

R15

FFFFFEFE — : .

Global Bank 00002371
+ | 001083EF | PC .
I ——— 10A75E

0010A760 10A760| 35 41

10A762

|3541}‘
+ ‘1121 ,L‘

| 4662 IF

10A75E
10A760| 46 62 [+
10A762

Memory
(After Execution)

Figure 4-46. Instruction Execution Example in PC Relative/
PC Relative with Index Addressing Mode
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ADD:GW  @(HFE:8, @(H'0123:16, R4)), R7

T T TTL

ooﬁﬂ[ﬁ]ﬁnno]@hqo‘oo]

Register Direct

Memory
(Before Execution)

222344
222346 {00 | 25

222348 | 32 10

.

25320C
25320€ | OC | 2F
253210

Memory
(After Execution)

A
[0000
A A
[poooo00T00100100][f1111110] fioopi1ii]
Register
Double Indirect
RO 00000000
F§4 00222222 | 00222222 | Displacement
: : .
R7 00000564
. . 222346
Ri5 [FFFFFFFF Displacement
Global Bank FRFFFFFE
(Before Execution) + | 00253210 }4
0025320€
e—
0564
+ | DCZE‘
RO 00000000 [ E193|
R4 00222222
R7 0000‘E193 <
R15 [ FFFFFFFF
Global Bank
(After Execution)

Figure 4-47. Instruction Execution Example in Register Double Indirect/
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ADD:GW CRO, @(H'23F5:16, PR7)

— T T[T T ___

A A A Y
[0006000p 1 Pi110000][ioojoo0o][[i110700] [Oofiop111]

Current Bank  Register Direct Previous Bank
’ Register Indirect

po1ooo0t1111110101]

RO [ OFE0294A
R1 00000000

R15 | FFFFFFFF
Current Bank

R1 00000000
: . Displacement

R? 0010'5FF3 J'I 00105FF3 |
. : + [000023F5 .
Ri5 [FFFFEFFF — 1083E6
- 001083E8 1083E8 | 8B E5
Previous Bank
1083EA
Memory
294A (Before Execution)
+ | BBE5}<
I BSZF}
1083E6
1083E8| B5 2F e
1083EA

Memory
(After Execution)

Figure 4-48. Instruction Execution Example in Current Bank Register Direct/
Previous Bank Register Indirect Addressing Mode
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4.5.3 Instruction Set Summary

Each instruction's format and the opcode map (Figure 4-48) are described here. See "Section 16.
Instruction Set" for details.

Lower 4 bits m———mem

, O 1 | 2 y 3 | 4 |5 | 6 7 |8 |9 | A | B C | D|E |F
g o ADD:G SUB:G oMP:G MOV:@
E ADD:Q CtR oMP:Q Mov:Q
2 ADD:R SUB:R CMP:R MOV:R
3 ADD:RQ SUB:RQ oMP:RQ MOV:RQ
4 ADDS suss cMPS MOV
5 ADDX suBX TST MOVF
6 ST §FT BT BT
7 sTM LoM MOVTPE MOVFPE
8 AND XOR oR NEG
9 NOT STRING BRA JMP NEGX
A | BeQ DADD | Bux:G psus |  BSR s ExTU DNEG
8 BNE XCH SCB SET RTD TS EXTS MOVA
c
0 LNK |un [erext | srws | erscrfsrmov —————
E | wmowe MOVFP caBN PGBN swe | Tas muL | ow
¢ |neser| e [mrapa|TRap | RTR |sieep anoc | orc | xorc [oc | stc | ican | ocen | Nop

Figure 4-49. Opcode Map
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2-Byte Opcode Instructions: The leading opcode bytes specify the instructions in Table 4-9.
See "Section 16. Instruction Set" for details.

Table 4-9. 2-Byte Opcode Instructions

Symbol in Opcode Map Specified Instruction

SFT SHAL, SHAR, SHLL, SHLR,
ROTL, ROTR, ROTXL, ROTXR

BIT BCLR, BNOT, BSET, BTST
STRING SMOV, SSTR, SCMP, SSCH
MUL MULXS, MULXU

DIV DIVXS, DIVXU

CR Register Access Instructions: CR instructions such as ANDC, ORC, XORC, LDC and
STC access CR registers other than PC and SSP by CR codes (Figure 4-50). Table 4-10 shows
CR codes and their corresponding registers.

CR code

[sul sz |  code |
S/U Function
0 Register accessible in user mode or supervisor mode
1 Register accessible in only supervisor mode
Sz Function
00 Byte access
01 Word access
10 Long word access
11 Reserved

Figure 4-50. CR Code Format
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Table 4-10. CR Codes and CR Registers

CR Code CR Register
00100000 CCR
00000001 VBNR
01000000 CBNR
01000001 BSP
10000000 BMR
10000001 GBNR
10100000 SR
11000000 EBR
11000001 RBR
11000010 USP
11000011 IBR

4.5.4 Special Function Instructions

Bank Switching Instructions: The CGBN, PGBN, ICBN, and DCBN instructions support
bank switching. They allow high speed subroutine calls and interrupt response for banks. These
instructions are covered in "4.4 Register Banks".

String Transfer/Compare Instructions: The string transfer/compare instructions perform
high-speed string data transfer and comparison with many conditions for variable comparisons by
using a counter.

S
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Bit Field Instruction: Bit field instructions perform bit field data extraction, insertion, "1" bit
search, and block transfer at high speed, with the on-chip barrel shifter.

Figure 4-51 shows a block transfer performed by the BFMOV (move bit field data) instruction.
BFMOV transfers variable length data to any bit field. Data length n and number of data m are
specified by registers.

n Bytes n Bytes n Bytes

O ® [ - ®

(g4
L Byte Boundary @Transier

n Bytes

Address Offset

@ ®
“
|

Address OffsetC @

L Any Bit Boundary

Figure 4-51. BFMOYV Execution

SLEEP Instruction: Executing the SLEEP instruction puts the HD641016 in sleep or system
stop mode. Sleep or system stop mode is selected by the SSTOP bit of BMR. In sleep mode, the
CPU stops operation. In system stop mode, the CPU and the internal peripheral functions other
than the DRAM refresh controller stop operation.
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4.6 Processing States and Privilege Modes

4.6.1 Processing States

HD641016 has four processing states: normal processing, exception processing, halt processing,
and low power consumption processing.

In the normal processing state, the CPU operates normally and executes instructions sequentially.

The exception processing state is associated with interrupts, traps, and some types of errors. It
allows the CPU to handle unusual conditions quickly. See "4.6.3 Execution Processing State" for
details.

The HD641016 is put into a halt state by a fatal memory access error such as a double bus error (a
bus error which occurs during reset, bus error or access level violation exception processing). In
the halt state, the HD641016 stops operating and ST2-STO indicate a halt state. Only an external
reset can restart a halt processor.

The HD641016 has two low power consumption modes: sleep mode and system stop mode. In
these modes, power consumption is reduced by stopping the CPU and on-chip I/O devices. See
"Section 15. Low Power Consumption Modes" for details.

4,6.2 Privilege Modes

The HD641016 operates in one of two privilege modes: supervisor or user mode. The operating
mode is determined by the S bit in SR. If S = 1, the CPU is in supervisor mode. If S =0, itis in
user mode.

Supervisor mode is a higher privilege mode than user mode. In supervisor mode, all instructions
can be executed, and all control registers other than the PC can be accessed. However, in global

mode, ring mode instructions and addressing modes cannot be used. In supervisor mode, the
supervisor stack pointer SSP is the effective stack pointer.

User mode is the lower privilege mode. In user mode, instructions that have important system
effects cannot be executed, and privileged control registers, BMR, GBNR, SR, EBR, RBR, SSP
and IBR cannot be accessed. The user stack pointer USP is the effective stack pointer. See
"4,3.13 R15 and the Stack Pointer" for details.
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The privilege mode can be changed by changing the S bit in SR. Transition from supervisor to
user mode can be made by bit manipulation of the S bit, or by the RTE instruction; however,
transition from user to supervisor mode can only be made by TRAP instructions or an interrupt
exception that stores the current state of the S bit, and sets the S bit by forcing the CPU into
supervisor mode.

4.6.3 Exception Processing State

Exception Processing Steps: Exception processing takes place in four steps, with variations
for different exception causes.

1. SR change: The CPU temporarily copies the SR to a temporary internal register. Then the S bit
is set to 1 to set supervisor mode, and the T bit is cleared. For reset exception processing, the
12-10 bits are set to 111. For interrupt exception processing, the interrupt priority level is copied
into the I2-10 bits and the IF bit is set.

2. Vector address generation: For external interrupt processing in external vector mode, the
HD641016 fetches the interrupt vector number from an external device during the interrupt
acknowledge cycle. For other exception processing, the HD641016 generates the vector
number internally. The CPU then caluculates an exception vector address from the vector
number.

3. Processor context stack: Current processor context is maintained, except during reset exception
processing.

4. New PC generation: The HD641016 obtains the start address of the exception routine from the
exception vector address and starts exception processing.

Exception Types: Exceptions can be generated either internally or externally. External
exceptions are reset, bus error, DMA bus error, interrupts, and acknowledge error. Internal
exceptions are access level violation, DMA access level violation, chip select controller bus error,
trace, interrupts by on-chip I/O devices, illegal instructions, unimplemented instructions, privilege
violation, bank mode violation, and the instruction TRAP. Table 4-11 shows these levels,
exception sampling timing, and when exception processing starts.
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Table 4-11. Exception Types

Sampling
Priority = Exception Source Timing Start of Processing
1 (Highest) Reset External  RES and BRTRY Exception processing begins
are asserted low  immediately.
2 Access level Internal When addressis  Exception processing begins
violation output after the current bus cycle has
completed.
3 Bus error Internal/  Falling edge of T2
external  or TWw state prior
to T3 state
4 DMA access Internal When DMA DMA operation immediately stops
level violation address is output  after the current DMA cycle has
completed. The CPU then
5 DMAbuserror Internal/  Falling edge of T2 executes the suspended instruction
external  or Twstate prior  and begins exception processing.
to T3 state
6 Trace Internal End of Exception processing begins after
instruction cycle  completing current instruction.
7 Interrupt Internal/  End of Exception processing begins after
external instruction cycle  completing current instruction
or exception or exception processing.
processing
8 Ilegal Internal During instruction During instruction cycle
instruction cycle
9 Unimplemented Internal
instruction
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Table 4-11. Exception Types (cont.)

Sampling
Priority  Exception Source Timing Start of Processing
10 Privilege Internal During instruction During instruction cycle
violation cycle
11 Bank mode Internal
violation
12 (Lowest) Instruction trap  Internal During instruction Exception processing begins in the

TRAPA,
TRAP,
Division by 0
with DIVXS or
DIVXU

cycle same way as for normal
instruction execution.

4.6.4 Exception Processing

The following paragraphs describe in detail each type of exception processing.

Reset: Reset is the highest priority exception. If RES and BRTRY are asserted low together for
at least 12 clock cycles and then RES or BRTRY is negated high, the HD641016 will always start
reset exception processing. The reset exception vector numbers are H'00 and HO1.

On-chip I/O devices and some CPU registers (Table 4-12) are initialized at reset. Then the CPU
gets 8 bytes of data from the reset vector location determined by the vector number internally
generated. The CPU loads the upper 4 bytes into the SSP and the lower 4 bytes into the PC. The
CPU then restarts instruction execution at the address pointed to by the PC. See Figure 4-52.

When RES, BRTRY, and NMI are asserted low for at least 12 clock cycles, only the DRAM
refresh controller continues operating; reset exception processing begins when these three pins are
pulled high. See "4.11 Reset" and "Section 13. DRAM Refresh Controller” for details.

The reset exception should not be confused with the RESET instruction, which resets external
peripherals by asserting RES low for 256 clock cycles. Since it does not affect any internal
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conditions, the CPU executes the next instruction following the RESET instruction.

Note that the HD641016 accesses memory for instruction prefetch after it gets the 8-byte data from
the reset vector address. Therefore, if a bus error occurs during reset exception processing, the
HD641016 is halted. Accordingly to complete the reset exception processing normally, BRTRY
must be pulled high during the 8 bytes of memory access following the 8-byte data access from the
reset vector access.

Table 4-12. Control Registers at Reset

Initial Value (Binary)

CPU Bit

Reg. 31 23 15 7 0
SR 0-10-111-==k*kxx
CCR  mmmmmmeee *k Kk k K
EBR **x*x%*x%*x000000000000000000000000
RBR *kkkkkk%x71711111111110***kkkkkkx
IBR Kokkkkkkk]] 11T 11D % %K%Kk ok %k ko ok kkek
CBNR 00000000000000000000000000000000
BMR 10100100
GBNR ***x*0000
VBNR **%%x%x000

Note: 0: Cleared *: Undefined
1: Set -: Reserved
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( Reset exception processing )

8 Lr]=]slel=]elulol—=i=i—{cx] n] 2] v]c]| nitialization
R Lol-Telol-{s [s[s]=i=i~] -]+ ]-]"]
SR: Status Register
I lnitializ;'!he CR | See "Appendix G. CPU Register Initial Value" for datails on register initial values
Fetch the contents of vector

address 0 in long word

Bus error?

Yes | Load the contents of vector H' 000000 f77777/7
address 0 into the SSP.

y

Fetch the contents of vector

address 4 in long word.

1 Load exception vector H'000000
(contents of vector address 4) H'000002
1o the PC H'000004
H'000006 pc [ Upper | Lower
2 Star instruction fetch. < !
Instruction fetch

Figure 4-52. Reset Exception Processing Sequence
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Bus Error: Bus error exception processing is caused by either BRTRY or illegal chip select area
access. The bus error exception vector number is H'02.

For a bus error exception caused by BRTRY, the CPU has two processing modes: bus error mode
and bus retry mode. The bus error exception mode is selected by the BRTE bit of BMR. In bus
error mode (BRTE = 0), the CPU begins bus error exception processing immediately after BRTRY
is asserted low. In bus retry mode (BRTE = 1), the CPU retries the bus cycle up to three times.
However, if BRTRY is still asserted, bus error exception processing begins. Figure 4-53 shows
the bus error retry processing flow. Figures 4-54 and 4-55 show bus retry and bus error timings.
Figure 4-56 shows bus retry, bus error and access level violation exception processing flow.

For a bus error exception caused by a chip select area access error, the CPU begins bus error
exception processing after the bus cycle has completed. See "Section 11. Chip Select Controller"
for details.

Note that the HD641016 generates a double bus error and its operation is halted if a bus error
occurs during reset, bus error, or access level violation exception processing. A double bus error
is cancelled only by reset. In addition, if a bus error occurs during the acknowledge cycle of
interrupt exception processing, an acknowledge error interrupt occurs.

~ Since a bus error exception begins processing after the bus cycle generating the bus error has
completed, the read or write operation in this bus cycle is actually performed. However, if a bus
error occurs during an instruction cycle requiring multiple bus cycles, bus error exception
processing begins immediately without completing the instruction cycle.

The stack configuration for a bus error exception is the same as that for access level violation. See
"4.6.7 Stack Configuration for Exception Processing" for details.
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COUNT =0

[Execute Bus CycleJ

End Normally,
No

BRTE bit
=1?

COUNT= COUNT + 1 |

COUNT<3

Yes Bus error

exception processing
Bus retry

Figure 4-53. Bus Error Retry Flow
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(1st)

Bus retry request
r-generauon arcle "I“ Bus retry cycle —’r— Normal bus cycle

T T
%)

| 1
BRTRY Vs v

(a) Without Tw state

l‘—— Bus relry request generation cycle _’l" Bus retry cycle

T2 Twl Tw2 w3 Twkst T3 0T Wi
2 f—_l__f_—L_J—-1__J-—1__J__14KJ__1__I__1__J__1__J—_1__f'_L_J
BRTRY # \_Y_F
s

Sampled at the failing edge of the T2
or Tw state prior to the T3 state.

(b) With Tw state (1)

|<— Bus retry request generation cycle _’|<— Nomal bus cycle

Tw3  Twlast T3
%) FT_I_I_I_l_I_l_I—LgI—I__I—I_J—'L_I—l_I_I_I
BRTRY | #

(c) With Tw state (2)

Figure 4-54. Bus Retry Timing

Bus retry cycle Bus retry cycle Bus retry cycle Start bus error
I‘- (1st) | (2nd) (3rd) 'exception processing
(TW) (T w) (TW)
T T3 T3
1]
| | |
| 1 |
BRTRY \.___lv \_Jv \._/*

Figure 4-55. Bus Retry to Bus Error Timing
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( Bus Error/Access Level Violation Exeception Processing )

v

HD641016 T Regist
sa [t L-Tel =Tl uol= = e ul [ ] T [rovions St agter ]
SRl 0 I"l 1 I lFI - | |2| "I lol—:—-:-—ICXlN I Zl Vm SR: Status register

v
Internally generate
vector number

1. Stackthe PC Previous SR E

5 «4— SSP
2. Stack the previous PC [ Upper | Lower
SR internally copied.
NO
Bus error?
YES Generate exception vector
address with EBR register
and vector number
l Read exception vector ]
E
< YES A
3. Stack PFA when an exception processing begins. ssp—P [ACCESS
4. Stack access information PFA (H
PFA (L]
SR
PFA: Program Fetch Address 22((':
ACCESS: Access Information
.
1. Load the exception vector into the PC
< YES | 2. Startinstruction fetch

Double Bus Error 4
(Halt Stae) ((Normal End )

Figure 4-56. Bus Retry/Bus Error and Access Level Violation
Exception Processing
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Trace: If the T bit of SR is set, the HD641016 generates a trace exception whenever an
instruction completes execution. This exception is valid from the next instruction after the T bit is
set. The trace exception triggers the system's trace routine (Figure 4-58). The trace exception
vector number is H'09. See "4.6.7 Stack Configuration for Exception Processing" for details on
the stacked information.

Note that if the SLEEP instruction is executed while T = 1, the CPU enters sleep or system stop
mode for one clock cycle and then performs trace exception processing.

Illegal Instruction Exception: An attempt to execute an illegal instruction causes the
HD641016 to start illegal instruction exception processing instead of executing the illegal
instruction (Figure 4-58). The illegal instruction exception vector number is H'04.

In illegal instruction exception processing, the PC stacked varies depending on the instruction field
containing the illegal pattern. If an opcode contains an illegal pattern, the PC points to the opcode
address. If the second opcode of the 2-byte instruction includes an illegal pattern, the PC points to
the second opcode address. In addition, if the operand contains an illegal pattern, the PC points to
the address following the illegal operand address. See "4.6.7 Stack Configuration for Exception
Processing” for details.

Unimplemented Instruction Exception: When the HD641016 attempts to execute an
instruction whose opcode is H'CO to H'C7 or H'C8 to H'CF, it causes an unimplemented
instruction exception (Figure 4-58). This allows the system to emulate these instructions in
software. The H'CO-H'C7 instruction vector number is H'10, and the H'C8-H'CF instruction
vector number is H'11.

See "4.6.7 Stack Configuration for Exception Processing" for details on the stacked information.
Privilege Violation: The HD641016 operates in one of two privilege modes: supervisor or

user mode. Privileged instructions cannot be executed in user mode. When the HD641016 tries to
execute a privileged instruction in user mode it causes a privilege violation exception (Figure 4-58).
The privilege violation exception vector number is H'08.

Privileged instructions are:

» STC, LDC, ANDC, XORC, and ORC instructions specifying the BMR, GBNR, SR, EBR,

RBR, USP, or IBR register
+ CGBN, PGBN
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* RTE
¢ RESET
« SLEEP

In privilege violation exception processing, the stacked PC points to the first byte of the instruction.
See "4.6.7 Stack Configuration for Exception Processing" for details.

Trap Exception: When the MPU executes a TRAPA instruction, TRAP instruction, or DIVXS
or DIVXU division by zero, it can cause a trap exception (Figure 4-58).

The TRAPA instruction always causes a trap exception. The vector number is H'32-H'47,
depending on the lower 4 bits of the second opcode.

The TRAP instruction causes a trap exception if the condition (cc) is true. The vector number is
H'07.

Division by zero with the DIVXS or DIVXU instruction always causes a trap exception, vector
number H'05.

See "4.6.7 Stack Configuration for Exception Processing" for details on the stacked information.

Access Level Violation: If the MPU accesses an illegal area in user mode, it causes an access
level violation exception (Figure 4-56). The vector number is H'12.

Illegal areas in user mode are defined as follows:

+ Internal I/O area

+ Internal RAM area which is protected from access in user mode under the control of the
RAMALY bitin BMR

« Chip select area which is protected from access in user mode by the chip select controller

Since access level violation exception processing begins after the bus cycle generating the access
level violation has completed, the read or write operation in this bus cycle is actually performed.
However, if an access level violation occurs during an instruction cycle requiring multiple bus
cycles, the access level violation exception processing begins immediately without completing the
instruction cycle. See " Section 8. DMA Controller" for details.

See "4.6.7 Stack Configuration for Exception Processing” for details on the stacked information.
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Bank Mode Violation: The HD641016 has two register handling modes, ring and global. In
ring mode, ring registers can be used, but in global mode, they cannot. If an addressing mode or
instruction used only for ring mode, such as the ICBN or DCBN instruction, is specified in global
mode, it causes bank mode violation exception (Figure 4-58). The bank mode violation vector
number is H'13.

See "4.6.7 Stack Configuration for Exception Processing" for details on the stacked information.

DMA Bus Error: When BRTRY is pulled low during on-chip DMAC operation, the DMAC
stops after the DMA cycle has completed. DMA bus error exception processing (Figure 4-58) then
begins at the end of the suspended instruction cycle. During DMA bus error exception processing,
the data access address and access state are not stacked since the user can obtain the required
information from the DMAC registers. The DMA bus error exception vector number is H'18.

See "4.6.7 Stack Configuration for Exception Processing" for details on the stacked information.
See "Section 8. DMA Controller" for details on the DMAC BRTRY sampling timing.

DMA Access Level Violation: If the MPU accesses an illegal area when the DMAC is in user
area access mode, it causes a DMAC access level violation exception (Figure 4-58). The DMA
access level violation vector number is H'19.

Illegal areas in this mode are defined as follows:

* Internal I/O

« Internal RAM space which is protected from access in user mode under the control of the
RAMALYV bit in BMR

« Chip select area which is protected from access in user mode by the chip select controller

If the DMAC access level violation exception occurs, the DMAC stops operating after completing
the current DMA cycle and the CPU executes the suspended instruction. DMAC access level
violation exception processing then begins.

The data access address and access state are not stacked during the exception processing since the
user can obtain the required information from the DMAC registers. See "4.6.7 Stack
Configuration for Exception Processing" for details on the stacked information.

See "Section 8. DMA Controller" for details.
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Interrupt: The HD641016 has 3 external and 22 internal interrupt sources at three priority levels
which will be discussed further in the following sections (see Figure 4-59). See "4.6.7 Stack
Configuration for Exception Processing" for details on the stacked information. Refer to "4.7
Interrupt Controller” for details on interrupt priority.

The 3 external interrupt sources are NMI, IRQO, and IRQI. The TACK pin is the interrupt
acknowledge pin. The interrupt priority register (IPR) controls the interrupt priority. The interrupt
request control register (ICR) and the interrupt priority registers 2-0 (IPR2-IPRO) control the
interrupt trigger mode, mask, and acknowledge mode. In non-acknowledge mode, the NMI,
IRQO, and IRQ1 interrupt exception vector numbers are H'31, H'30, and H'29, respectively.

The 22 internal interrupts have fixed interrupt vector numbers. Therefore, an interrupt source can
be identified by the vector number. This allows simple interrupt processing. Internal interrupt
sources and vector numbers are listed in Table 4-14.

IF (Interrupt Status Flag): The IF bit in the SR register is set to 1 when an interrupt is accepted and
its value before the interrupt is restored after the interrupt service routine has completed.

In addition, the IF bit can also be used to control interrupt processing in a real-time OS,

as follows. Sub-IRQ processing is performed in supervisor state and main IRQ processing in user
state (Figure 4-57 (a)). If multiple interrupts occur simultaneously, IRQ processing is quickly
performed in supervisor state and the task dispatcher determines which main IRQ processing is
performed first in user state (Figure 4-57 (b)).

In this sequence, the HD641016 uses the IF bit value in the stacked SR for the task switch. When
the HD641016 detects IF = 0 (point B)), the task dispatcher gains task control after the IRQ
processing has completed. This function of the IF flag effectively supports high speed IRQ
processing in a real-time OS.

However, if the HD641016 cannot use the IF bit for task switching, the HD641016 detects an

interrupt through the S bit of SR at point B and IRQ processing is delayed by the period @ shown
in Figure 4-57 (b).
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Sub-IRQ processing Main IRQ processing (One of the user tasks)

Processed in Processed in user state (S=0) q
supervisor state
®=1 (@) IRQ and Main IRQ processing
Tasks to be performed slowly Tasks to be performed quickly
User task System task IRQ1 processing IRQ2 processing

TRAP L .
W -+ 1

©
s.Lo s.1 s-'1® sL1

Fo GD) Pt

(b) Task switching

Figure 4-57. IF Flag Function

Acknowledge Error: An acknowledge error exception occurs, if a bus error caused by BRTRY

occurs during single or double acknowledge cycle of an external interrupt. The CPU then stops the
external interrupt vector access and begins the acknowledge error interrupt exception processing by
internally generating the exception vector number H'24. See Figure 4-59.
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Trace, illegal or unimplemented instruction, Privilege violation, Instruction trap,
Bank mode error, DMA Bus error, or DMA access level violation exception processing

v

COPY '~ HDB41016 T Regist
SRITJ—I s| IFI -| o] 1] ] —1—i- ey N] 21 vla 1__}| P’GVbusStaet:‘:.;:{rzZst:?lser
s [T AT e " o == V2]

v

Internally generate
vector number

!

i Sackthepc PSSR ] ] +— sod
PC{H)
. PC(L)
2. Stack the previous SR PC -Upper -Lower
intermally copied.

NO
Bus error?

YES Generate excection vector
address with EBR register
and vector number

I Read exception vector I

Bus error?

YES

A

A

1. Load the exception vector into the PC
2. Start instruction fetch

A 4

Bus error exceptio
processing start A4
( Normal END )

Figure 4-58. Trace, Illegal or Unimplemented Instruction, Trap, Bank Mode Error,
DMA Bus Error, DMA Access Level Violation, or Privilege
Violation Exception Processing Sequence
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(____Interrupt Exception Processing )
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1. Output an interrupt acknowiege status 2
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with the EBR register and vector number

i
[__Read exception vector |
NO

: YES 1. Load the exception vector into the PC
A 2. Start instruction fetch

Bus error exception

processing start

Figure 4-59. Interrupt and Acknowledge Error Exception Processing Sequence
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4.6.5 Exception Processing Conflicts

‘When more than two exceptions occur simultaneously, the CPU processes the highest priority
exception first (Table 4-11). For example, if an interrupt exception and a trace exception occur at
the same time during an instruction cycle while T = 1, the MPU processes the trace exception first,
after which it processes the pending interrupt exception. However, note that although trace
exception processing is executed before interrupt exception processing, the interrupt routine will
actually be executed before the trace routine. See Figure 4-60.

— - -
G

B,

2

i

Execute instruction 1

v

Execute instruction 2

An interrupt )
occ:ur(s’“‘?‘o"B

N
e*da?

Interrupt service program

@ Trace service program

_¥_

Figure 4-60. TRAP and Interrupt Exception Processing Flow
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4.6.6 Exception Vectors

Each exception vector is obtained by adding the 32-bit EBR to the 8-bit vector number. The
exception vector is internally generated by multiplying the vector number by 4. See Figure 4-61.
The CPU then fetches the 4-byte start address of the exception processing routine from the vector
location.

31 24 23 10 9 0
e Valid EBR

| | [

! | [

|

1

" V7 vo | 00 Vector Number

+) 5 -

131 24 23 I ol

,o~ X Memory location containing the start
address of exception routine

*: Reserved bit. Always read as undefined value.

Figure 4-61. Exception Vector Calculation
8-bit vector numbers are determined as follows.

External Interrupts NMI, IRQO, and IRQ1: In single acknowledge or double acknowledge
mode, an external device transfers the 8-bit vector number to the HD641016 through data bus
A8/D7 - A1/D0. In non-acknowledge mode, the HD641016 internally generates the vector number
(Table 4-14) by the same method as for exceptions other than external interrupts. See "4.7
Interrupt Controller" for details.

Exception Other Than External Interrupts: The HD641016 internally generates the vector
number. See Tables 4-13 and 4-14 for details.
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Table 4-13. Exception Vector Table

Exception Exception Vector Number Offset from
(Decimal) (Hexadecimal) EBR value
Reset: SSP initial value 0 H'00 H'000
Reset: PC initial value 1 H'01 H'004
Bus error 2 H'02 H'008
Reserved 3 H'03 H'00C
Tllegal instruction 4 H'04 H'010
Division by Zero 5 H'05 H'014
Reserved 6 H'06 H'018
TRAP instruction 7 H'07 H'01C
Privilege violation 8 H'08 H'020
Trace 9 H'09 H'024
H'C0-H'C7 unimplemented instruction 10 H'0A H'028
H'C8-H'CF unimplemented instruction 11 H'0B H'02C
Access level violation 12 H'0C H'030
Bank mode violation 13 H'OD H'034
Reserved 14 H'OE H'038
User vector number 15 H'OF H'03C
Reserved 16-17 H'10-H'11 H'040-H'044
DMA bus error 18 H'12 H'048
DMA access level violation 19 H'13 H'04C
Reserved 20-23 H'14-H'17 H'050-H'0SC
Acknowledge error 24 H'18 H'060
Reserved 25-28 H'19-H'1C H'064-H'070
External interrupt IRQ 1 29 H'ID H'074
External interrupt IRQ 0 30 H'1E H'078
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Table 4-13. Exception Vector Table (cont.)

Exception Exception Vector Number Offset from
(Decimal) (Hexadecimal) EBR value

External interrupt NMI 31 H'IF H'07C
TRAPA instruction (#0 - #15) 32-47 H20-H'2F H'080-H'0BC
Reserved 48-63 H'30-H'3F H'0CO-H'0FC
Internal interrupt (See Table 4-13.) 64-90 H'40-H'5A H'100-H'168
Reserved 91-127 H'SB-H'7F H'16C-H'1FC
User vector number 128-255 H'80-H'FF H'200-H'3FC

Note: Reset vectors are stored in supervisor program area.
Other vectors are stored in supervisor data area.
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Table 4-14. Internal Interrupt Vector Numbers

Interrupt Vector Number Offset from

On-chip /O  Internal Interrupt Decimal Hexadecimal EBR value
Reserved 64 H'40 H'100
Reserved 65 H'41 H'104
TMR 1 Count match 66 H'42 H'108
Measurement end 67 H'43 H'10C
Overflow 68 H'44 H'110
TMR 2 Count match 69 H'45 H'114
Measurement end 70 H'46 H'118
Overflow 71 H'47 H'11C
Reserved 72 H'48 H'120
Reserved 73 H'49 H'124
Reserved 74 H'4A H'128
DMACO Block transfer end 75 H'4B H'12C
DMA transfer end 76 H'4C H'130
DMAC1 Block transfer end 71 H'4D H'134
DMA transfer end 78 H'4E H'138
DMAC2 Block transfer end 79 H'4F H'13C
DMA transfer end 80 H'S0 H'140
DMAC3 Block transfer end 81 H'S1 H'144
DMA transfer end 82 H'52 H'148
ASCI0 RX ready 83 H'53 H'14C
TX ready 84 H'S4 H'150
RX interrupt 85 H'S5 H'154
TX interrupt 86 H'56 H'158
ASCI1 RX ready 87 H'57 H'15C
TX ready 88 H'58 H'160
RX interrupt 89 H'S9 H'164
TX interrupt 90 H'SA H'168
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4.6.7 Stack Configuration for Exception Processing

Exceptions Other than Bus Error or Access Level Violation: For exceptions other than
bus error or access level violations, long word PC and word SR are stacked as shown in Figure

4-62.
15 0 Lower
SSP ——>» SR
Word
Upper word Address
AU - (0 S —
Lower word
Upper

SR: Status Register
PC: Program Counter
SSP: Supervisor Stack Pointer

Figure 4-62. Stack Configuration for Exceptions Other Than Bus Error and
Access Level Violation Exceptions
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Bus Error and Access Level Violation: For bus error or access level violations, the PC,
SR, program fetch address, and access information are stacked as shown in Figure 4-63.

Access Information (word)
L — 54 3210 Lower
A
SSPp ——| * —  ——___ % |RE|RR|ME| P |MR
Upper Word
__ Program fetch_
|~ T address (Note)” " T “Lower Word|
Address
SR
Word
Upper Word
—PC— — — ]
~ Lower Word
\]
Upper %: Underfined
Note: 1. 32-bit program fetch address is valid only when P=1. SR: Status Register
In addition, note that the LSB of this program fetch address PC: Program Counter
is always undefined. SSP: Supervisor Stack Pointer

Figure 4-63. Stack Configuration for Bus Error and
Access Level Violation Exceptions

The following explains each bit function in the above access information (Figure 4-64). Note that
only the lower 5 bits of the access information are valid. The upper 11 bits are undefined.

15 5 4 3 2 1 0
* SN o® RE RR ME P MR
*: Undefined
Memory Read
Program Fetch
Memory Error
RAMRead
RAM Error

Figure 4-64. Access Information

HITACHI 105



RAM Error (RE): RE =1 indicates that the access level violation occurred during the internal
RAM access cycle. RE = 0 indicates that the exception occurred during a bus cycle other than the
internal RAM access cycle.

RAM Read (RR): RR is valid only when RE = 1. RR =1 indicates that the access level
violation exception occurred during the internal RAM read cycle. RR = 0 indicates that the
exception occurred during the internal RAM write cycle. Note that RR is undefined during an
internal RAM boundary access (Figure 5-7).

Memory Error (ME): ME = 1 indicates that a bus error or access level violation exception
occurred during an internal I/O or external memory access cycle. In addition, ME is set to 1 during
the internal RAM boundary access (Figure 5-7). ME = 0 indicates that the exception occurred
during a bus cycle other than an internal I/O or external memory access cycle.

Program Fetch (P): P is valid only when ME = 1. P =1 indicates that a bus error or access
level violation exception occurred during a program fetch cycle. In addition, the program fetch
address on the stack is valid only when the P bit is set to 1. P = 0 indicates that the exception
occurred during a data fetch cycle.

Memory Read (MR): MR is valid only when ME = 1. MR = 1 indicates that a bus error or
access level violation exception processing occurred during an internal I/O or external memory

access read cycle. MR = 0 indicates that the exception occurred during a write cycle.

Table 4-15 summarizes the access information bit values and their corresponding information.
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Table 4-15. Access Information

RE RR ME P MR Access Information

0 * 0 * * Reserved

0 * 1 0 0 Memory data write

0 * 1 0 1 Memory data read

0 * 1 1 0 Reserved

0 * 1 1 1 Memory program read (fetch)

1 0 0 * * Internal RAM write

1 1 0 * * Internal RAM read

1 * 1 0 0 Internal RAM write (Note 1)

1 * 1 0 1 Internal RAM read (Note 1)

1 * 1 1 0 Reserved

1 0 1 1 1 Internal RAM write/ Memory program read (fetch)
1 1 1 1 1 Internal RAM read/ Memory program read (fetch)

Notes: 1. Access from chip select area or I/O area to the internal RAM.
2. *=Don't care

For example, a value of 0*101 for the lower 5 bits of access information indicates that an
exception occurred during memory data read cycle. At this time, the address of the instruction to be
read can be obtained from the stacked PC. However, note that the PC must be modified to get the
actual instruction start address. In additions a value of 10111 for the lower S bits of access
information indicates that multiple exceptions occurred during the internal RAM write cycle and
memory program read cycle simultaneously. Moreover, a value of 1*100 for the lower 5 bits of
access information indicates that an exception occurred during an internal RAM boundary access as
shown in Figure 5-7.

The reason is as follows: The HD641016 can fetch a program instruction without the intervention
of the CPU. Accordingly, the CPU can execute instructions which do not use the bus during the
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program fetch cycle. In addition, the internal RAM can be accessed in parallel with a program fetch
since the internal RAM uses its specific internal bus. Consequently, the internal RAM can be
accessed in parallel with the memory program read and multiple exceptions can occur both in RAM
access and memory read cycles simultaneously. At this time, the memory program read address is
contained in the program fetch address on the stack. The internal RAM address can be obtained
from the PC on the stack.

4.6.8 Exception Processing Pointers

This section outlines the stack pointer and pointer register status when a bus error or access level
violation is generated.

Exception during an ICBN or DCBN Instruction Cycle: If an overflow or underflow
occurs during an ICBN or DCBN instruction cycle, the CPU stacks registers according to the
register list in R15. However, if a bus error or access level violation occurs during stacking, the
CPU stops stacking. Therefore, BSP is not updated, while CBNR and VBNR are updated. See
"4.4 Register Banks" and "Section 16. Instruction Set" for details.

Exception during an LDM or STM Instruction Cycle: If a bus error or access level

violation occurs during an LDM instruction cycle whose source addressing mode is auto-increment
or auto-decrement, register Rn concerned with addressing is incremented or decremented by
operation size. If the LDM instruction is completed normally, register Rn concerned with the
addressing mode is updated to (initial value * operation size X the number of registers). This also
applies to the STM instruction, whose destination addressing mode is auto-increment or
auto-decrement.

Exception When an Operand Is Specified by Auto-Increment or Auto-Decrement
Addressing Mode: If a bus error or access level violation occurs while an operand is specified
by an auto-increment or auto-decrement addressing mode, Rn is updated.

Exception during Information Stacking for Another Exception: If a bus error or

access level error occurs during information stacking of another exception, the CPU stops stacking
and SSP is maintained. The CPU then begins the bus error exception processing.
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4.6.9 Stacked PC Value When an Exception Occurs

Table 4-16 shows the PC stacked when an exception occurs.

Table 4-16. PC Stacked in Exception

Exception PC
Bus error * When the bus error occurs during a bus cycle with an
instruction prefetch: The PC to be stacked is undefined
since the bus cycle is performed asynchronously with
instruction execution.
*  When the bus error occurs during an instruction
cycle: The PC indicates an address from the 2nd byte of the
Access level violation instruction to the 1st byte of the next instruction
if a bus error occurs in the read cycle. Otherwise, the PC
is undefined since the CPU continues executing
instructions in the prefetch queue.
Interrupt The PC indicates the address of the 1st byte of the next
instruction.
Trace
DMA bus error
DMA access level violation
Acknowledge error
TRAP instruction
Tllegal instruction The PC indicates an address from the 2nd to the last byte of
the instruction generating this exception.
Bank mode violation
Unimplemented instruction The PC indicates the address of the 1st byte of the
instruction generating this exception.
Privilege violation
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4.7 Interrupt Controller

The HD641016 has 3 external (NMI, IRQ1, and IRQO) and 22 internal interrupt sources (Table
4-17). The interrupt priority levels of internal interrupts IRQ1 and IRQQ are programmable. NMI
always has the highest priority (Figure 4-69).

The HD641016 interrupts have the following features:

* Three levels of programmable interrupt priority (other than NMI)

* Three interrupt acknowledge modes for external interrupts: Non-acknowledge, single
acknowledge, and double acknowledge modes '

+ IRQ1 and IRQO individually maskable

+ IRQI and IRQO either edge or level triggered

In non-acknowledge mode, the CPU internally generates the vector numbers for NMI, IRQQ, and
IRQ1 which are H'31, H'30, and H'29, respectively.
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Table 4-17. Internal Interrupt Vector Numbers

On-Chip I/0 Internal Interrupt Interrupt Vector Number Offset from

Decimal Hexadecimal EBR value
Reserved 64 H'40 H'100
Reserved 65 H'41 H'104
Timer 1 Count match 66 H'42 H'108
Measurement end 67 H'43 H'10C
Overflow 68 H'44 H'110
Timer 2 Count match 69 H'45 H'114
Measurement end 70 H'46 H'118
Overflow 71 H'47 H'11C
Reserved 72 H'48 H'120
Reserved 73 H'49 H'124
Reserved 74 H'4A H'128
DMACO Block transfer end 75 H'4B H'12C
DMA transfer end 76 H'4C H'130
DMAC1 Block transfer end 77 H'4D H'134
DMA transfer end 78 H'4E H'138
DMAC?2 Block transfer end 79 H'4F H'13C
DMA transfer end 80 H'50 H'140
DMAC 3 Block transfer end 81 H'51 H'144
DMA transfer end 82 H'52 H'148
ASCIO RX ready 83 H'53 H'14C
TX ready 84 H'54 H'150
RX interrupt 85 H'55 H'154
TX interrupt 86 H'S6 H'158
ASCI1 RX ready 87 H'57 H'15C
TX ready 88 H'58 H'160
RX interrupt 89 H'59 H'164
TX interrupt 90 H'SA H'168
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The HD641016 interrupt controller consists of interrupt priority registers and an interrupt control
register (Table 4-18), all of which are read/write registers.

Table 4-18. Interrupt Controller Registers

Register Name Symbol  Address Offset R/W  Value at Reset  Size
Interrupt priority register 0  IPRO H'FF40 R/W  H'0000 w
Interrupt priority register 1  IPR1 H'FF42 R/W  H'0000 w
Interrupt priority register2  IPR2 H'FF44 R/W  H'0000 w
Interrupt control register ICR H'FF46 R/W  H'0000 w
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4.7.1 Interrupt Controller Registers

Interrupt Priority Register 0 (IPR0): The 16-bit read/write IPRO register (Figure 4-65)
specifies the interrupt priorities for timer 1, ASCIO, and ASCI1. IPRO is not affected by the reset

instruction.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[ —T —Jsopi]soro] — [ —Tstpafsip] — [ =T =T =] = [ = [riedr1ro]
Initial Value 0 O 0 ©° o o
Read/Write RW RW RW RW RW RW
ASCIO priority 1,0  ASCI1 priority 1,0 Timer 1 priority 1, 0
SOP1{S0PQ|
S1P1{S1P0O
T1P1[T1PO| priority Level
oo 0 |(Mask)
0 1 1 (Low)
1 0 2 (Medium)
1 1 3 (High)

— : Reserved bit. Always read as 0. Cannot be written.
IPRO is not affected by the RESET instruction.

Figure 4-65. Interrupt Priority Register 0 (IPR0)

ASCI Channel 0 Priority 1, 0 (SOP1, SOP0): SOP1 and SOPO specify the interrupt priority level for

ASCI channel 0 as shown in Table 4-19.

Table 4-19. SOP1-SOP0 Setting and Priority Level

SoP1 SOPO Priority Level
0 0 0 (Mask)

0 1 - 1 (Low)

1 0 2 (Medium)

1 1 3 (High)
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ASCI Channel 1 Priority 1, 0 (S1P1, S1P0): S1P1 and S1P0 specify the interrupt priority level for
ASCI channel 1 as shown in Table 4-20.

Table 4-20. S1P1-S1P0 Setting and Priority Level

S1P1 S1P0 Priority Level
0 0 0 Mask)

0 1 1 (Low)

1 0 2 (Medium)

1 1 3 (High)

Timer Channel 1 Priority 1, 0 (T1P1, T1P0): T1P1 and T1P0 specify the interrupt priority level
for timer channel 1 as shown in Table 4-21.

Table 4-21. T1P1-T1P0 Setting and Priority Level

TIP1  TIPO Priority Level
0 0 0 (Mask)

0 1 1 (Low)

1 0 2 (Medium)

1 1 3 (High)
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Interrupt Priority Register 1 (IPR1) : The 16-bit read/write IPR1 (Figure 4-66) specifies
the interrupt priorities for timer 2, DMACO, and DMACI. IPR1 is not affected by the RESET
instruction.

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0
[= ] =Jrert]mepo] = [ =] =] =] -]~ Joworfomore] — ] — Jomspdfomrq
Initial Value 0 0 0 0 0 0

Read/Write RW RW RW RW RW RW
Timer 2 Priority DMACO priority DMAC1 priority 1, 0
1.0 1,0 T2P1] 2P0
DMoP1|DMoP
DM1P1/DM1PO| Priority Level
0 0 0 (Mask)
0 1 1 (Low)
—: Reserved bit. Aways read as 0. Cannot be wrilten. 1 0 P (Medium
IPR1 is not affected by the RESET instruction. )
1 1 3 (High)

Figure 4-66. Interrupt Priority Register 1 (IPR1)

Timer 2 Priority 1, 0 (T2P1, T2P0): T2P1 and T2PO specify the interrupt priority level for timer 2
as shown in Table 4-22.

Table 4-22. T2P1-T2P0 Setting and Priority Level

T2P1 T2P0 Priority Level
0 0 0 (Mask)

0 1 1 (Low)

1 0 2 (Medium)

1 1 3 (High)
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DMAC Channel 0 Priority 1, 0 (DMOP1, DM(OPO): DMOP1 and DMOPO specify the interrupt
priority level for DMAC channel O as shown in Table 4-23.

Table 4-23. DM0P1-DMOPO Setting and Priority Level

DM(OP1 DMOPO Priority Level
0 0 0 (Mask)

0 1 1 (Low)

1 0 | 2 (Medium)

1 1 3 (High)

DMAC Channel 1 Priority 1, 0 (DM1P1, DM1P0): DM1P1 and DM1PO specify the interrupt
priority level for DMAC channel 1 as shown in Table 4-24.

Table 4-24. DM1P1-DM1P0 Setting and Priority Level

DM1P1 DMIP0 Priority Level
0 0 0 (Mask)

0 1 1 (Low)

1 0 2 (Medium)

1 1 3 (High)
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Interrupt Priority Register 2 (IPR2): The‘ 16-bit read/write IPR2 (Figure 4-67) specifies the
interrupt priorities for DMAC2, DMAC3, IRQO, and IRQ1. IPR2 is not affected by the RESET
instruction.

15 14 13 12 11 10 9 8 7 6 5 4
[ = T = Jovertfowere] — | — Jowoei]omse] — | — Jmopdiroro] — | — Jiipdirirq]
Initial Value 0 0 0 0 0 0 0 0
ReadWrite _RW RW RW RW RW RW
_l_/\’_‘__
DMAC2 priority DMACS3 priority IRQO priority 1, 0 IRQ1 priority 1, 0

1,0 1,0

M2P1DMP2POf
DM3P1| DM3PO
IROP 1} IROPO

IR1P1| IROPO |Priority Level

0 0 0 (Mask)

0 1 1 (Low)

1 0 2 (Medium)
T 1 3 (High)

—: Reserved bit. Always read as 0. Cannot be written.
IPR2 is not affected by the RESET instruction.

Figure 4-67. Interrupt Priority Register 2 (IPR2)

DMAC Channel 2 Priority 1, 0 (DM2P1, DM2P0): DM2P1 and DM2P0 specify the interrupt
priority level for DMAC channel 2 as shown in Table 4-25.

Table 4-25. DM2P1-DM2P0 Setting and Priority Level

DM2P1 DM2P0 Priority Level
0 0 0 (Mask)

0 1 1 (Low)

1 0 2 (Medium)

1 1 3 (High)
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DMAC Channel 3 Priority 1, 0 (DM3P1, DM3P0): DM3P1 and DM3P0’ specify the interrupt
priority level for DMAC channel 3 as shown in Table 4-26.

Table 4-26. DM3P1-DM3P0 Setting and Priority Level

DM3P1 DM3P0 Priority Level
0 0/ 0 Mask)

0 1 1 (Low)

1 0 2 (Medium)

1 1 3 (High)

IRQO Priority 1, 0 (IROP1, IROP0): IROP1 and IROPO specify the IRQO interrupt priority level as
shown in Table 4-27.

Table 4-27. IROP1-IROPO Setting and Priority Level

IROP1 IROPO Priority Level
0 0 0 (Mask)

0 1 1 (Low)

1 0 2 (Medium)

1 1 3 (High)
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IRQ1 Priority 1, 0 (IR1P1, IR1P0): IR1P1 and IR1PQ specify the IRQ1 interrupt priority level as
shown in Table 4-28.

Table 4-28. IR1P1-IR1P0 Setting and Priority Level

IR1P1 IRI1PO Priority Level
0 0 0 (Mask)

0 P 1 (Low)

1 0 ' 2 (Medium)

1 1 3 (High)

Interrupt Control Register (ICR): ICR controls external interrupt request vector modes,
interrupt masking, edge or level triggering, and interrupt acknowledge modes (Figure 4-68). The
upper byte of ICR is reserved, and always read as 0. ICR is not affected by the RESET
instruction.
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15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

[=]=]=T=-T1=T=T1-T~ moo]nwmv]row] wovi|romefmam] — T —]
Initial Value 0o o 0 0 o0 0
Read/Write RW RW RW RW RW RW

IRQ Input Mode 0, 1

IRQT Pin
TRQV1 | IROIM1 mm_m__odg%__ Triggor Moda
[ Jon-ackn modo. Lo

No mode
1 Single e Levol

ingie [
RGO Pin
IMOD | TROVO [IRCIMI Mode Trigger Mode | IACK Pin
R g T —

7 o B —

T o Touble mode :&;..—'—L_- Teed IRQ Vector Select 0,1

7 NMI Vector Select

0] Non-acknowledge mode
1] Single acknowledge mode

Interrupt Mode
—: Reserved bit. Always read as 0. Cannot be written.
ICR is not affected by the RESET instruction.

Figure 4-68. Interrupt Control Register

Interrupt Mode (IMOD): IMOD determines whether the IRQQ interrupt acknowledge mode is
double acknowledge. When IMOD = 0, the IRQQ interrupt acknowledge mode is single
acknowledge or non-acknowledge, depending on IRQV0. When IMOD = 1, the IRQO interrupt
acknowledge mode is double acknowledge. At this time, the TACK signal is output, bits 6-2 of
ICR are ignored, and IRQO is specified as level triggered.

NMI Vector Select and IRQ Vector Select 0-1 (NMI, IRQV0-1): NMIV, IRQVO0, and IRQV1 are
the NMI, IRQO, and IRQ1 vector mode bits. If the vector mode bit is 0, that interrupt will be
auto-vectored (non-acknowledge mode). If the bit is 1, that interrupt will be in external vector
mode (single acknowledge for IRQ1 and NMI; single or double acknowledge for IRQO, depending
on IMOD).

IRQ Input Mode 0, 1 (IRQIMO, IRQIM1): IRQIM1 and IRQIMO are the IRQ1 and IRQO input
trigger mode bits. If the bit is 0, the interrupt is low-level triggered. If the bit is 1, the interrupt is
falling-edge triggered. NMI is always edge triggered.
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4.7.2 Interrupt Controller Operation

Priority Specification: Interrupt priority is specified as shown in Figure 4-69.

Highest Priority —% NMI

Internal interrupt

Programmable
IRQO interrupt Interrupt
Priority
IRQ1 interrupt .

Figure 4-69. Interrupt Priority

Internal interrupts and IRQO, and IRQ1 interrupts are programmable into three levels by
IPRO-IPR2. If interrupts of different priorities are requested simultaneously, the highest priority
interrupt processing precedes the lower priority interrupt processing. If interrupts of the same
priority level occur simultaneously, the CPU services the interrupt of the highest priority offset as
shown in Table 4-29.

Table 4-29. Internal Interrupt Offset Priority

No. Offset Priority  On-Chip I/O Device
1 Highest ASCI0
2 A ASCI1
3 Timer1
4 Timer2
5 DMAQCO
6 DMAC1
7 DMAC2
8 DMAC3
9 v IRQ0
10 Lowest IRQ1
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If the CPU accepts an interrupt request, the CPU copies the interrupt priority level into the 10-12
bi;s of SR to mask any other interrupts of the same or lower priority. At this time, the interrupt

priority level for NMI is the highest level 7. See "4.3.2 Status Register" for details on the 10-12
bits.

Figure 4-70 shows an example of interrupt priority programming by IPRO-IPR2. Level 3 is the
highest priority. Interrupts of the same level are prioritized by the offset listed in Table 4-29.

In Figure 4-70,

Level 3: DMACO >DMAC1

Level 2: ASCIO > Timerl > DMAC2 >DMAC3

Level 1: ASCI1 > IRQO

Level 0: Timer 2 and IRQ1 interrupts are masked.
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Table 4-30 shows the interrupt priority for each on-chip I/O device.

Table 4-30. Interrupt Priority in Each On-Chip I/O Device

Interrupt
Priority DMA Controller Timer ASCI
Highest Block transfer end Count match RX ready (RXRDY)
Transfer end Measurement end TX ready (TXRDY)
Overflow RX interrupt (RXINT)
Lowest TX interrupt (TXINT)
evics " [ty el “Dovce | Prory
ASCI0 2 > DMAC 0 Highest
ASCI 1 1 > DMAC 1 A
Timer 1 2 >  ASCIO
Timer 2 0 > Timer 1
DMAC 0 3 > DMAC 2
DMAC 1 3 > DMAC 3
DMAC2 2 —>| ASCI1 Y
DMAC 3 2 ’—> IRQO Lowest
R0 ! L Tmer2 | sk
IRQ1 0 »{ IRQ1
ASCI:  Asynchronous Serial Communication Interface
DMAC: DMA Controller

Figure 4-70. Interrupt Priority Programming Example

Interrupt Arbitrator: Figure 4-71 shows the implementation of the arbitrator.
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Count Match
Mi
Measurement End

ov ol
erflo
w I___ TIMER1
I
L__Tmerz _ !
IRQO————Edge/Leve
Detection
Rat Circuit
N Edge Detection|
N Circuit

Mask and

Select by IPR
BE——— 1
Block Transfer End — T
DMA Transf e l Mask
A Transfer End !
DMACO | L o by
po- R H the 1 bit of
:__ '_ 8 SR
1
_owact  TTL—3 00—
1 :_ [—%
| DMAC2 | —
o - 1 —OO
" l —
L__OMAC3__ |
ClETy K

Interrupt
Request
Signal

Sleep Mode
Release Signal

ASCI: Asynchronous Serial Communication Interface

DMAC: DMA Controlier
SR: Status Register
I: Interrupt Mask Bit
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External Interrupt: The HD641016 has three external interrupt sources: NMI, IRQO, and
IRQI.

Trigger and acknowledge modes of these interrupts can be specified as shown in Table 4-31.
Table 4-31. Valid Trigger and Acknowledge Modes

Trigger Mode Acknowledge Mode

Edge Level Non-Acknowledge Single-Acknowledge Double-Acknowledge

Mode Mode Mode
NMI O X ®) 0] X
IRQ0 O ®) o ®) o
IRQ1 O @) o ®) X

Notes: O = Available
X = Not available

Tables 4-32 through 4-34 show acknowledge and trigger mode combinations for each interrupt.
Note that ICR controls both acknowledge and trigger modes.

Table 4-32. NMI Modes (Always Edge Triggered)

NMIV Acknowledge Mode
0 Non-acknowledge mode
1 Single acknowledge mode
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Table 4-33. TRQ1 Modes

IRQV1 IRQIM1 Acknowledge Mode Trigger Mode
0 0 Non-acknowledge mode Level
1 Non-acknowledge mode Edge
1 0 Single acknowledge mode Level
1 Single acknowledge mode Edge
Table 4-34. TRQ0 Modes
IMOD IRQV0 IRQIMO Acknowledge Mode Trigger Mode IACKPin
0 0 0 Non-acknowledge mode Level Unused
1 Non-acknowledge mode Edge Unused
1 0 Single acknowledge mode  Level Unused
1 Single acknowledge mode  Edge Unused
1 0 0 Double acknowledge mode Level Used
1
1 0
1

Trigger Mode: IRQO and IRQ1 interrupts can be programmed as either edge or level triggered.
If an IRQ interrupt is programmed as level triggered, the CPU accepts the interrupt if the IRQ pin is
asserted low. However, the IRQ interrupt is ignored if the IRQ pin is pulled high before it is

accepted. (See Figures 4-72 to 4-73.)

If an IRQ interrupt is programmed as edge triggered, the CPU accepts the interrupt when the IRQ
pin's falling edge is internally latched. The IRQ pin must be asserted low for at least 2 clock cycles
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to be latched correctly. Once the IRQ pin's falling edge is internally latched, the IRQ interrupt can
be accepted even if the IRQ pin is negated. (See Figures 4-72 to 4-73.)

In addition, the flip-flop set by the IRQ pin's falling edge is cleared when an IRQ interrupt
exception begins.

(a) Interrupt received
Receive interrupt

Instruction execution Y terfupt °x°ep‘g’,gcessing Interrupt service routine

1
|
|
watorime  \__ I

(b) Interrupt missed

Instruction execution (DXExecution instruction @X Instruction execution @

IRQT or IR0 —_\___/

b- -

Figure 4-72. Level-Triggered Interrupt Accept Timing

Receive interrupt

Instruction execution X Interrupt excep Deessing X Interrupt service routine
T

IRQ1or IRQO ) ’
—]
At least 2 clock cycles

Figure 4-73. Edge-Triggered Interrupt Accept Timing

Acknowledge Modes: This section outlines each of the three acknowledge sequences which
can be selected by ICR.
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Non-Acknowledge: In non-acknowledge mode, the CPU internally generates fixed vector numbers
for interrupt sources to fetch the start address of the interrupt service routine (ISR) from the
exception processing vector table. Figure 4-74 shows the non-acknowledge mode sequence.

HD641016 Interrupting device

1. IRQO, IRQ1, or NMI is asserted low.

2. If the interrupt priority is higher than the
priority level specified in the 12-10 bits, the
CPU executes step 3. Otherwise, the CPU
ignores the interrupt.

3. The CPU internally generates the
corresponding interrupt vector number.

4. The CPU begins interrupt exception
processing.

Figure 4-74. Non-Acknowledge Mode Interrupt Sequence

Single Acknowledge Mode: In single acknowledge mode, the CPU internally latches an interrupt
vector number on the data bus during the first interrupt acknowledge cycle to fetch the start address
of the ISR (interrupt service routine) from the exception processing vector table. Therefore, the
interrupting device must place the interrupt vector on the data bus. In addition, note that the CPU
executes bus retry or acknowledge error interrupt processing depending on the BRTE bit value, if
BRTRY is asserted low during interrupt acknowledge cycle. Figure 4-75 shows the interrupt
sequence in single acknowledge mode. Figure 4-76 shows single acknowledge mode bus timing.
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HD641016

. Interrupting device

. IRQO, IRQ1, or NMI is asserted low.

/

. If the interrupt priority is higher than the

priority level specified in the 12-10 bits, the
CPU executes step 3. Otherwise, the CPU
ignores the interrupt.

. The CPU outputs the interrupt pin code

through A3/D2-A1/DO0.

. The CPU outputs the interrupt acknowledge

status on ST2-STO.

. The CPU begins read cycle.

. The interrﬁpting device outputs the vector

number corresponding to A3/D2-A1/D0
interrupt code on A8/D7-A1/D0.

. The CPU fetches the vector number.

. The CPU completes the read cycle.

. The CPU begins interrupt exception

processing.

Figure 4-75. Single Acknowledge Mode Interrupt Sequence
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Table 4-35 shows the interrupt pin codes for interrupt request pins.

Table 4-35. Interrupt Pin Code

Interrupt Request Pin Code
NMI 7
IRQO 6
IRQ1 5

Bus Cycle for Stacking
Ti T T2 T3 Ti Ti T1 T2
o [ LI LI Ll L I Ll LT 1T
4 3
ST2-8T0 7 4 \ «
Oultput pin code Read Data
A8/D7-A1/DO ~ A8-Al {—D7-D0) 5 < A8-A1 —
A16ID15-AUD8  ——  A16-A9 , ! 4 <{ A16-A9 >—
A23-A17 \ « « [
27 7T
{4
KS ‘ % j PA) ‘
{(
— 2
ios [ [
(( (4
"T—S T 27 \
_ §6 {5
RW / ’ \
Ti: CPU internal cycle.

Figure 4-76. Single Acknowledge Mode Bus Cycle Timing
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Double Acknowledge Mode: In double acknowledge mode, the CPU internally latches an interrupt
vector number on the data bus during the second interrupt acknowledge cycle to fetch the start
address of the ISR from the exception processing vector table. Figure 4-77 shows the interrupt
sequence in double acknowledge mode. Figure 4-78 shows double acknowledge mode bus timing.
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HD641016

Interrupting device

TRQO is asserted low.

]‘/

.

2. Ifthe interrupt priority is higher than the
priority level specified in the 12-10 bits, the
CPU executes step 3. Otherwise, the
CPU ignores the interrupt.

3. The CPU outputs the interrupt
acknowledge status onto ST2-STO.

4. The CPU executes a dummy cycle.

5. The CPU asserts IACK low.

6. The interrupting device ignores the first
TACK signal assertion.

7. The CPU completes the dummy read cycle
by negating JACK to high.

8. The CPU asserts IACK low.

9. The CPU begins the read cycle.

10. The interrupting device outputs the
corresponding vector number on
A8/D7-A1/DO0.

11. The CPU fetches the vector number.

12. The CPU completes the read cycle by
negating IACK to high.

13.

The CPU begins interrupt exception
processing. :

Figure 4-77. Double Acknowledge Mode Interrupt Sequence
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1
T T T2 13 T | Ti Ti T T2 13

ReR e N e U |
«
ST2:5T0 / - 2
Road Data Is not used. HD641016 Output (address only) External dovice
A8/D7-A1/D0 1Y Invald - < Data (read)  »——
A16/D15-A9D8 ___ High Impodance (address only)
A23A17 h Inpod 4 (_Ivakd_
s \ / ~_  /

o ~— / /S

ADS

R

Notes: 1. Ti: CPU internal cycle
2. Ater Double Ack. ST2-STO remain (0, 1, 0) until the next cycle begins. .

Figure 4-78. Double Acknowledge Mode Bus Cycle Timing

4.7.3 External Interrupt Applications

Non-Acknowledge Mode Interrupt Application: Non-acknowledge mode supports

external interrupt devices which cannot generate interrupt vector numbers (Figure 4-79). The CPU
generates separate fixed vector numbers for NMI, IRQQ, and IRQ1 as shown in Table 4-36. In
this mode, the ICR is set to H'0000.

Power down interrupt
External device (A)

HD641016

IRQ
TRQT

IRQ | External device (B)

Figure 4-79. Non-Acknowledge Mode Application
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Table 4-36. External Interrupt Fixed Vector Numbers

Interrupt Source Vector Number
NMI 31
IRQO 30
IRQI 29

Single Acknowledge Mode Interrupt Application: Single acknowledge mode allows an
external circuit to generate multiple vector numbers for each external interrupt source. The system
in Figure 4-80 generates only one vector number for each source. However, multiple vectors can
be generated using a daisy-chain scheme and external circuits. During the interrupt acknowledge
cycle, A3-Al of the address bus indicate the interrupt source as shown in Table 4-37. External
devices put the vector number on the lower 8 bits of the data bus.

HD74L.S138
Decoder
ST2 (o]
ST1 B Y
ST0 Ag HD74LS138
¥~  Decoder
HD74LS75 Latch
G
A3/D2 D2Q c _
ﬁffgg D1Q1 B Y JACK signal
——=D0Q0 A
HD641016 a
ASP- I
NMI p
RQ0p— -] Interrupt Request
RQTP—- oG Vector generato
A16/D15-A1D0 K Address/Data >

Figure 4-80. Single Acknowledge Mode Application
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Table 4-37. A3-Al Code in Interrupt Acknowledge Cycle

Interrupt Source A3-Al
NMI 7
IRQO 6
IRQ1 5

Double Acknowledge Mode 8259A Interface: Double acknowledge mode allows the
HD641016 to interface easily with an 8259A interrupt controller, as shown in Figure 4-81.

HD641016
8259A
TRQOP- o} INT
IACKP qNTA  mrb——
PCS4 cs [
DS : — | Interrupt
RW WR i [~ Source
AS p——— HD74LST5 Latch IRO}——
AU G
DI(J’D Q A0
A8/D7-
A1/00}<_ Data ~>{D7-D0

Figure 4-81. 8259A Interrupt Interface
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4.8 Bus Release

4.8.1 Bus Release Timing

The HD641016 provides the BREQ and BACK pins for releasing the bus. An external bus master
requests bus release by asserting the BREQ signal. Upon receiving BREQ, the HD641016
completes the current bus cycle and then asserts BACK to notify the external bus master that the
bus has been released to it as long as another higher priority bus master does not request bus
release. Upon receiving BACK, the external bus master begins its bus cycle. Figure 4-82 shows

bus release timing.
- CPU, DMAC, Refresh External bus master _
o [T\ /L
Conlt\rg?;‘e;lglr ?‘) )

BREQ!
o \ \(

2
BACK. ) \

Figure 4-82. Bus Release Timing

The external bus master can release the bus mastership by one of the following methods. In the
first method, the external bus master negates BREQ to release the bus and BREQ is sampled at the
falling edge of the @ clock. BACK is also negated at the falling edge of the @ clock one clock
cycle after the BREQ negation. Figure 4-83 shows this bus release timing.

In the second method, BACK is forcibly negated by a higher priority bus master. If an internal

DRAM refresh is requested during an external bus master cycle of lower priority, BACK is forcibly
negated. BREQ must then be negated as shown in Figure 4-84.,
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- External bus master 323&;3':’“0 _
o [\ /) e
Address or « /
Control Signal jd \
5
BREG [
BACK « |

Figure 4-83. Bus Release Timing for External Bus Master 1

< External bus master Refresh -
o [\ L/
Address or « —
Control Signal o |
BREQ —
(
BACK /7

Figure 4-84. Bus Release Timing for External Bus Master 2
4.8.2 WAIT Output Function

When the bus is released for an external bus master, address lines and the AS pin function as
inputs. At this time, if the WTOE bit of the area wait control register, (AWCR) is set to 1, the
address output by the external bus master is compared with the chip select area. If the address
output by the external bus master is included within the chip select area, the WAIT signal is
asserted according to the number of wait states specified for the area (the number of wait states + 1
state). Note that at least one Tw state is always inserted for all bus cycles. (One Tw state is
inserted even if 0 Tw state insertion is selected for an area.)
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Figure 4-85 shows the Tw state insertion timing during an external bus master cycle. PCS1 and
PCSO0 output the chip select area code. However, note that the external bus masters cannot access
the internal RAM and J/O areas. If they try, the external bus masters actually accesses an external
memory areas.

See "Section 11. Chip Select Controller" and "Section 12. Wait State Controller" for details.

T L T2 } Twi T3

I A L) |
AS Input \\\\) /_—

Address Input X

PCS Output X

WAIT Output \ /

Figure 4-85. Tw State Insertion Timing
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4.9 CPU Basic Timing
4.9.1 Timing Generator

The external clock is connected to EXTAL or a crystal resonator is connected to XTAL and EXTAL
as shown in Figure 4-86. This external clock or crystal resonator signal is divided by two to
generate system clock @. Furthermore, @ is divided by eight to produce the E clock for 6800
family LSI interface.

XTAL[ 1= Oscillator Divide-by- Divide-by- E clock
: circuit two circuit eight circuit sync.
EXTALL = (112) (178) circuit

Figure 4-86. HD641016 Timing Generator Circuit

Figure 4-87 shows EXTAL and @ relationship. One state is defined as the period from one rising
edge to the next rising edge of @.

E"TAL_\__/_\__/_\__/—\_/—

I 1 State 1

Figure 4-87. HD641016 Clock Timing
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4.9.2 CPU Read/Write Cycle

The basic CPU operation consists of one or more machine cycles (MC). One machine cycle
consists of three system states T1, T2, and T3. In addition, Tw states can be inserted between T2
and T3 states when accessing slow memory or I/O devices by WAIT input or by software. For
precharging DRAM RAS, a Tp state can be inserted before T1 state by software. See "Section 12.
Wiait State Controller” for details on Tw and Tp states.

Figure 4-88 shows the CPU read/write cycle with no Tw or Tp states.

Bus Cycle
Ti T2 T3
o m

|
Wrile Data :(Valid) K
1

(Gl ) |

At6D15-A100 —— dgress X (
[—( Address 4)
A23-A17. X

114

_ —— — Write
ADS, [0S \ \
____—__—__-7—ﬁ_ﬁ ____________
WAT | N
ST2-STO0,
. X X
/U, PCS1, PCSO

Figure 4-88. CPU Read/Write Cycle with No Tw State
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Figures 4-89 and 4-90 show the CPU read/write cycle with Tw and Tp states.

S/U, PCS1, PCSO

Bus Cycle
T T2 Twi Tw2 13
o _ [\ T U U
l [ | |
: ! ] ]
A16/D15-A1/D0 —_Address X( | Write Data (Valid) | X
| | i ﬁl
S N
Address ] l t ot Read
I | ! |
| ! !
A23-A17 X | | | X
! ]
o
AS \ } I ‘ /
, .
|
- } t
HDS, LDS \Twite ! /
1
' : |
__________ I T
T AU e i
I ! |
ST2-STO,
R/W, PF, X

Figure 4-89.

CPU Read/Write Cycle with Tw State
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Bus Cycle
Tp T1 T2

. T3
o S VY s W O

]
! 1
A16/D15-A1/D0 —— Address X Write Data (Valid) X
T
|
\ |
—{ Address >——|——--—| m Read
I

A23-A17 X

ST2-ST0,
R/W, PF,
S/U, PCS1, PCSO X X:

Figure 4-90. CPU Read/Write Cycle with Tp State
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Figure 4-91 shows a read-modify-write cycle for the TAS instruction. In this cycle, ST2-STO
indicate the bus lock state. Here, the CPU does not accept any interrupt or perform bus arbitration.
See "Section 7. Bus Arbitrator" for details. If a bus error or access level violation occurs during
the read cycle, the CPU does not execute the write cycle and begins the corresponding exception
processing.

Read Cycle Write Cycle ——
T1 T2 T3 T T2 T3 -
(%] \ / \ / \ ), -/ \ / \___/
D a——
A1/D0A m X
A23-a17 1Y X
AT\ /T \ /1T
HDS, LDS | \ / \ /1T
RW |/ /-
st2-s10, TX Bus Lock X
PF, S/U, -
PCS1, PCS0 X X

Figure 4-91. CPU Read Modify Write Cycle
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Even addresses and odd addresses are located in the upper byte and lower byte of the 16-bit data
bus. When the HD641016 accesses the upper byte of the data bus, HDS is asserted; when the
HD641016 accesses the lower byte, LDS is asserted. Table 4-38 shows access size, start address,

HDS and bus cycle relationship.

For byte-size memory write or memory write from an odd address, invalid data the same size as the

unused byte in the write is output on the data bus.

Table 4-38. Size/Address and Bus Access

Start Address

Number Even Address Odd Address
of e —
Bus Cycles HDS LDS HDS LDS
Byte 1 0 1 Byte Access 1 0 Byte Access k
Word 1 0 0 Word Access 1 0 Byte Access
2 - - - 0 1 Byte Access
Long 1 0 0 Word Access 1 0 Byte Access
word
2 0 0 Word Access 0 0 Word Access
3 - - - 0 1 Byte Access

Example: Long word access from the odd address

Ist access: A byte is accessed with HDS = 1 and LDS =0
2nd access: A word is accessed with HDS =0 and LDS =0
3rd access: A byte is accessed with HDS =0 and LDS =1

Notes: 0=Low level
1 = High level
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4.9.3 E Clock Timing

The HD641016 provides the E clock for easy interfacing with 6800 family peripherals. The E
clock is produced by dividing the @ clock by eight. Figure 4-92 shows E clock timing.

T1 T2 Twi Tw2 Tw3 Tw4 Tws T3 A

%)
e\ / \_
A16/D15-
AD0 — X O
* With
A23-A17 _'X ithout Tp State
AS T\ I
HDS, DS _/ \ I )
o Tp T1 T2 Twi Tw2 Tw3 Tw4 T3 N
=\ I -
A16/D15
Ao — X { -
r With Tp State
A23 - A17 X
AS [\ /=
HDS, LDS _/ \ )

Figure 4-92. E Clock Timing
As shown in Figure 4-92, an instruction cycle synchronous with the E clock begins at the next @

clock cycle after the E clock has pulled low. A Tw state is automatically inserted between T2 and
T3 states. Note that hardware or software WAIT is ignored during this instruction cycle.
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4,9.4 DRAM Refresh Cycle

Figure 4-93 shows a DRAM refresh cycle with no Tw states. See "Section 13. Dynamic RAM

Refresh Controller" for details.

Bus Cycle for Bus Master
Except Refresh

Refresh Cycle

Bus Cycle for Bus Master
Except Refresh

o [\

TR1 TR2
A A W

A11/D10-

Refresh Status

-
pu
X

Refresh >—
A1/D0 Address
s /T '\ A
ST2-ST0 X

Figure 4-93. DRAM Refresh Cycle
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4.10 Prefetch

The HD641016 provides an 8-byte prefetch queue (Figure 4-94) in which instructions from
external memory are prefetched on a word basis. This allows the CPU to fetch instructions from
the prefetch queue on a byte basis and execute them at high speed.

The HD641016 prefetches instructions in the following cases:

* When the prefetch queue is not full and the bus is not released to another master

» During a CPU instruction cycle (register-to-register transfer instruction cycles) which does not
use buses, since the HD641016 prefetches instructions independently of the CPU operation

* During the internal RAM access cycle, since the CPU uses a specific internal bus for RAM access

The prefetch queue is reset in the following cases:

+ Hardware reset (reset by RESET pin)

¢ Branch instructions such as in Bec:G, BEQ, BNE, BRA, BQR or SCB instructions.
* Jump instructions such as in JMP or JSR instructions.

¢ Return instructions such as in RTD, RTE, RTR or RTS instructions.

¢ When the ANDC, LDC, ORC or XORC instruction is executed.

Figure 4-94 shows the prefetch queue. The fetch pointer FP indicates the next instruction address
to be prefetched, while the PC of the HD641016 indicates the next instruction address to be
executed, contained in the first byte of the prefetch queue.

External 16-Bit Data Bus

L

= Fetch Pointer

21O,
NN

7
Program Counter <= [0}/

Figure 4-94. Prefetch Queue
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4.10.1 Instruction Prefetch Sequence

Figure 4-95 demonstrates the instruction prefetch sequence.

Address .
29031E ICBN _|—=— CPU starts executing instruction here
29031F MOV ICBN .... ICBN instruction
290320 Imm. MOV ..... MOV instruction
290321 EAJD Imm...... Source operand of MOV instruction: Immediate Value
290322 | EAJ® EAJD,Q... First, second bytes of the MOV Instruction destination operand
290323 ADD ADD........... Add instruction
290324 .
@ Prefetch queue Q@Execute prefetch Q@ CPU takes the ICBN instruc-
is empty tion out of the prefetch queue
and exscutes it
7 7| 7
6 6 6|
5 5 5|
4 4 4
3 3 FP 3
2 2 {290320 ] 2 FP
PC 1 FP PC 1| MoV PC 1 | 290320
[29031E] |0 |29031E| [29031E][o] ICBN [29031F | [o] MOV

PC: Program Counter
FP: Fetch Pointer

@ While executingthe

ICBN instruction,
execute prefetch
7
6
el
4] FP
3f | 290322 |
EAd @
PC 11 Imm.
[29031F] o] ™MoV

® While executing the

® After executing the

ICBN instruction, ICBN instruction,
execute prefetch CPU takes MOV instruction
out of the prefetch queue
and executes it
7| 7|
6 FP
5 | 290324 | 5 FP
4] ADD 4 | 290324 |
3] EAJ@ 3| ADD
2l EAAD 2| EAJQ
PC 1] imm. PC 1] EAdD
[29031F] [o] MOV [290320] [0] imm.

Figure 4-95. Instruction Prefetch Sequence
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4.10.2 Prefetch Notes

The HD641016 can prefetch up to 8 bytes during a CPU instruction cycle requiring no bus
operation. Accordingly, the user must note the following to prevent an exception from occurring.

Boundaries of Chip Select Areas and Internal RAM Area: Programs must not be

located within 8 bytes from the upper limit of the chip select area, internal I/O, or internal RAM
area. If they are, a bus error exception may occur when the HD641016 prefetches from outside the
chip select area, internal I/O, or internal RAM area. See Figure 4-96.

byte
7/-/ n=7—= When the CPU executes the instruction in address
Chip select area n-6 n-7, the HD641016 automatically prefetches the
or A instruction in address n + 1.

internal I/O area ) / J—~ At this time, a bus eror exception occurs.
y Zn

T ______ n+1

This area does not
belong to chip select
area, internal /0, or
internal RAM.

Figure 4-96. Instruction Prefetch Generating a Bus Error

Boundaries of Supervisor and User Areas: Programs must not be located within 8 bytes

from the upper limit of the user and supervisor areas as shown in Figure 4-97. If they are, an
access level violation exception may occur when the HD641016 prefetches from the supervisor area
in user mode.
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—— byte——

y n-7 — When the CPU executes the instruction in address n—7 in
n—6 user state,
User Area . the HD641016 automatically prefetches the instruction in
] n + 1 in the sama state. At this time, an access level violation
: occurs.
A
_______ n+1
Supervisor Area S: SR (Status Register) S bit
S=0 User
S =1 Supervisor

Figure 4-97. Instruction Prefetch Generating an Access Level Violation

Using an Enable Signal to Assert BRTRY: In the system as shown in Figure 4-98,
programs must not be located within 8 bytes from the memory area upper limit. If they are, a bus
retry or bus error exception occurs when the HD641016 prefetches from an area other than the

memory area.
. Address = Enable signal for memory
Address Decoder or peripheral denice (active high)
HD641016
BRTRY p T8 T
°( i :
j=— byte —|
7 n-7—s When the CPU executes the instruction in address n - 7,
n-6 the HD641016 prefetches the instruction in address n + 1.
Memory 7 : At this time, a bus error occurs since BRTRY is asserted
/ low in this circuit.
! i
‘ n+1
Undefined Space [~ ————"]

Figure 4-98. Instruction Prefetch Generating a Bus Retry or Bus Error
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Reset Vector Fetch: If the HD641016 is reset, the EBR register is cleared to H'000000. The
HD641016 then begins prefetch from H'000000. Accordingly, the HD641016 prefetches SSP
from H'000000-H'000003 and PC from H'000004-H'000007. The CPU then fetches the SSP
and PC from the prefetch queue and begins the instruction cycle. During this CPU cycle, the
HD641016 prefetches from H'000008-H'00000F. Therefore, a bus error may occur, if the user
system is designed to assert BRTRY when data is fetched from H'000008 or higher addresses.

See Figure 4-99.

H'000000
H'000002
H'000004
H'000006
H'000008

l<——Word —>|

SSP(Upper)
SSP(Lower)
PC(Upper)

PC(Lower)

— CPU takes these locations out
of the prefetch queue,

— after which prefetch from this
position begins.

Figure 4-99. Instruction Prefetch Generating a Bus Error
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4.11 Reset

The HD641016 supports two reset types (Table 4-39, Figures 4-100 to 4-101): power-on reset
and manual reset under the control of the RES, BRTRY and NMI pins.

Table 4-39. Reset

Pin State Signal Assertion Initialized
Reset Type RES BRTRY NMI Period Function
Power-on reset 0 0 1 At least 12 clock CPU and all inter-
cycles nal I/O devices
Manual reset 0 0 -0 At least 12 clock CPU and internal
cycles I/0 devices
other than DRAM
refresh controller

For power-on reset, NMI must be fixed to high before asserting RES and BRTRY for at least 12
clock cycles. However, for system power-on, power-on reset state must be maintained for at least
50 ms.

For manual reset, NMI must be fixed to low before asserting RES and BRTRY for at least 12 clock
cycles, and RES and BRTRY are then negated to high.

Each pin's status changes three clock cycles after the HD641016 has been reset. See "Appendix D.
Pin State" for details.
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NMI
BRTRY \
RES \

—
.
N

At least 12 clocks

Figure 4-100. Power-On Reset Timing

NMi \\ /
BRTRY A 4
RES \

At least 12 clocks

Figure 4-101. Manual Reset Timing
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Section 5. RAM

5.1 Overview

The HD641016 contains 1024 bytes of high-speed internal RAM, which can be used as data
memory space and as register banks. Since the internal RAM accesses long words aligned on long
word boundaries, or words aligned on word boundaries, or byte in only two system clocks, it can
be used as a high-speed stack area or working data area. However, misaligned data accesses
requires four system clocks. In addition, three system clocks are required when the DMAC
accesses a byte data or word data aiigned on a word boundary. Moreover, six system clocks are
required when the DMAC accesses a word data misaligned on a word boundary.

Internal RAM bytes are logically addressed by RA9-RAQ. The logical address is translated into the
physical address by adding bits 23-10 of the RBR register to RA9-RAOQ (Figure 5-2). The CPU
and DMAC access the internal RAM by the physical address. In addition, the start address of
internal RAM is determined according to bits 23-10 of RBR.

See Figures 5-1 and 5-2 for details on RAM physical address calculation.

31 2423 109 0

E 0588777/ +———+| #em
7777
/// V/a%// A. : ° Assigned in 1024 bytes

of internal RAM

*

*

* Valid {1

* : Don't care

Figure 5-1. Address Assignment in Internal RAM
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31 2423 109 0
|* «| valid B __-__.:] RBR
9 0

: Don't care RA9 — RAO| RAM Lower Address
Y
=

| valid  |RA9 — RA0| RAM Physical Address

* : Don't care

Figure 5-2. RAM Physical Address Calculation
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Figure 5-3 shows the relationships between RBR, internal RAM, and HD641016 physical address
space.

In Figure 5-3, internal RAM address offset and RBR are specified as H'17E and H'00000C00,
respectively.

31 24 23 10 9 0
[+ [*[s[=[=[<[+]+[o[ooToToToToToTo o o o 1] [« [+ e e s [e] s +] sen

Internal RAM
Offset (1024 Bytes)
H'000 "

9 0
oftfo[r]r]+]1]r]4]o

A 4

H'3FF

|
Rl
H'1'757//////=:
H N |
|

:

]

|

23 v 101 9 01
-\ [ofo[o ol Te o [oleToTe [+ [o [ [o[ [+ [ [\ o]

\H_v_/\_qof__/\_ﬁ,__JH-——l;v_J;_w_/
0 0 D 7 E

Al

*: Don't Care

\ Address
H'000000

L

H'000C00

Hooon7e 2777,

H'000FFF

HFFFFFF

HD641016 Physical Address Space

Figure 5-3. RBR, Internal RAM, and HD641016 Physical Address Space Relationships
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5.2 RAM Configuration

Figure 5-4 shows the logical RAM configuration.

(RA1. RA2)
©0)  (0.1) (1.0 (1) pag-
L3 RO 0000
R1 0000
R2 0000
3 0000
Ring R4 0000
Bank | Gilobal ii] 0000
#7 | Bank i 0000
#15 R7 0000
~ o~ { ~
RiZ 1101
R13 1101
R14 1101
4 R1S 1101
% RO 1110
R 1110
R2 1110
R3 1110
R4 1110
RS 1110
Global R6 1110
Bank A7 1110
#01 R8 1110
R 1110
R10 1110
Rit 1110
R12 1110
R13 1110
R14 1110
R15 1110
Iy RO 1111
R1 1111
R2 1111
R3 1111
R4 1111
RS 1111
Global R6 1111
Bank R7 1111
#00 R 1111
R9 1111
R10 1111
Ri1 111
Ri2 111
R13 1111
Ri4 1111
Ri5 1111
MS8 LS8

RA2

0000
0001
0010
0011
0100
0101
0110
0111

1100
1101
1110
1111
0000
0001
0010
0011
0100
0101
0110
0111
1000
1001
1010
1011
1100
1101
1110
1111
0000
0001
0010
0011
0100
0101
0110
0111
1000
1001
1010
1011
1100
1101
1
1111

Figure 5-4. Logical RAM Configuration
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5.3 RAM Access

As mentioned before, the internal RAM can be accessed as both data memory space and register
banks. However, if a program is written to the internal RAM, the program will not be executed
since the HD641016 does not fetch instructions from the internal RAM. If the CPU tries to access
an instruction from an address assigned for the internal RAM, the instruction is fetched from
external memory. Internal RAM access is controlled by the RAME, BPM, and RAMALY bits of
the BMR register as shown below:

RAME: RAME = (0 disables the internal RAM access. At this time, peripheral devices of the same
address can be accessed. RAME = 1 enables the internal RAM access.

BPM: If BPM = 0, register banks in the internal RAM cannot be used as data memory. At this
time, register banks are read as undefined values and are not affected by write. If BPM = 1, the
register banks can be used as both register banks and data memory.

RAMALY: If RAMALYV =0, the internal RAM can be accessed in user state. If RAMALV =1,
the internal RAM can be accessed only in supervisor state. If the internal RAM is accessed in user
state while RAMALV=1, an access level violation occurs.

See "4.3.9 Bank Mode Register (BMR)" for details.

5.4 RAM Access Cycle

During the internal RAM access cycle, the HD641016 does not output the AS, HDS, and LDS
signals to external devices. Accordingly, external devices are not affected when an internal RAM
cycle is executed. External memory or internal I/O access, and internal RAM access are shown in
Figures 5-5 and 5-6, respectively.

Figures 5-7 and 5-8 show internal RAM access examples in special cases. When accessing word
or long word data which starts in the chip select area or I/O area and continues into internal RAM,
the data access is performed as shown in Figure 5-7. In addition, when accessing word or long
word data whose first bytes are the upper limit of the internal RAM, data is accessed within the
internal RAM: the first bytes from the upper limit of the internral RAM, the following bytes from
the lower limit of the internal RAM as shown in Figure 5-8. The internal RAM is undefined at
reset.
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1
|
1
1
1
|
7 External
800010 memory
800012 or
| Internal
1 110
|
1
|
|
|

(a) Long word data access
aligned on long word boundary

44— Word —p
]
. T
)
]
1
7 External
800010 1)1 memory
800012 2 or
A Internal
H 110
1
[}
1
[}
i l
1)
1]

(d) Word data access misaligned
on word boundary

800010

(b) Word data access aligned

800010
800012

800014

44— Word —p

O,

on word boundary

T

External
memory 800010

or
Internal
110

|

External
memory

or
Internal
110

l

(e) Long word data access misaligned

on long word boundary

<4— Word —p

T

[ 1 External
Z memory

or
Internal
1o

(c) Byte data access aligned

on word boundary

Figure 5-5. Number of Clocks When Accessing External Memory (No Wait States)
or Internal I/O (Circled numbers indicate access sequence)
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FFF800

FFF810
FFF812

FFFBFE

(a)

FFF800

FFF810
FFF812

FFFBFE

()

<4— Word —p

Y7

Long word data access
on long word boundary

T

Internal
RAM

l

B

44— Word —p

<

C

7

Word data access
on long word boundary

T

Internal
RAM

FFF800

FFF810

FFFBFE

FFF800

FFF810
FFF812

FFFBFE

Internal
RAM

on long word boundary

——

Internal
RAM

l

(e) Long word data access

misaligned on long word boundary

—— o

<4— Word —p

FFF800

FFF810

7%

FFFBFE

()

FFF800

Byte data access

on long word boundary

Internal

~---—

<4— Word —p

FFF810

FFF812
FFF814

FFFBFE

0/,

(U]

Word data access
misaligned on long
word boundary

T

Internal
RAM

l

Figure 5-6. Number of Clocks When Accessing Internal RAM (Data on long word
boundary can be accessed by 2 clocks regardless of size)
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<4— Word —p <4— Word —p> <4— Word —p

| External 1 External ' External
: memory : memory 1 memory
' or 1 or 1 or
' Internal ! Internal ' Internal
! o 10 | 10

FFF7FE / 1 ‘ FFF7FE 4@2 * FFF7FE 3

FFF800 2 ? FFF800 2V f FFF800 2 ?
' Internal H Internal 3 Internal
! RAM ! RAM RAM
i i '
[} ] (]
' ! '

(a) Long word data access misaligned (b) Word data access misaligned (c) Long word data access misaligned
on long word boundary occurs on word boundary occurs on long word boundary occurs
on internal RAM boundary on internal RAM boundary on intemal RAM boundary

upper limit upper limit upper limit
e s | top i [ | e o |

Figure 5-7. Number of Clocks When Accessing from External Memory or Internal
1/0 to Internal RAM (No external memory wait states)

4— Word —bp <4— Word —p <4— Word —p
1 1]
Frre00 721 T FFF800 m T rere0 7777 T
! ‘ FFF802
1 Internal ' Internal : Internal
1 RAM : RAM [} RAM
1
| 1
i [
] 1
FFFBFE %O0Y l rrrere D/ l FFFBFE DY l
]
1 ]

(a) Word data access misaligned (b) Long word data access misaligned () Long word data access misaligned
on word boundary occurs on long word boundary occurs on long word boundary occurs
on internal RAM boundary on internal RAM boundary on intenal RAM boundary
lower limi) lower limit limit
foind- foreed [ ) R KX

Figure 5-8. Number of Clocks When Accessing from Upper Limit of Internal RAM
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Section 6. Internal I/O

6.1 Overview

The HD641016 incorporates a DMA controller, timers, asynchronous serial communication
interface, interrupt controller, DRAM refresh controller, wait state controller, chip select controller,
and peripheral controller in a single chip. The internal I/O is relocatable on 64-kbyte boundaries
under the control of the internal I/O base register IBR). However, internal I/O are actually located
in addresses whose offsets are H'FEQO to H'FFFF. Addresses of offsets H0000 to HFDFF are
then handled as external memory or device areas. Accordingly, if addresses with offsets H'0000
to HFDFF are accessed, external memory or devices are actually accessed. See Figure 6-1.

31 23 15 0
[#—« vaid /]« *| IBR
23 16115 0
L o
| i E Not Internal
: | : R UOAea =R
23 1615 0 (Note) 64 kbytes
///// FE® > Internal /0
’ area
7/  FFFF >

Note: If this area is accessed, external memory or device is accessed.

Figure 6-1. Internal /O Access

The internal I/O access cycle consists of three states: T1, T2, and T3. In the internal I/O cycle,
software or hardware WAIT state insertion is ignored. However, the ASWC bit of the memory
control register (MCR) is valid. Accordingly, ASWC = 1 enables insertion of a Tp state prior to
the T1 state. External devices cannot detect the internal I/O cycle since the HD641016 does not
output the AS, ADS, and LDS signals. Note that the internal I/O can be accessed only in
supervisor state. If it is accessed in user state, an access level violation is generated. See "Section
11. Chip Select Controller" concerning the overlap of the internal I/O area with the internal RAM
or chip select area.
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6.2 T/O Register Listing

The internal 1/O registers are listed in Table 6-1. "Reserved" indicates areas reserved for future
expansion. The reserved areas are always read as 0.

Table 6-1. I/O Register Listing

Internal

10 Initial

Name Register Name Symbol Offset Value Size

—_— (Reserved) _ H'FEOO _ —
H'FF27

Chip Area base register 0 ABRO H'FF28 H'0000 W

Select

Controller
Area range register 0 ARRO HFF2A H'0000 W
Area wait control register 0 AWCRO HFF2C H'0047 W
Area base register 1 ABR1 H'FF2E H'0000 W
Area range register 1 ARR1 H'FF30 H'0000 W
Area wait control register 1 AWCR1 HFF32 H'0047 W
Area base register 2 ABR2 H'FF34 H'0000 W
Area range register 2 ARR2 H'FF36 H'0000 W
Area wait control register 2 AWCR2 HFF38 H'0047 W
Area base register 3 ABR3 HFF3A H'0000 W
Area range register 3 ARR3 HFF3C H'0000 W
Area wait control register 3 AWCR3 HFF3E H0047 W
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Table 6-1. I/O Register Listing (cont.)

Internal Initial
I/O Name Register Name Symbol Offset R/'W Value Size
" Interrupt Interrupt priority register 0 IPRO HFF40 R/W H'0000 W
Controller
Interrupt priority register 1 IPR1 HFF42 R/W HO0000 W
Interrupt priority register 2 IPR2 HFF44 R/W H0000 W
Interrupt control register ICR HFF46 R/W H0000 W
(Reserved) _— HFF48 -
H'FF4D
Peripheral ~ Peripheral control register 0 PCRO HFF4E R/W H'0000 W
Controller
(Reserved) - HFF50 ~ -
H'FF57
Asyn- TX/RX buffer register TRB HFF58 R/W  Undefined
chronous
Serial
Commu-
nication Status register 0 STO HFF59 R H'00 B
Interface 0
(Note 1)
Status register 1 ST1 HFFS5A R/W  HO00 B
Status register 2 ST2 HFF5B R/W H'00 B
Status register 3 ST3 HFF5C R H'00 B
(Note 2)
(Reserved) _ HFF5D __ _ _
Interrupt enable register O IEO HFFSE R/W H00 B
Interrupt enable register 1 IE1 HFFSFE R/W H00 B
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Table 6-1. I/O Register Listing (cont.)

Internal Initial

/O Name Register Name Symbol Offset R/W  Value Size

Asyn- Interrupt enable register 2 1IE2 HFF60 R/W H00 B

chronous

Serial

Commu- (Reserved) . H'FF61 _ _ _

nication

Interface 0 (Note 3)

(Note 1) Command register CMD HFF62 W _ B

(cont.)
Mode register 0 MDO HFF63 R/W HO00 B
Mode register 1 MD1 HFF64 R/W H'00 B
Mode register 2 MD2 HFF65 R/W HO00 B
Control register CTL HFF66 R/W HO01 B
(Reserved) . H'FF67 _ — _
(Reserved) . H'FF68 _ — _
(Reserved) _ H'FF69 _ _ _
Time constant register T™C HFF6A R/W HO1 B
RX clock source register RXS HFF6B R/W H'00 B
TX clock source register TXS HFF6C R/W HO00 B
(Reserved) - H'FF6D _ _ _
(Reserved) . H'FF6E _ _ .
(Reserved)(Note 4) R H'FF6F _ _ —
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Table 6-1. /O Register Listing (cont.)

Internal . Initial

I/O Name Register Name Symbol Offset R/W  Value Size

Asyn- TX/RX buffer register TRB HFF70 R/W Undefined B

chronous

Serial

Commu- Status register 0 STO HFF71 R H'00 B

nications

Interface 1 \

(Note 1) Status register 1 ST1 HFF72 R/W HO0 B

(cont.)
Status register 2 ST2 HFF73 R/W HO00 B

(Note 2)
Status register 3 ST3 HFF74 R H'00 B
(Reserved) - H'FF75 _ . _
Interrupt enable register 0 IEO HFF76 R/W H00 B
Interrupt enable register 1 IE1 HFF77 R/W H'00 B
Interrupt enable register 2 IE2 HFF78 R/W H00 B
(Reserved) . H'FF79 _ — —_—
(Note 3)

Command register CMD HFFIA W _
Mode register 0 MDO HFFIB R/W H00 B
Mode register 1 MD1 HFFIC R/W HO00 B
Mode register 2 MD2 HFFID R/W H'00 B
Control register CTL HFFJE R/W HYO01 B
(Reserved) - H'FF7F _ _ _
(Reserved) _ H'FF80 _ _ .
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Table 6-1. I/O Register Listing (cont.)

Internal Initial

/O Name Register Name Symbol Offset R/W  Value Size

Asyn- (Reserved) _ H'FF81 _ _ _

chronous

Serial

Commu-  Time constant register T™MC HFF82 R/W HO1 B

nications

Interface 1

(Note 1) RX clock source register RXS HFF83 R/W H'00 B

(cont.)
TX clock source register TXS HFF84 R/W H'00 B
(Reserved) S H'FF85 _ — —
(Reserved) . H'FF86 _ _ _
(Reserved)(Note 4) . H'FF87 _ _ _
(Reserved) _ H'FF88 _ _ _

H'FF8D

Timer 1 Upcount register UCR HFF8E R/W H'0000 W
Count compare register A CCRA HFF90 R/W HFFFF W
Count compare register B CCRB HFF92 R/W HFFFF W
Control register CNTR HFF94 R/W HO0000 W
Status register STR HFF96 R H'0000 W

Timer 2 Upcount register UCR HFF98 R/W H0000 W
Count compare register A CCRA HFF9A R/W HFFFF W
Count compare register B CCRB HFF9C R/W HFFFF W
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Tahle 6-1. T/O Register Listing (cont.)

Internal

Initial

I/O Name Register Name Symbol Offset R/W  Value Size
Timer 2 Control register CNTR HFF9E R/W H'0000 w
(cont.)
Status register STR HFFA0 R H'0000 w
(Reserved) _ H'FFA2 _ _ _
H'FFAB
(Reserved) _ HFFAC __ _ —
H'FFAF
DMA Memory address register MADR HFFBO R/W Undefined L
Controller 0
Device/Next block address DADR/NADR H'FFB4 R/W Undefined L
register
Execute transfer count ETCR HFFB8 R/W Undefined W
register
Base transfer count register BTCR HFFBA R/W  Undefined W
Channel control register CHCRA HFFBC R/W H'0000 W
Channel control register B CHCRB HFFBE R/W H'0000 W
DMA Memory address register MADR HFFCO R/W Undefined L
Controller 1
Device/Next block address DADR/NADR HFFC4 R/W  Undefined L
register
Execute transfer count ETCR HFFC8 R/W  Undefined W
register
Base transfer count register BTCR HFFCA R/W  Undefined W
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Table 6-1. I/O Register Listing (cont.)

Internal Initial
/O Name Register Name Symbol Offset R/W Value Size
DMA Channel control register A CHCRA HFFCC R/W H'0000 W
Controller 1
(cont.)
Channel control register B CHCRB HFFCE R/W H'0000 W
DMA Memory address register MADR HFFDO R/W  Undefined L
Controller 2
Device/Next block address DADR/NADR HFFD4 R/W  Undefined L
register
Execute transfer count ETCR HFFD8 R/W  Undefined W
register
Base transfer count register BTCR HFFDA R/W  Undefined W
Channel control register A CHCRA HFFDC R/W H'0000 W
Channel control register B CHCRB HFFDE R/W H'0000 W
DMA Memory address register MADR HFFE0 R/W Undefined L
Controller 3
Device/Next block address DADR/NADR HFFE4 R/W  Undefined L
register
Execute transfer count ETCR HFFE8 R/W  Undefined W
register
Base transfer count register BTCR HFFEA R/W  Undefined W
Channel control register A  CHCRA HFFEC R/W H'0000 W
Channel control register B CHCRB HFFFE R/W H'0000 W
AIDMA  Operation control register OPCR HFFF0O R/W  H'0000 W
Controller
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Table 6-1. /O Register Listing (cont.)

Internal Initial
1/0 Name Register Name Symbol Offset R/W Value Size
(Reserved) _ H'FFF2 _ _ —
H'FFF7
Memory Memory control register MCR HFFF8 R/W  HF0E0O W
Control
(Reserved) - HFFFA  __ — —_
HFFFF

Notes: 1. The ASCI registers are located in consecutive addresses on a byte basis. They cannot

be accessed on a word or long word basis.

2. Bits 3 and 2 indicates the CTS and DCD pin levels, respectively.

3. Alwaysread as 0.

4. Always read as undefined.
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Section 7. Bus Arbitrator
7.1 Overview

The HD641016 incorporates a bus arbitrator to allocate bus mastership between the CPU, internal
DMAC, DRAM refresh controller, and external bus masters. Figure 7-1 shows the bus arbitrator
to bus masters interface. The bus arbitrator is connected to the internal bus masters through the
REQ and ACK signals. It is interfaced to an external bus master through the BREQ and BACK
signals.

< Control Signal m ] ﬁ D
( Data/Adress Bus ﬂ j D,

Refresh External

CcPU DMAC Controller Bus Master

A A A — | A—

X L x g) %

g (s g < g g o |2

Y i Ig

[} o0

Bus Arbitrator |
HD641016

Figure 7-1. Bus Arbitrator to Bus Masters Interface
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7.2 Bus Arbitrator Operation

If the REQ signal is low, the bus arbitrator outputs ACK to the bus master. If multiple bus masters
assert REQ simultaneously, the bus arbitrator returns ACK to the highest priority bus master.
Upon receiving ACK, the bus master can use the bus until ACK is negated. See "Section 13.
DRAM Refresh Controller" for details on bus master priorities.

The bus arbitrator always samples REQ and checks the priority of the bus master requesting bus
mastership. The bus arbitrator then releases the bus for each bus master at the specific timing
described below.

7.3 Bus Master Arbitration
7.3.1 CPU Is Current Bus Master

If the CPU is the current bus master, the bus arbitrator can release the bus for another bus master
while the CPU is not using the bus. However, the bus arbitrator will not release the bus in the
following cases:

» Between the read and write cycles in read-modify-write cycles for the TAS instruction (Figure
7-2)

« When BRTRY is low level and the CPU begins the bus retry cycle (Figure 7-3)

* During the interrupt acknowledge cycle in double acknowledge mode (Figure 7-4)

+ During operations requiring 2 or more bus cycles, such as long word accesses or word accesses

from odd addresses
Read Write
T1 T2 T3 T4 T2 T3
30 o\ e\ e U an N ea NIV an WA U s\
A16/D15-A1/D0 N »—C) R
A23-A17 X -
AS _—\—/ A
HDS, DS |  — 7/ __/
R/W__ \
ST2-STO0, I
PF, S/U, PCS1, PCS0—]
-
No arbitration here.

Figure 7-2. Timing Example 1
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l<-BRTRY Cycle-
TT T2 T3 (T4 T2 T3

O _ M\ N\
A16/D15-A1/D0 X >— I »——

A23-A17 "X Y
BT\ T\ /T
HDS,LDS T \___ /T H—
BRTRY "

No arbitration here.

Figure 7-3. Timing Example 2

AS “‘_\____/ ¢ —_
[y W— f; \___
HDS a

No arbitration here.

Figure 7-4. Timing Example 3
7.3.2 DMAC Is Current Bus Master

The DMA controller can release the bus for a higher priority bus master at the breakpoint of bus
cycles.

In burst mode, if a higher priority bus master requests bus mastership, the DMA controller stops
transfer and releases the bus. The DMA controller restarts the remaining DMA transfer after the
higher priority bus master has completed its bus cycle.

In dual address mode, the DMA controller executes a DMA transfer in two consecutive cycles: read
and write cycles. Bus arbitration is not performed during these two cycles. However, if a bus
error is generated during the read cycle, the DMA controller stops DMA transfer immediately
without executing the write cycle and releases the bus for the other bus master. When two or more
express channels start transfer simultaneously, the DMA controller also releases the bus for the
other bus master at every express channel transfer completion.
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7.3.3 DRAM Refresh Controller Is Current Bus Master

The DRAM refresh controller releases the bus for the other bus master at the breakpoint of the
refresh cycle. However, note that bus arbitration is not performed until the refresh counter
decrements to 0 while refresh priority level (RPL) bit is set in burst refresh cycle.

7.3.4 External Bus Master Is Current Bus Master

See "4.9 Bus Release" for details.
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Section 8. DMA Controller (DMAC)

8.1 Overview

The HD641016 DMA controller has four independent high-speed DMA channels. Each channel
can perform high-speed data transfer without intervention of the CPU in single or dual address
modes. In single address mode, a continue operation can be specified to transfer several blocks of
data continuously.

In addition to memory-to/from-memory and memory-to/from-1/O device data transfers, the DMAC
can transfer data between memory and the internal ASCIs, timers, and RAM.

The DMAC has the following functions:

¢ Address space: 16 Mbytes
¢ Transfer unit: byte or word
« Byte/word transfer capacity: 64 kbytes or 64 kwords
* Maximum transfer rate: 3.33 Mwords/second (10-MHz version, single address mode)
¢ Address modes: single or dual
« DMA transfer request: external or auto
—Transfers to/from the internal ASCIs, timers
—External requests edge or level triggered
* DMA transfers
—External memory to/from I/O device with DACK signal in single address mode
—External memory to/from memory mapped I/O, external memory, internal RAM, internal
ASCI, internal timer, or internal I/O registers other than DMAC in dual address mode
« Bus modes: burst, obedient, or cycle steal
+ Continue operation in single address mode
+ Priority: normal or express
—Express channels have priority over normal channels
—Normal channel priority is rotated, but express channel holds channel until transfer is
complete
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Channel 0

Channel 1

Channel 2

Channel 3

VvV

Incrementer/decrementer l

U

U

MADR:DMA memory address register
DADR :DMA device address register
NADR :DMA next block address register

MADR 0 ETCR 0 ETCR :DMA execute transfer count register
NTCR :DMA next block transfer count register
DADR,/NADR 0 NTCR 0 OPCR :DMA operation control register
MADR 1 ETCR 1 CHCR A:DMA channel control register A
CHCR B:DMA channel control register B
DADR//NADR 1 NTCR 1
MADR 2 ETCR 2
DADR/NADR 2 NTCR 2
MADR 3 ETCR 3
DADR,/NADR 3 NTCR 3
Data bus (D;s~D,) e
27 Address | | bus (Azs~ Ao) 8
OPCR |<+—DREQs ~ DREQ,
Bus & timing
Channel 0 CHCRA 0 CHCRB 0 |-a— Internal ASCI
Channel 1 CHCRA 1 CHCRB 1 control logic o |1ternal Timer
Channel 2 CHCRA 2 CHCRB 2 Control bus
Channel 3 CHCRA 3 CHCRB 3
Priority |— DACKs3— DACKo
control logic
[<-# DONE
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8.2 DMAC Registers

Table 8-1 lists the DMAC registers.

Table 8-1. DMAC Register

Address Initial

Channel Name Symbol  Offset Value  Size
0 DMA memory address register ch 0 MADRO HFFBO R/W Undefined L

DMA device address register/ DADR/ HFFB4 R/W Undefined L

next block address register ch 0 NADRO

DMA execute transfer count registerch0  ETCRO HFFB8 R/W Undefined W

DMA next block transfer count NTCRO HFFBA R/W Undefined W

register ch 0

DMA channel control register A ch 0 CHCRAO HFFBC R/W H'0000 w

DMA channel control register B ch 0 CHCRBO HFFBE R/W H'0000 w
1 DMA memory address register ch 1 MADR1 HFFCO R/W Undefined L

DMA device address register/ DADR/ HFFC4 R/W Undefined L

next block address register ch 1 NADRI1

DMA execute transfer countregisterch 1 ETCR1  HFFC8 R/W Undefined W

DMA next block transfer count NTCR1 HFFCA R/W Undefined W

register ch 1

DMA channel control register A ch 1 CHCRA1 HFFCC R/W H'0000 w

DMA channel control register B ch 1 CHCRB1 HFFCE R/W H'0000 w
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Table 8-1. DMAC Register (cont.)

Address Initial
Channel Name Symbol  Offset R/W Value Size
2 DMA memory address register ch 2 MADR2 HFFDO R/W Undefined L
DMA device address register/ DADR/ HFFD4 R/W Undefined L

next block address register ch 2 NADR2

DMA execute transfer countregistercn2 ETCR2 HFFD8 R/W Undefined

DMA next block transfer count NTCR2 HFFDA R/W Undefined
register ch 2
DMA channel control register A ch 2 CHCRA2 HFFDC R/W H'0000
DMA channel control register B ch 2 CHCRB2 HFFDE R/W H'0000

3 DMA memory address register ch 3 MADR3 HFFEO R/W Undefined L
DMA device address register/ DADR/ HFFE4 R/W Undefined L
next block address register ch 3 NADR3

DMA execute transfer count registerch3 ETCR3 HFFE8 R/W  Undefined

DMA next block transfer count NTCR3 HFFEA R/W Undefined

register ch 3

DMA channel control register A ch 3 CHCRA3 HFFEC R/W H'0000 w

DMA channel control register B ch 3 CHCRB3 HFFEE R/W H'0000 w
All  Operation control register OPCR HFFF0O R/W H'0000 w

8.2.1 Memory Address Register Channels 3-0 (MADR3-MADRO0)

DMAC channels 3-0 have identical registers MADR3-MADRO with identical functions. The 32-bit
read/write MADR register points to the DMA operation memory address. The lower 24 bits are
valid and can specify 16M memory addresses. The upper 8 bits are reserved for future expansion.
MADR is not initialized by reset.
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MADR is set to the start or last address at initialization and is updated every byte/word transfer to
point to the next transfer data location. The MRC bit of the channel control register A (CHCRA)
determines the update. In addition, the update step (+1 or +2) is automatically determined by the
transfer operand size or device port size. See Figure 8-2.

31 2423 0
— Vaild

— : Reserved bit. Always read as 0.
Cannot be written.

Figure 8-2. Memory Address Register (MADR)

8.2.2 Device Address Register/Next Block Address Register Channels 3-0
(DADR3/NADR3-DADRO/NADRO)

DMAC channels 3-0 have identical 32-bit read/write registers DADR/NADR3-DADR/NADRO
(Figure 8-3) with identical functions. The lower 24 bits of the DADR/NADR register are valid and
the upper 8 bits are reserved for future expansions. The DADR/NADR register performs different
functions depending on the transfer mode used. In the dual address mode (see "8.3 DMAC
Operation and Procedures" for details), for memory to/from memory or memory to/from memory
mapped I/O transfer, it specifies the device address (or memory space address). In this case, it is
-updated like the MADR register.

In single address continue operation mode, this register holds the first (or last) address of the next
block transfer. (Blocks are defined as a group of data which can be transferred by programming
MADR and ETCR together. Therefore, block data exists within a memory area of 64 kbytes or
kwords.) DADR/NADR is set at initialization or during block transfer. The DMAC transfers the
contents of DADR/NADR into MADR upon completion of the block transfer.

In single address mode without continue, DADR/NADR has no effect on DMAC operation.

31 2423 0
—_ Vaild

—: Reserved bit. Always read as 0.
Cannot be written.

Figure 8-3. Device Address/ Next Block Address Register (DADR/NADR)
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8.2.3 Execute Transfer Count Register Channels 3-0 (ETCR3-ETCRO0)

DMAC channels 3-0 have identical registers ETCR3-ETCRO with identical functions. The ETCR
register is a 16-bit read/write register that counts the number of bytes/words (up to 64
kbytes/kwords) to be transferred. To transfer N bytes/words (block length), the user should set the
ETCR register to N. Then ETCR is decremented by one after every byte/word transfer. When N
bytes/words have been transferred, ETCR becomes 0, and the DMAC terminates the transfer. If
ETCR is specified as H'0000, 64 kbytes/kwords will be transferred.

Note that ETCR can be read or written by the CPU.

8.2.4 Next Block Transfer Count Register Channels 3-0 (NTCR3-NTCRO0)

The DMAC channels 3-0 have identical registers NTCR3-NTCRO with identical functions. In the
single address continue operation mode, the NTCR register holds the number of bytes/words to be
transferred for the next block transfer. The user should set NTCR by software during initialization
or during block transfer. The contents of the ETCR register and those of the NTCR register are
automatically exchanged when a block transfer is completed.

In other modes, NTCR has no effect on DMA operation.

Note that NTCR can be read or written by the CPU.

8.2.5 Channel Control Register A Channels 3-0 (CHCRA3-CHCRAO0)

DMAC channels 3-0 have identical registers CHCRA3-CHCRAUO.

Figure 8-4 sﬁows the bits of the CHCRA register.
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DMA Channel Control Register A

15 14 13 12 11 10 9 8 7 6 5 3 2 1 0
MRC|MS | MS| DC | DC| DC |DPS|OPS| RQS{ BM | DIR| P | BIE | BTF| TIE | TF
1 0 2 1 V]
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Read/Write RW RW RW RW RW RW RW_RW RW RMW _RW RW_RW_ R
I Transfer Finish
[0} DMA not done]
Device Classification 2-0 [1 [ DMA done
See table 8-3 TF Interrupt Enable
[O] TF int disabled
Memory Space 1,0 (1] TF int enabled
MsS1_Mso] Address Space Block Transfer Finish
00 User data ransfer not done
01 User program | 1] Block transfer done |
10 Supervisor data BTF Interrupt Enable
11 Supervisor program BIF ﬁ"t&“—
Memory Address Register Change TIBTE mﬁ
0] Incremen Priority
5 [Normal ]
i 1 JExpress |
D; LN
0 | Memory to device
11 Device to memo
l_ng Mode
0] Obedient or burst mode]
[1] Cycle steal mode |
Request Signal Sense
[O] Level sensitive
|11 Edge sensitive
Operand Size
[0 Word
[1] Byte
CHCRA is not affected by Device Fort Size
the RESET instruction. Dits
1] 8 bits

Figure 8-4. Channel Control Register A (CHCRA)

Memory Address Register Change (MRC): MRC determines whether the memory address
register will be incremented or decremented. When MRC = 0, MADR is incremented. When MRC

=1, MADR is decremented. MRC is cleared by reset.

Memory Space 1, 0 (MS1, MS0): MS1 and MSO specify the address space of the MADR
register (Table 8-2). The contents of these bits are encoded onto S/U and PF pins as status during

DMA cycles. MS1 and MSO are cleared by reset.
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Table 8-2. Memory Space Bits

CHCRA Bits ,

MS1 MSO Address Space

6 0 User data

0 1 User program

1 0 Supervisor data

1 1 Supervisor program

Device Classification 2-0 (DC2-DC0): DC2-DCO define the type of device requesting DMA
transfers as shown in Table 8-3. DC2-DCO are cleared by reset.
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Table 8-3. Device Classification Bits

CHCRA Bits Address

DC2 DC1 DCO Mode Operation Mode  Request Device

0 0 0 Single = Normal DREQ pin ACK type

0 0 1 Single  Continue DREQ pin ACK type

0 1 0 (Reserved)Note)

0 1 1 (Reserved)Note)

1 0 0 Dual Normal DREQ pin Memory-mapped 1/O,
memory

1 0 1 Dual Normal Internal ASCI Memory-mapped I/O,
memory

1 1 0 Dual Normal Internal timer Memory-mapped /O,
memory

1 1 1 Dual Normal Auto Memory-mapped 1/O,
memory

Note: Reserved for future expansion. If a reserved value is specified, the HD641016 may

malfunction.

Device Port Size (DPS): DPS designates the data bus size of a device. DPS =0 designates a

16-bit bus; DPS = 1 designates an 8-bit bus. DPS is cleared by reset.

Operand Size (OPS): OPS specifies DMA transfer word-size. It is valid only when the port
size is 16 bits (DPS = 0) in dual address mode. OPS = 0 specifies word-size transfers; OPS = 1
specifies byte-size (8-bit) transfers. OPS is cleared by reset.

Request Signal Sense (RQS): RQS = 0 specifies level-sensitive DMA request; RQS =1
specifies edge-sensitive DMA request. For the built-in ASCI DMA transfer, RQS must be cleared
to 0. For the built-in timer DMA transfer, RQS must be set to 1. RQS is cleared by reset.
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Bus Mode (BM): BM = 1 specifies cycle steal as the DMA bus mode. For external requests,
BM =0 specifies obedient mode. For auto requests, BM = 0 specifies burst mode. BM is cleared
to 0 by reset.

Direction (DIR): DIR determines the direction of the DMA transfer. In dual address mode, a
memory address has been specified by the MADR register afi\d a device has been specified by the
DADR register. In single address mode, a device has been specified by the acknowledge (DACK)
signal. DIR = 0 specifies memory to device, and DIR = 1 specifies device to memory. DIR is
cleared by reset. '

Priority (P): P =1 sets the channel to express priority. P =0 sets the channel to normal
priority. P is cleared by reset. See "8.3.8 DMA Priority" for details.

BTF Interrupt Enable (BIE): BIE = 1 enables interrupt when a block transfer is finished
(BTF bit set). BIE = 0 disables interrupt on BTF set. BIE is cleared by reset.

Block Transfer Finished (BTF): The BTF flag is set to 1 at the completion of a block
transfer in the continue operation mode. However, it is not set if the TF flag is set. This bit is
cleared to 0 by accessing the LSB (least significant byte) of the NTCR register after reading the
CHCRA register or by reset.

TF Interrupt Enable (TIE): TIE = 1 enables interrupt when a DMA transfer is finished (TF bit
set). TIE =0 disables interrupt on TF set. TIE is cleared by reset.

Transfer Finished (TF): The TF flag is set to 1 when the DMAC completes a DMA transfer;
that is, when ETCR reaches final H'0000 or DONE acknowledges that all transfers are complete.
Reading the LSB of the ETCR register after reading the CHCRA register clears this bit
automatically. TF is cleared by reset.

184 HITACHI



8.2.6 Channel Control Register B Channels 3-0 (CHCRB3-CHCRB0)

Figure 8-5 shows the bits of CHCRB.

15 14 13 12 11 10 9 8 7 6 5 4
DRC1DRCO DS1|DSOPBER — { — | — | — | — | — | —
Initial Value O 0 0 o 0
Read/WrittR/W R/W R/W R/W R/W
t DMA Bus Error

0] No access level violation or bus error
1| Access level violation or bus error

Device Space 1,0
ps1-0so|Address Space

00 [Userdata

01 |[User program

10 [Supervisor data

11 Supervisor program

Device Address Register Change 1,0

DRC1-
DRCO

Register Change

00

Increment

01

Decrement

10

Remain unchanged |

11

Reserved

—: Reserved bit. Always read as 0. Cannot be written.

CHCRB is not affected by the RESET instruction

Figure 8-5. Channel Control Register B (CHCRB)

Device Address Register Change 1, 0 (DRC1, DRC0): DRC1 and DRCO determine

whether the device address register (DADR) will be incremented, decremented, or remain the same
after each DMA transfer (Table 8-4) in dual address mode. In single address mode, these bits are
not used. DRC1 and DRCO are cleared by reset.
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Table 8-4. Device Address Register Change Bits

CHCRB Bits

DRC1 DRCO Register Change
0 0 Increment

0 1 | Decrement

1 0 Remain unchanged
1 1 Reserved (NOte)

(Note) Reserved for future expansion. If the reserved value is specified, the HD641016 may
malfunction.

Device Space 1, 0 (DS1, DS0): DS1 and DSO0 specify the address space of the DADR (Table
8-5). The contents of these bits are encoded and output as status on the S/U and PF pins during the
DMA device cycle.

In continue mode, the address space of the next block address must be specified in DS1 and DSO0.
They will be loaded automatically into the MSO and MS1 bits of CHCRA when the current block
transfer is completed. DS1 and DSO0 are cleared by reset.

Table 8-5. Device Space Bits

CHCRB Bits

DS1 DSO Address Space

0 0 User data

0 1 User program

1 0 Supervisor data

1 1 Supervisor program

DMA Bus Error (DBER): DBER is set to 1 by an access level violation or bus error during
DMA transfer cycles. It is cleared to O by writing 1 to it or by reset. Note that 1 is written to
DBER only when it is to be cleared.
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8.2.7 Operation Control Register (OPCR)

Figure 8-6 shows the bits of the OPCR register.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
WEO| DEO [sucq — |WE1]| DE1|sUC1| — |WE2|DE2|suc2| — |WE3| DE3 SUC3{DME
Initial Value® O [} 0o 0 0 o 0 0 ] 0 [} 0
ReadWrtew RW RW W RW RW W RW RW W RW RW R
T 7TT TT7T TT1T7T TTTTL
DMA
Master Enable
0 | All DMA disabled
1| All DMA enabled
Successive
Operation Channel 3
O | Succ transter disabled
1 |Succ transfer enabled
'‘— DMA Enable Channel 3
0 | DMA disabled
L 1 | DMA enabled
Write Enable Channel 3
0| DE3, SUC3 write disabled
1| DE3, SUC3 write enabled
— Successive Operation Channel 2
0 | Succ transfer disabled;
1 |Succ transfer enabled
DMA Enable Channel 2
0 | DMA disabled
L— Successive Operation Channel 1 1 | DMA enabled
O i v s
L Write Enable Channel 2
0 [ DE2, SUC2 write disabled
L— DMA Enable Channel 1
- 1 | DE2, SUC2 write enabled
0 | DMA disabled
1 | DMA enabled
Write Enable Channel 1
0| DE1, SUC1 write disabled
St Operation Channel O |1 [ pE1, SUC1 write enabled
DMA Enable Channel 0 0 [ Succ transter disabled
0 | DMA disabled 1 | Suce transfer enabled
1| DMA enabled
Write Enable Channel O —: Reserved. Always read as 0. Cannot be written.
0] DEQ, SUCO write disabled OPCR is not affected by the reset instruction.
Y
1| DEO, SUCO write enabled

Figure 8-6. Operation Control Register (OPCR)
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Write Enable Channels 3-0 (WE3-WEQ): When the corresponding DE and SUC bits are
updated, 1 must be written to the corresponding WE bit, simultaneously. When WE =0, the
corresponding DE and SUC bits are locked and cannot be changed. Note that this is a write-only
bit and always read as 0.

DMA Enable Channels 3-0 (DE3-DE0): DE = 1 enables DMA operation on the
corresponding channel. In auto-request mode, DMA operation starts when DE is set. When an
external device, ASCI, or timer request occurs when DE is set, DMA transfer starts. Clearing this
bit during transfer temporarily stops the transfer. DE3-DEQ are cleared by reset.

Successive Operation Channels 3-0 (SUC3-SUC0): SUC = 1 enables successive block
transfers in continue mode. SUC3-SUCO are cleared by reset. See "8.3.5 Continue Operation" for
details.

DMA Master Enable (DME): DME is set with DE3-DEQ to enable DMA transfer. However,
it cannot be set if the corresponding channels DBER flag is set. DME is cleared at NMI interrupt,
access level violation, or bus error which stops DMA on all channels and passes control to the
CPU. See "8.5 DMA Transfer Stop by NMI and Bus Error" for details. Note that read-only bit
DME cannot be written. It is cleared by reset.

8.3 DMA Operation and Procedures
8.3.1 Transfer Requests

To perform DMA transfers between memory and a device, the device requests the transfer. In
memory-to-memory transfers, the memory doesn't request the transfer, so it is initiated by the
program. Selecting a device by setting the DC2-DCO bits of CHCRA determines which way a
transfer is requested.

Auto Request: When a transfer request is generated internally, as a memory-to-memory transfer,
the CPU initializes the DMAC and starts the DMA transfer. The DMAC will perform transfers
automatically until the ETCR register reaches H'0000.

In this auto request mode, transfer requests are generated automatically in the DMAC while the DE
bit of OPCR is 1. Auto request mode is selected by setting the DC2-DCO bits of CHCRA to 111.
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External Request: To perform DMA transfers between memory and an external device
including the built-in ASCI and timer, the CPU initializes the DMAC and the DMAC then transfers
one word or byte per transfer according to a transfer request signal (external request) provided from
DREQ pin or transfer request signals which are directly connected to the DMAC.

In this external request mode, transfers are allowed only when the DE bit of OPCR is 1. After
ETCR reaches H'0000, the DE bit is automatically cleared, and no further transfers will be allowed
(see "8.3.5 Continue Operation"). In addition, the external request is effective only when the
corresponding mode is selected by the DC2-DCO bits of CHCRA.

Moreover, the DREQ input can be specified as either edge or level sensitive by the RAS bit of
CHCRA. However, DREQ must be level sensitive for the internal ASCI and edge sensitive for the
internal timer DMA transfers.

In bus cycles other than DMA bus cycles, the DMAC samples the DREQ pin at the falling edge of
the @ clock, if it is selected as level sensitive. If DREQ is low, the CPU gets a bus request. When
a transfer request is cancelled 2 or more clocks before the DMA operation begins, the DMA
operation is cancelled. If it is cancelled 1 clock before, the DMA operation is executed. See Figure
8-7.

If there are transfer requests for more than one DMAC channel at sampling, priority will be
determined depending on the priority specified in "8.3.8 DMA priority".

In the DMA bus cycle, if DREQ is low at the falling edge of T2 in the device access cycle (final
wait state, if wait states are inserted), it causes a transfer request and the bus is held before
executing the next transfer. In cycle steal mode, the DMAC releases the bus once after execution.

When DREQ is selected as edge sensitive, DMA transfers are initiated by the falling edge of the
DREQ pin. Even if the falling edge occurs twice at the same DREQ pin before DMA execution,
only one DMA transfer is performed.

The DMAC samples DREQ at the falling edge of the @ clock in CPU bus cycle and the falling edge

of T2 (final wait state, if wait states are inserted) in the device access cycle. In addition, DMA
priority is determined in the same as in the level sensitive case.
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(a) During CPU Cycle

CPU Cycle
ociock _[ Iy [y J v v v
DREQO 4 /
DREQT . [Cancel] 17177
After sampling ( I T
7
- - When DMA transfer is not executed.
—— When DMA transfer is executed.
[ Channel Set [ channelset | | DMA Transfer Start |
CHo CH1

(b) During DMA Cycle

r— CHO DMA ——-—‘<———-CH1 DMA ——
T

1 T2 TWITW2 TW3 T3 T1 T2 TW T3
QClockllll‘ll ' I\U

DREQO /

DREQ1 \ AT --—' __________

After sampling

Vaid ---  When the next DMA
EE transfer is not executed.
Notes: A indicates valid sampling. — :Nhe? the ne);tc 3:;1:
ransfer is ex .
*: The DMAC operates according |_—_—__—_|
to the HD641016 state at this Channel Set

point. CH1

Figure 8-7. Level-Sensitive External Request Sample Timing
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8.3.2 Applicable Devices

The DMAC can perform DMA transfers between external memory and external /O with DACK
signal in single address mode, and between external memory, external memory-mapped I/O,
internal peripheral I/O registers (except internal DMAC registers), and internal RAM in dual address
mode. However, DMA transfer between DMAC:s is disabled. Note that the HD641016 cannot
support DMA transfers synchronous with E clock. Table 8-6 shows the types of external I/O
devices the DMAC supports.

Table 8-6. External I/O Devices

Device Type Address Mode Port Size Operand Size Request Mode
I/O device with Single address 8 bits Byte External
DACK

16 bits Word External
Memory-mapped Dual address 8 bits Byte External, auto
I/o

16 bits Byte, word External, auto

8.3.3 Data Transfer

The DMAC provides two transfer modes: single address and dual address. In single address
mode, source and destination are accessed at the same time, and DMA transfers are done in a single
bus cycle. Accordingly, high-speed transfers are performed in single address mode. In dual
address mode, source and destination are accessed in separate bus cycles. Transfer data is
temporarily saved in a DMAC.

Single Address Mode: In the single address mode, I/O devices can be selected by the DACK
signal. Data transfers between memory and the external I/O device are controlled by the
"handshake" of DREQ transfer request and DACK acknowledge signals.

To initialize the DMAC, set the transfer mode the CHCRA and CHCRB registers, the source or
destination address in the MADR register, and number of bytes/words to be transferred in the
ETCR register. Then, setting the DE bit of OPCR enables DMAC operation, and DMA transfer
will start when the DMAC gains control of the bus by DREQ. The ETCR register is decremented
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after every transfer and the MADR register is incremented or decremented to point to the next
transfer address.

If the DE bit of the OPCR register is cleared before the transfer is completed, the transfer will be
suspended.

Single address transfers are always performed in the external request mode. They can be
performed in obedient or cycle steal bus mode. Figure 8-8 is a single address mode operation

flowchart.

Figure 8-9 shows DMA transfer timing in single address mode.
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(1) MADR,ETCR
(2) CHCRA, CHCRB
(3) OPCR

Start transfer
(One word or byte)

Continue
Mode?

|Set END fiag (Note)|

DONE

Release the bus

@ Obedient
Mode

Note: END Flag: Set if SUC = 0 upon completion of block transfer.
This is an internal flag which stops continue operation

Release the bus

DONE Pin Y
Low? Set TF bit and
request interrupt
to the CPU(TIE = 1)
est Vi Set BTF bit and [
Rea l request interrupt CI%aEN%E' lgg
ME- 12 to the CPU
(BIE = 1) “ote
1
ETCR-1 ETCR-1 ETCR-1 ETCR-1
Update MADR Update MADR Update MADR Update MADR
[Transfer end [Transfer end Block transfer
(One Word or Byte)} |(One Word or Byte)] (e,,d) (Transfer end)
7 |
) NADR — MADR | Release the bus
Bus Mode? NTCR«+ETCR
® @ Cycle Steal
Mode

after the next block transfer is completed.

It is cleared after the lower byte of NTCR is written.

Figure 8-8. Single Address Mode DMA Operation
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E T T2 Tw T3 .
wooad  L_f1 1 L e I I
AS ——— ; ! —_—
1 1
DACK ———\__| | —
RAW, A23-A17 ; ;
ST2-ST0 X : : X
A16/D15-A1D0 —— 1 :
— ] !
HDS, LDS \ ! !
(Note 2) 1 v (Note 1)
DREQ t i
1(Note1) “TNote 1
WAIT : y(Note 1)
v/ i(Note1)
BRTRY
i \-—-/ Notes: 1. indicates
sample timing.
2.DREQs level
sensitive.
(i) Single Address Mode with Tw State (Memory Read)
i Tp T1 T2 ! T3
ocock— | | ! ¥ | L
]
AS —/\ ! —
— i
RW, A23-A17 ;
ST2-ST0 X : X
1
A16/D15-A1/D0—— Y- :
HDS,LDS :\__/-——
1
(Note 2) 1%1
DONE S T
. 2 /
Notes: 1. indicates
sample timing.
2....:sample
—__‘output
(ii) Single Address Mode with Tp State (Memory Write)

Figure 8-9. DMA Transfer Timing in Single Address Mode
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Dual Address Mode: When both the source and destination have an address, such as
memory-to-memory, or memory-to/from-memory-mapped I/O, the DMAC divides the DMA cycle
into two parts, a read cycle and a write cycle, to access both addresses. In dual address mode, the
data is held temporarily in the DMAC. Since the DMAC regards the read and write cycle as
successive cycles, it does not release the bus between the cycles. However, if an access level error
or bus error occurs during a read cycle, the DMAC does not perform a write cycle.

External request and auto request modes are available in dual address mode. For
memory-to-memory transfers, auto request mode is selected by the CHCRA register and the
memory does not provide the DREQ signal. Instead, the number of bytes/words set by the
program are transferred automatically.

To initialize the DMAC, set the transfer mode in CHCRA and CHCRB, the source and destination
addresses in MADR (for memory address) and DADR (for device address or memory address),
and number of bytes/words to be transferred in ETCR. Then setting the DE bit of OPCR enables
DMA operation. DMA transfer then begins when the DMAC gains control of the bus by setting the
DE bit of OPCR in auto request mode. In external request mode, DMA transfer begins by the
DMAC gaining bus control by an external request. ETCR is decremented after every transfer, and
DADR and MADR are incremented or decremented to point to the next transfer address.

If the DE bit is cleared before the transfer is completed, the transfer will be suspended.

In addition, burst, cycle steal, and obedient modes are available in dual address mode.

Figures 8-10 and 8-11 show the dual address DMA transfer operation for memory-to-1/O device
transfer and for I/O device-to-memory transfer. As can be seen from the figures, operation

depends on transfer direction.

Figure 8-12 shows DMA transfer timing in dual address mode.
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(1) MADR,DADR,ETCR

(2) CHCRA,CHCRB
(3) OPCR

Request
Valid?

Yes
Gain the bus
&

Memory begins
transfers
(Read)

Update MADR
(Memory
transfer end)

@———»

I

Device begins
transfer

(Write)

ETCR-1 ETCR-1
Update DADR || Update DADR
(Device transfer (Device transfer
end) end)
Q@ Bus
Mode?
@

<€

l Release the bus l

©

Set TF bit and
request interry,
to the CPU (TIE = 1

Clear DE bit

i

ETCR-1
Update DADR
(Transfer End)

Rlease the bus

g

@ Cycle Steal
@ Burst

Figure 8-10. Dual Address Mode DMA Operation Flow
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(1) MADR,DADR,ETCR
(2) CHCRA, CHCRB
(3) OPCR

Device begins
transfers
(Read)

Output DONE

i

No
Request Valid
&DME=1?
Yes

ETCR-1

Update DADR
(Device Transfer
end)

Memory begins
transfers (Write)

Clear DE bit

Set TF bit and
request interrupt
to the CPU(TIE = 1)

ETCR-1 l
Update DADR Update DADR
(Device Transfer (Device Transfer )] Bus Update MADR

E <« (Transfer End)

T T Mode?
Memory begins Memory beg[ns D l
transfers (Wrilte) lranslfers (Write) - Release the bus
Update DADR Update DADR
(Memory Transfer (Memory Transfer Release the bus
End) End)
@ Cycle Steal
e @ Burst

Figure 8-11. Dual Address Mode DMA Operation Flow

(I/O Device ---> Memory Transfers)
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@ Clock

DACK

DONE

DREQ

Memory Read Cycle Device Write Cycle

DONE
.. Sample
. Output

+ : Sample Timing

Notes:
1. AS, HDS, LDS, A16/D15-A1/D0, A23-A17, ST2-STO are output, and WAIT and BRTRY are
sampled with the same timina as in the CPU bus cvcle.
However, in memory to internal /O device DMA cycles, DACK is output and DONE is not masked;
while AS HDS and LDS are not output, and WAIT and BRTRY are rnasked.
2. When DREQ s level sensitive

Figure 8-12. Dual Address Mode DMA Operation Timing
(Memory to I/O Device)

8.3.4 Bus Mode

The DMAC supports obedient, burst, and cycle steal bus modes. The following explains the
DMAC operation in a channel.

Obedient Mode: In obedient mode, DMA transfers are executed when the external device
acquires the bus mastership by external DREQ request.

Accordingly, if an I/O device, which can output DREQ at the same rate as the machine cycle or
which can fix DREQ at low level, performs DMA transfer in this obedient mode, the I/O device
performs DMA transfer in the same way as in burst mode described below.

Burst Mode: In burst mode, bus control is acquired when DE of OPCR = 1, and DMA transfers
will be executed until a transfer end condition is satisfied. The transfer end conditions are; ETCR
reaches end count (H'0000), DONE input asserted externally, or the DME bit of OPCR is cleared.
See "8.5 DMA Transfer Stop by NMI and Bus Error" for details.
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Cycle Steal Mode: Cycle steal mode can be selected in external or auto request modes. The
DMAC always returns the bus to a bus master other than DMAC after one word or byte DMA
transfer.

Figure 8-13 shows obedient and cycle steal timing. DREQ is level sensitive, and sampled at the
arrow. If DREQ is low when sampled, the bus is requested for a DMA transfer. In cycle steal
mode, however, this request won't occur for one state after a transfer. A bus master other than
DMAC can get the bus during this one state. If other bus master does not gain the bus control,
DMA transfer begins again after one state.

If multiple DMAC channels execute DMA transfer with rotating priority in cycle steal mode, the
BM bit of CHCRA of the currently executing DMA transfer is valid. For example, if DMAC
channel 0 is specified in cycle steal mode and DMAC channel 1 is specified in obedient mode,
DMAC channel O first executes DMA transfer and releases the bus for one state one byte/word
DMA transfer. DMAC channel 1 then gains bus control and begins DMA transfer if DREQ is
asserted.

(@) Obedient Mode Single DMA
Ti T2 T3 T1 T2 T3 T1 T2 T3 _Ti T2 T3

. mwm
e /‘\

DACK ~— \ \

Bus Cycle X DMA Cycle DMA Cycle DMACycle X

(b) Cycle Steal Mode Dual Auto Request
T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3

@ Clock

R / ‘ (f \ '

Bus Cycle X__DMA Device Read X__ DMA Memory Write_ X ;’ Y DMA Device Read X

Figure 8-13. Obedient and Cycle Steal Mode Timing
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8.3.5 Continue Operation

The DMAC can perform continue operation in single address mode by using the NADR, NTCR,
and CHCRB registers.

The continue operation can be selected by specifying the DC2-DCO bits of CHCRA as single
address mode with continue. In continue operation, after the DMAC completes the block transfer
specified by MADR and ETCR, the contents of the NADR are automatically transferred to the
MADR. The contents of ETCR and of NTCR are then exchanged. The address space of the next
block transfer specified by the DS1-DS0 bits of CHCRB is automatically transferred to the MS1
and MSO bits of CHCRA. Then, the DMAC begins the next block transfer.

In normal continue operation, the SUC bit of OPCR is cleared to 0. Updating the lower byte of
NTCR causes the block transfer to be continued. If the lower byte of NTCR is not updated, the
block transfer stops after the current block has been transferred. Note that the number of
bytes/words to be transferred must be specified in NTCR before beginning the block transfer since
the NTCR is reloaded at least once. In addition, NADR and the DS1-DSO0 bits must be updated
before NTCR is updated.

If all blocks are 64 kbytes/words, the continue operation can be performed by clearing ETCR and
NTCR before setting the SUC bit. At this time, block transfers can continue without the software
updating NTCR. The SUC bit must be cleared one block before the block transfer is completed.
Accordingly, clear the SUC bit only when stopping block transfer at the end of the next block
transfer. Moreover, NTCR must not be written to in this case. See Figure 8-8.

Note that the number of bytes/words of the next block must be specified in NTCR before setting
continue mode by the DC2-DCO bits to perform continue operation correctly.

8.3.6 End Operation

The conditions that end each channel transfer are: ETCR reaches H'0000, the DONE signal is
asserted, or program clears the DE bit of OPCR. In addition, all channels' DMA operations can be

stopped by the DME bit. See "8.5 DMA Transfer Stop by NMI and Bus Error" for details.

ETCR Reaches H'0000: ETCR is decremented after one byte/word transfer. When ETCR
becomes 1, the DMAC performs the last transfer.
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The DMAC outputs DONE, unless it is performing a continue operation. This sets the TF bit in
CHCRA to release the bus for a bus master other than the DMAC and finishes the transfer (ETCR
=0 after transfer). At this time, if the TIE bit of CHCRA is set, the DMAC interrupts the CPU.

In a continue operation, when each block transfer has completed, the BTF bit of CHCRA is set, but
DONE is not output. When all blocks are transferred, the TF bit is set, the BTF bit is not set, but
DONE is output. Accordingly, if the BIE TIE bit is set while the BTF or TF bit is set, it will cause
an BTF or TF interrupt, respectively. DREQ after the last block transfer is ignored.

After the last transfer cycle, the DE bit of OPCR is cleared. Each address register points to an
address following the final transfer address (updated in the same way as during transfer). ETCR is
H'0000.

Figure 8-14 shows the DONE output timing. DONE is an open-drain I/O pin and is output while a
device is accessed.

|<«————————— Last DMA Cycle ‘—ﬁ]
T3 1 T1 T2 Tw T3 T1 T2 Tw T3 1| T1

Bus Cycle X Device Read Memory Wiite X'

s [\ [T\ [

@ Clock

DONE Output \ /

Figure 8-14. DONE Output Timing

DONE Assertion: If DONE is asserted low at the falling edge of T2 or Tw state of the last
DMA cycle before ETCR reaches H'0000, the DMAC will complete the DMA transfer of the
current channel. The TF bit of CHCRA and each register status other than ETCR are the same as
when ETCR reaches H'0000. ETCR is decremented by the number of bytes/words to be
transferred. Moreover, if DONE is asserted low at the above timing, the next block transfer
address are not reloaded.
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The DMAC samples DONE externally at the falling edge of T2 or wait state of device access cycle
as shown in Figure 8-15.

DREQ is ignored after DONE has been asserted.

l«—— Last DMA Cycle——l
3071 T2 Tw T3 Tt T2 Tw T3 [T

]
1 .
Bus Cycle X Device Read X MemoryWwite X

AS [\ [\ /

@ Clock

DONE Input 1 X\H /i

Note: DONE is open drain.

Figure 8-15. DONE Input Timing

DE Bit Cleared: If the program clears the DE bit of OPCR, DMA transfer is suspended. DMA
transfer starts from the next address if DE is set again. However, the DMA transfer requested by
the DREQ falling edge is cancelled.

8.3.7 Address Update and Transfer Map
The DMAC address update depends on the address modifier (increment, decrement, no change),
device port size, operand size, and data size (byte or word) as shown in Table 8-7. The following

paragraphs describe the data destination locations for these different cases. Note that the LSB of
MADR and DADR are not used for word transfer.
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Table 8-7. Address Update and Transfer Length

Device Port
Address Transfer Operand

Device

Memory Address Address

Mode Size (DPS) Size (OPS) Modifier Modifier Data Size
Single 8 Bits Byte +1 - Byte
address

16 Bits Word 2 - ‘Word
Dual 8 Bits Byte +1 +2, fixed Byte
address

16 Bits Byte +1 +1, fixed Byte

16 Bits Word +2 +2, fixed Word

Single Address Mode, DPS = 8 Bits: In single address mode, when DPS specifies 8 bits,
operand size should match DPS, since the destination must receive the upper or lower data on the
data bus provided from the source in a one bus cycle. Although DPS is 8 bits, the data bus is 16
bits wide. Data can be transferred over the upper or lower byte of the data bus as shown in Figure
8-16. Accordingly, the bus switch is required for reading/writing upper and lower byte data
to/from an /O device using the HDS and LDS signals.

Transfers can be started from even or odd addresses when DPS = 8 bits. See Figure 8-16.

DO

B

Memory D15
N A Q@
N+2 ¢ @ D @
Byte
o D18

Transfer DO

(Before N A @

bus switching) —_

N+2 C@

5O

D@

N+1
N+3

N+1

N+3

Transfer Condition
« Single address mode
« DPS = 8 bits

+ OPS =byte

* Memory address increment
« Memory start address N (even)

Note: 1. A-D are transfer data.
2. Numbers @- @indicate
transfer order.

Figure 8-16. Single Address, DPS = 8 Bits Transfer Map
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Single Address Mode, DPS = 16 Bits: When DPS = 16 bits, it is not necessary to switch

the bus as when DPS = 8 bits, because the data bus for the memory and I/O devices are identical.
However, transfer must start on an even address. If the start address is odd, the LSB will be
assumed to be 0. Figure 8-17 is an example of transfer map.

Memory D15 DO
N-6 A Transfer Condition
» Single address mode
N-4 B . DPS = 16 bis
N-2 C » OPS = word
D @ « Memory address decrement
N * Memory start address N (even)
:‘yord Note: 1. A-D are transfer data.
o D15 ransfer 2. Numbers @ - @ indicate
transfer order.
D ®
CQ
B ®
A ®

Figure 8-17. Single Address, DPS = 16 Bits Transfer Map

Dual Address Mode, DPS = 8 Bits, OPS = Byte: In dual address mode with DPS =8
bits, the sizes of the memory and I/O device data bus are different. However, the DMAC uses the
upper or lower byte of the data bus (D15-D8 or D7-D0) for reading and writing by switching bus.

The device address can be specified as fixed, or incremented or decremented by 2. Data transfers

between DMAC and I/O are performed through the upper or lower data bus, depending on whether
the I/O start address is specified as even or odd (Figure 8-18).
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(a) Start address: Even

Memory D15 Do
N A@ N+1
N+2l B ® C@® |[N+3
N+4 D@ — N+5
4 Byte
transfer
D15 v DO
oM [ A @ —_
M+2( B @ —
M+4| C @ -
M+6| D @ -
(b) Start address: Odd
D15 Do
Memory N — A @ N+1
N+2| B @ | C B |N+3
N+4] D @ — N+5
4
Byte
Transfer
Memory D15 4 Do
110 — A D M+1
—_— B @_M+3
—_ C @ M+5
— D @ [M+7

Transfer Condition
« Dual address mode
DPS = 8 bits
OPS = byte
Memory address increment
Memory start address N + 1 (Odd)
« Device address increment
 Device start address

(@ M (Even)

(b) M + 1 (Odd)

.

Note: 1. Ato D show transfer data (byte).
2. Numbers @ —@ show
transfer order.

Figure 8-18. Dual Address, DPS = 8 Bits Transfer Map
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Dual Address Mode, DPS = 16 Bits, OPS = Byte: In dual address mode with DPS = 16
bits and OPS = byte, transfer start address can be even or odd. The DMAC accesses upper and
lower bytes alternately even if the device address is fixed. See Figure 8-19.

(a) Increment
D15 Do
Memory N — A ® N+1 Transfer Condition
- @ « Dual address mode
N+2| B C ®@N+3 . pps—1ebits
N+4 D @ — N+5 * OPS = byte
« Memory address increment
4 « Memory start address N + 1 (Odd)
Byte « Device address
Transfer (a) increment
(b) decrement
v « Device start address
D15 Do (@ M (Even)
I/OM A @ B @ M+4 (b) M+3 (Odd)
M+2| C @ b @ M+3 Note: 1. A to D indicate transfer data (byte).
2. Numbers@-@) show
(b) Decrement transfer order.
Memory N —_— A @ N+1
N+2| B @ C ® |N+3
N+4| D @ — |N+5
t Byte
D15 TransferDo
o M D®| CO® | M+1
Me2] B@ ] A [M+3

Figure 8-19. Dual Address, DPS = 16 Bits, OPS = Byte Transfer Map
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Dual Address Mode, DPS = 16 Bits, OPS = Word: In dual address mode with DPS = 16
bits and OPS = word, memory and I/O device start address should be even. If an odd address is
selected, the LSB will be assumed to be 0. See Figure 8-20.

D15 DO Transter Condit
Memory ransfer Condition
N A @ « Dual address mode
N+2 B * DPS = 16 bits
N+4 C + OPS = word
D @ « Each address incremented
N+6 « Start address
Memory N ( Even)
‘ Word Transfer Device M (Even)
D15 Do
/o M A D)
M+2 B @ Note: 1. Ato D indicate transfer data (Word).
c 0 2. Numbers D@ show
M+4 transfer order.
M+6 D@

Figure 8-20. Dual Address, DPS = 16 Bits, OPS = Word Transfer Map

8.3.8 DMA Priority

Although, the internal DMA controller's channel can handle either a normal channel or express
channel, the express channel has priority over the normal channel. If an express channel requests
DMA transfer during a normal channel's DMA transfer, the normal channel is interrupted and the
express channel, in turn, begins DMA transfer. Once an express channel gains bus control, it
continues DMA transfer until it negates its requests.

Prioritization among channels in the same mode is described below.

Priority Among Normal Channels: When two or more normal channels request DMA

transfer at one time, the DMA controller performs one word transfer at each channel by rotating bus
control in low-to-high channel number order. If transfer requests are no longer made or if they are

cancelled, channel O takes a priority. When a normal channel is interrupted by an express channel,

servicing jumps to the next normal channel after the express channel's transfer has been completed.
(Once transfer requests are cancelled, priority again returns to channel 0.)
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Priority Among Express Channels: When more than one express channel request DMA
transfer simultaneously, the lowest-numbered channel is given priority. However, an express
channel whose request is made first continues to be serviced even before lower-number channels.

When a DMA request is made in a non-DMA bus cycle, the internal DMA controller determines the
priority channel and then waits for bus availability. However, if the transfer request is cancelled,
the priority channel is re-determined as follows:

‘When an additional request is added from among normal channels, the priority channel is not
re-determined. However, if the transfer request serviced is cancelled, the normal channel with the
next lower number gains priority after which priority is passed consecutively to lower numbered
channels.

When an express channel which has priority cancels its request, priority is assigned in the
following order:

1. Other express channels (in descending channel number order)

2. Normal channel having the next lower number from that of the cancelled express channel.
3. Descending normal channel number

‘When a normal channel is interrupted by an express channel, the priority channel is re-determined
according to express channel prioritization.

8.4 Internal DMA
8.4.1 Internal ASCI and DMAC

The DMAC is connected internally to the ASCIL. The ASCI is selected by setting DC2-DCO of the
CHCRA to 101. The DMAC channel 0 is connected to the ASCI channel 0 receiver, DMAC
channel 1 is connected to the ASCI channel 0 transmitter, DMAC channel 2 is connected to the
ASCI channel 1 receiver, and DMAC channel 3 is connected to the ASCI channel 1 transmitter.

In the internal ASCI DMA transfers, dual address mode and level-sensitive request must be
selected. If the ASCI register addresses are set to the registers, the ASCI DMA transfer is executed
according to the request.

The internal ASCI DMA operation is the same as that of an external devices. DACK and DONE are
also valid.
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8.4.2 Internal Timer and DMAC

The internal timer 1 is connected to DMAC channel 1, timer 2 is connected to DMAC channel 2.
DMAC channels 0 and 3 are not connected to the timer.

The DMAC receives the timer DMA request when DC2-DCO is set to 110. Dual address mode and
edge-sensitive request must be used for this operation. If the timer register addresses are set at the
DADR registers, the timer DMA transfer can be executed according to the request.

If an I/O address other than a timer is specified in the device address register, the data is transferred
to or from I/O under control of the timer DMA request.

Internal timer DMA operation is the same as for external devices.

8.5 DMA Transfer Stop by NMI and Bus Error

The DME bit of OPCR is cleared to O to stop DMA transfer when an NMI, access level violation,
or bus error occurs during DMA transfers.

If the DME bit is cleared, the DMAC transfer does not begin regardless of the DE bit. If the DME
bit is cleared during DMA transfer, the DMAC stops DMA transfers after completing the remaining
DMA bus cycles. To start DMA transfer after an interrupt processing has completed, the DE bit of
OPCR must be set to 1 again. However, after an access level violation bus error, the DBER bit
must be cleared before setting the DE bit.

Note that the HD641016 does not retry the DMA transfer cycle if an error occurs during the DMA
transfer regardless of the BRTE bit (of BMR) state. The HD641016 stops the DMA transfer as a
bus error and set the DBER bit of CHCRB.

In addition, if a bus error occurs during dual address mode DMA transfer, the write cycle is not
executed. Moreover, DADR and ETCR are updated during device access cycle, and MADR is
updated during memory access cycle.

Note that if an access level violation or bus error occurs in the last DMA cycle (ETCR = H'0000 or

DONE is input externally), the BTF and TF bits are not set. However, a bus error occurs
simultaneously with the completion of a block transfer, the next address is loaded.
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8.6 DMAC and Reset

The DMAC operates as follows after power-on reset or manual reset:

1. The CHCRA, CHCRB, and OPCR registers are reset to H'0000.

2. The MADR, DADR/NADR, ETCR, and NTCR registers are undefined.

3. At power-on reset or manual reset, ongoing DMA transfers stop and the bus is released, even if
the bus cycle is not complete. At this time, control signals are in the same status as in DMA

transfer halt state. If reset and DMA end operation occur simultaneously, DONE is not output
and no interrupt is requested.

8.7 DMAC Notes

1. The DE bit of OPCR must be cleared before CHCRA is written.

2. The DMAC does not allow DMA transfer to its own registers. Writing to them is disabled. If
read, they are invalid.

3. Ifthe SUC bit is set to 1 in continue operation mode, the CPU may not be able to control bus.
4. During single address mode DMA transfers, the I/O device should interpret R/W polarity as
reversed: R/W high indicates a write to the I/O device, R/W low indicates a read from the I/O

device.

5. To enter system stop mode, write H'8888 to OPCR twice before executing the SLEEP
instruction.

6. The DBER flag must be set only when it is to be cleared.
7. If an access level violation or bus error exception occurs in the next block address after a block
transfer has completed, the bus error exception processing may precede the block transfer end

exception processing.

8. If the DE bit is cleared, DMA transfer requested by the DREQ falling edge is cancelled.
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9. When DMA transfer is performed in cycle steal mode, a bus master other than DMAC can gain
the bus under the control of the arbitrator. Accordingly, the normal bus cycle changes as
follows:

DMA bus cycle — CPU bus cycle — DMA bus cycle

However, if a refresh is requested during the normal bus cycle, the bus cycle changes as
follows:

DMA bus cycle — Refresh bus cycle — DMA bus cycle
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Section 9. Timers

The HD641016 has two multifunction timers.

9.1 Features
9.1.1 Multifunction Timers

« 16-Bit upcounter

» Two 16-bit count compare registers to generate rectangular waveforms of any duty cycle
* PWM output

¢ Two-phase stepper motor drive output

* One-shot pulse output
« Event count

« Pulse width or frequency measurement

o Hardware triggered

¢ Software triggered

¢ Internal DMAC interface

« Timer 1 cascade operation

« Count match, overflow, and measurement end interrupts
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9.1.2 Block Diagram

Figure 9-1 is the block diagrams for timer 1 and timer 2. Timers 1 and 2 have the same

configuration.
Other channel output 1/.8: 1764 0
(Only for channel 1) Divider
A
1 A A 4
Clock Selector
Count Clock
v
‘_..—
lccra | | cers | | UCR I
| 5
[ Comparatorj [Comparator J
Pulse Output/ Count Clear
External Clock Input v
TIOB < L. Count Control
TIOA Control circuit
Pulse Output/

Trigger lnputl STR I [CNTR}

vy
DMA request Interrupt request
UCR: Upcount register
CCRA: Count compare register A
CCRB: Count compare register B
CNTR: Control register
STR: Status register

Figure 9-1. Timer Block Diagram
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9.2 Timer Registers
Table 9-1 lists the timer registers.

Table 9-1. Timer Registers

Address Initial

Timer Register Symbol Offset R/W Value Size

Timer 1 Upcount register ch 1 UCR HFFSE R/W H'0000 w
Count compare register A ch 1 CCRA HFF90 R/W H'FFFF \'
Count compare register B ch 1 CCRB  HFF92 R/W H'FFFF w
Control register ch 1 CNTR HFF%4 R/W H'0000 w
Status register ch 1 STR H'FF96 R H'0000 w

Timer2 Upcount register ch 2 UCR H'FF98 R/W H'0000 w
Count compare register A ch 2 CCRA HFF9A R/W HFFFF w
Count compare register B ch 2 CCRB HFFC R/W H'FFFF w
Control register ch 2 CNTR HFFSE R/W H'0000 w
Status register ch 2 STR HFFA0 R H'0000 w

9.2.1 Upcount Registers (UCR)

Timer 1 and timer 2 have identical 16-bit read/write UCR registers. The contents of UCR are
incremented every count input clock. It can be read or written to by the program independently of
counting. It is initialized to H'0000 at reset.

9.2.2 Count Compare Registers A, B (CCRA, CCRB)

Timer 1 and timer 2 have identical 16-bit read/write CCRA and CCRB registers. Their contents are
compared with the corresponding UCR. CCRA and CCRB are initialized to HFFFF at reset.

9.2.3 Control Registers (CNTR)

Figure 9-3 shows the 16-bit read/write control register (CNTR). Timer 1 and timer 2 have identical
16-bit read/write CNTR registers. It controls timer operation. It is initialized to H'0000 at reset.
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15 14

13

121

[]

[Mos1lmoso| css2[csst]cs

110 7 43
so| ss1|sso|oma| cie [ ok | mie | oe [ ova [ uce juca]ste |

Initial Value 0 0

Read/Write RW RW RW RW RW RW RW RW RW RW RW RW RW RW RW RW

[}

0 0 ]

0 0 0 0 o [ 0 0 0 ]

[ 0 ]Disable |
[ 1 [Enable ]

l‘?oinl

[ 0] TIOA precedes|
[ 1] TIOB precedes
Upcount Register
Clear

Upcount Enable

! UCE |UCRC | Timer Operation
0o _|{o Count Stop

1 _]0 Count Run

* |1 Count Initialization
Output Level B.A *: Don'tcare
OLB|OLA | Timer output
0 |0 Low
1|1 High
Measurement End Interrupt Enable
[0 _[Disable
| 1 |Enable
Overflow Interrupt Enable
[ 0 [Disable ]
| 1 |Enable
Compare Interrupt Enable
[ 0 IDisable ]
[ 1 [Enable |
Direct Memory Access Request

Clock Source Select 2-0 Trigger Source Select 1, 0
CSS2| CSS1|CSS0| Input clock [TSS1] 7SS0 Trigger input
0 [] ] 180 0 0 Reserved
[] 1 |Reserved 0 1 Reserved
1 0 eserved 1 0 TIGI
1 1 eserve 1 1 TOuT
] 0 1/64 0
1__ |Reserved
0 _|TCcKi
1 TOUT
Mode Select 1,0
MDS1 [ MDSO Mode
[}] 0 Measurement
o . On6 shot CNTR is not affected by the RESET instruction.
1 0 Normal
1 1 [Two-phase output

Figure 9-2. Control Register (CNTR)

HITACHI 215



Mode Select 1, 0 (MDS1,MDS0): MDS1 and MDSO0 select the timer operation mode. The
operation mode determines the functions of TIOA and TIOB, the clock source, trigger input, and
count operation mode for the corresponding timer. Table 9-2 shows how MDS1 and MDS0
determine timer's operation mode.

Table 9-2, Mode Select 1-0 and Timer Operation

MDS1, MDS0
00 01 10 11
Mode Measurement ~ One-shot Normal Two-phase
TIOB Function External clock  Timer output External clock  Timer output
input inpu,t
TIOA Function External trigger External trigger Timer output Timer output
input input
Clock Input 180,1/649, 1/80,1/640, 1/80,1/649, 1/80,1/64 O,
TCKI, TOUT TOUT TCKI, TOUT TOUT
Count Operation Mode  Free-run Auto-clear Auto-clear Auto-clear
DMA Request Enable Enable Enable Enable (Note 2)
Output Level Enable Enable Enable Disable
Trigger Input TTGI TTGI, TOUT - -

Notes: 1. In measurement mode, timer output to an external device is disabled.

2. If DMA is requested in two-phase output mode, only CCRA can determine DMA
request, interrupt request, and timer output level. See "9.3 Timer Operation”.

3. TCKI: External clock input
TTGI: External trigger input
TOUT: Another channel output (Timer 1 can use timer 2 output as an external clock
input or a trigger input. However, timer 2 cannot use timer 1 output as an external
clock input or a trigger input).
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Clock Source Select 2, 1, 0 (CSS2-CSS0): CSS2-CSS0 determine the timer clock source
(Table 9-3).

Table 9-3. Clock Select 2-0 and Clock Source

CSS2 CSS1 CSS0 Clock Source

0 0 0 189

0 0 1 Reserved (Note)
0 1 0 Reserved (Note)
0 1 1 Reserved (Note)
1 0 0 1/64 @

1 0 1 Reserved (Note)
1 1 0 TCKI

1 1 1 TOUT

Note: Reserved for future ex;;ansion. If a reserved value is specified, the timer operation cannot
be guaranteed.

Trigger Source Select 1, 0 (TSS1-TSS0): TSS1 and TSSO determine the corresponding
timer's trigger input (Table 9-4). "Hardware trigger" starts timer counting by a trigger input
selected by TSS1 and TSSO.

Table 9-4. Trigger Source Select 1, 0 and Trigger Source

TSS1 TSSO Trigger Source

0 0 Reserved (Note)
0o - 1 Reserved (Note)
1 0 TTGI

1 1 TOUT

Note: Reserved for future expansion. If a reserved value is specified, the timer operation cannot
be guaranteed.
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DMA Request (DMA): DMA = 1 enables DMA requests from the corresponding timer to be
sent to the internal DMAC. See "9.5 Timer and On-chip DMAC" for details.

Compare Interrupt Enable (CIE): CIE = 1 enables an interrupt from the corresponding timer
when CCRA or CCRB matches UCR.

Overflow Interrupt Enable (OIE): OIE = 1 enables an interrupt from the corresponding timer
when UCR overflows.

Measurement End Interrupt Enable (MIE): MIE = 1 enables an interrupt from the
corresponding timer at the falling edge of the trigger input in measurement mode.

Output Level A and B (OLA, OLB): OLA determines the output level (level A) for the
corresponding timer after UCR and CCRB match until UCR and CCRA match. OLB determines
the output level (level B) from the start of counting from H'0000 until UCR and CCRB match.
The output level is the same as the value setin OLA or OLB. CCRA must be greater than CCRB.
If CCRA is equal to or less than CCRB, OLA and OLB determine the output level. When the timer
is in two-phase output mode, OLA and OLB must be set to 0.

OLA =1 and OLB = 1 correspond to timer output high level, OLA = 0 and OLB =0 correspond to
timer output low level.

Upcount Eﬁable, Upcount Register Clear (UCE, UCRC)): UCE and UCRC control
timer counting as shown in Table 9-5.

Table 9-5. UCE/UCRC and Counter Operation

UCE UCRC Counter Operation

0 0 Counter stop: Timer stops counting (UCR and output maintained).

1 0 Counter run: Timer continues counting up ("software trigger").
In one-shot mode, timer stops counting after one or two count matches.

* 1 Counter initialization: UCR is set and fixed to H'0000, timer stops counting.
In two-phase mode, output is low; in other modes, output is level B.

Note: * Don't care.

Even if the timer counting is stopped by software control, a trigger input can start it counting again,
unless the timer is in counter initialization mode.
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Stop Point (STP): STP is used when the timer is in one-shot or two-phase output mode. In
one-shot mode, STP determines whether CCRA or CCRB stops the timer. When STP = 1 while
CCRA > CCRB, the timer stops when UCR matches CCRA. When STP = 0 while CCRA >
CCRB, the timer stops when UCR matches CCRB.

When the timer is in two-phase mode, STP determines the phase of the outputs. When STP =0
TIOA precedes TIOB. When STP = 1, TIOB precedes TIOA. See "9.3 Timer Operation" for
details.

9.2.4 Status Register (STR)

Timer 1 and timer 2 have identical 16-bit read-only status registers, STR (Figure 9-3). Itis
initialized to H'0000 at reset. Table 9-6 summarizes CF, OF, and MF flags.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

(- f-J-[-[-J-J-T-]-T-[-]-Tcr[ormr]ows]

Initial Value 0 0 0 0

Read/Write f(_ _R_ R R
O;lr;;utLevel

Status (Note)

0] Timer
output low

1| Timer
output high
Measurement End Flag

0| Measurement
—: Reserved bit 1| Measurement end

Always read as 0. Overflow Flag
Cannot be written. [0] No overflow |
[1] Overflow |

STR is not affected by the RESET instruction. Compare Flag

[0] No count match

Note: In two-phase output mode, OLS indicates the logical OR
of the two output levels.

Figure 9-3. Timer 1 Status Register (STR)
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Compare Flag (CF): CFis set to 1 if CCRA or CCRB matches UCR. CF is cleared to 0 if the
CNTR is read after reading STR.

Overflow Flag (OF): OF is set to 1 if the UCR overflows. OF is cleared to O if the CCRA is
written after reading STR.

Measurement End Flag (MF): MF is set to 1 at the falling edge of a trigger input in
measurement mode. MF is cleared to 0 if the UCR is read after reading STR.

Output Level Status (OLS): OLS indicates the current state of the timer output. When the
output is low, OLS is 0. When the output is high, OLS is 1. In two-phase output mode, OLS is
the logical OR of the two output levels as shown in Figure 9-4.

TIOA Pin [ l [
ToBPin | [ 1 [
oas ] |

Figure 9-4. OLS Flag in Two-Phase Output Mode

Table 9-6. Status Flags' Set and Clear Conditions

Flag Set Condition Clear Condition

CF UCR matches CCRA or CCRB CNTR is read after reading STR while CF = 1.
OF UCR overflows CCRA is written after reading STR while OF = 1.
MF Falling edge of trigger input is UCR is read after readiﬁg STR while MF = 1.

detected in measurement mode.
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9.3 Timer Operation

Timer 1 and timer 2 operate in normal, measurement, one-shot, or two-phase output mode
depending on the MDS1 and MDSO bits' values.

9.3.1 Normal Mode

The timer can generate a rectangular waveform of any duty cycle by using CCRA and CCRB. In
addition, the timer can function as interval timer or event counter. If timer output is required, the
contents of CCRA must be greater than CCRB.

The output level is determined by setting the OLA and OLB bits. The OLB bit determines the
output level from the start of counting until UCR matches CCRB. The OLA bit determines the
output level from when UCR matches CCRB until UCR matches CCRA. Then UCR is cleared to
H'0000. See Figure 9-5. The contents of CCRA must be greater than CCRB. Timer output
continues while UCE = 1.

UCR Value

H'0000

TIOA Pin | |

Level B Level A Level B = Low, Level A = High
Horizontal Axis: Time
Vertical Axis: UCR Value

Figure 9-5. Timer 1 Normal Mode

Note that CCRA can be less than or equal to CCRB if timer output is not required. If so, TIOA
always outputs level B.

9.3.2 Measurement Mode

The MDS1 and MDSO bits in the CNTR can select the measurement mode. In measurement mode,
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the timer can measure high level period of an external trigger input (TIOA) or an external clock
frequency (TIOB). If the timer encounters the rising edge of TIOA, it clears UCR and begins
counting up while TIOA is pulled high. If the timer detects the falling edge of TIOA, it sets MF to
1 and maintains UCR. In measurement mode, since timer operation is controlled by external
trigger input, the UCE bit of CNTR must be cleared. In addition, UCR functions as free-running
counter and it will not be cleared even if it matches CCRA. See Figure 9-6.

External Clock

or O R A O O I N

Internal Clock

External Trigger

1 |
' |
! 1
|

UCR HX00X_ XK H0001 0002/~ YFNNNNY HINNNN + 1
1 7 T
| H0000 !
[ Count up ~——————|
! 1
Clear UCR Set MF to 1

Figure 9-6. Measurement Mode Timing
9.3.3 One-Shot Mode

The MDS1 and MDSO0 bits in the CNTR select the one-shot mode (Figure 9-7). In one-shot mode,
timer 1 stops counting according to the STP bit.

In one-shot mode, the timer can be triggered either by hardware (trigger input) or software (UCE
programming).

Note that CCRA must be greater than CCRB. If CCRA < CCRB, the output level of- TIOB is
always level B.

One Count Match: STP =0 selects one count match. The timer can generate a TIOB falling or

rising edge at any time. At the beginning of counting, TIOB outputs level B. It changes to level A
after the first count match. UCR, then, stops counting and is maintained.
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Note that UCRC of CNTR must be set to 1 to initialize UCR and TIOB before restarting timer
counting by software trigger. However, this operation is not required if timer counting is restarted
by hardware trigger, since TIOB returns to level B on detecting the rising edge of trigger input.

Two Count Match: STP =1 selects two count matches. Timer can generate one-shot pulse of
any duty rate. At the beginning of counting, TIOB outputs level B and changes to level A after the
first count match. It again changes to level B after the second count match. UCR is cleared to
H'0000 and then stops counting.

Trigger: Timer counting is triggered by software or hardware.

« Software trigger: If the UCE bit of CNTR is set to 1, the timer begins counting. Timer stops
counting after one or two count match and UCE is automatically cleared to 0.

¢ Hardware trigger: If the timer detects the rising edge of a specified trigger input, it begins
counting after clearing UCR and setting TIOB to B level. Timer counting is not affected by the
falling edge of the trigger input.

a. Number of Count Matches = 1

RA
UCR !
H'0000 , + :
! ! —+ Time
! 1
]
TIOB output | LevelB ‘ Level A
]
b. Number of Count Matches = 2 E
UCRValue !
CORA f------n T e P R
CCRB === --===-- s e
UCR | | > Time
[}
H'0000 R R
1 1 1
! ! ! Level A = High
[ Level B = Lo
TIOB Output | LevelB [Tovel A|Level B svels =tow
Start by Software Trigger
or
Hardware Trigger

Figure 9-7. One-Shot Mode Timing
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9.3.4 Two-Phase Output Mode

The MDS1 and MDSO bits in the CNTR select the two-phase output mode. In this mode, the timer
outputs two-phase pulses with 50% duty rate. The output levels are not determined by the OLA
and OLB bits. Output levels of both phases begin at 0. Therefore, the OLB and OLA bits must be
cleared to 0. Instead, the STP bit of the CNTR determines the phase of the outputs. TIOA
precedes when STP = 0 and TIOB precedes when STP = 1. See Figure 9-8.

a. CCRA>CCRB
UCR Value

] ]
TIOB L_,___]_?_—l__i_‘_:_—l_
Pin Output | T \ | !
b. CCRA < CCRB or DMA bit = 1 When STP = 0, TIOA precedes TIOB by selected angle.
UCR Value (STP=0)

| ! -
I ! !

ToA | | | [ T
]

Pin Output | ! 1 ! : [
Tios ! i . |
. ] '
Pin Outeut When STP = 0, TIOA precedes TIOB by 90°.
(STP=0)
c. The STP bit is changed during two-phase output mode.
UCR value

CCRA - -t —————————————————————————————————— :
UCR : ‘

CCRB ~-T - oA - === oA = — =T —— = k-

H0000- ! s L SR g

1

N 1 . -l
Change STPOto 1 | Sampling STP

)

1
TIOA precedes ——x—‘TIOB precedes

The STP bit is changed during two-phase pulse output.

Figure 9-8. Two-Phase Output Mode
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TIOA Precedes TIOB by Arbitrary Angle: Variable two-phase output can be obtained if
CCRA > CCRB as shown in Figure 9-8. Output phase changes depending on the CCRA and
CCRB values.

TIOA Precedes TIOB by 90°: In addition, two-phase output of £ 90° can be obtained if
CCRA < CCRB. The timer output is determined only by CCRA.

If the DMA bit of CNTR is set to 1, the timer outputs are determined only by CCRA. At this time,
the timer does not request a DMA transfer even if UCR matches CCRB and the CF bit of STR

remains cleared.

If STP is modified during two-phase output, the bit is sampled when both outputs go low. The
phase change takes place at the next count match and begins from "0, 0".

9.4 Timer Application

The following paragraphs show how to use the timer for various functions. Note that tcyc (sec) is
defined as one @ clock cycle time in the following descriptions.

9.4.1 Interval Timer

Function: Timer requests a count match interrupt every 1024 teyc.

Operating Procedure: It is assumed that the timer uses 1/8 @ clock.

1. Write H'0080 (=1024 + 8) to CCRA.

2. Write H'8084 (normal mode, 1/8 @ clock, count match interrupt enable, count run) to CNTR.
3. Clear CF to enable a next interrupt when a count match interrupt is accepted.

4. Repeat operation 3.
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9.4.2 Event Counter

Function: Timer counts external events (rising edge of TIOB) input.
Operating Procedure:

1. Write HB004 (normal mode, external clock, count run) to CNTR.
2. Read UCR if necessary.

9.4.3 One-Phase Pulse Generator (PWM)

Function: Timer outputs one-phase pulse as shown in Figure 9-9.
Operating Procedure: It is assumed that the timer uses 1/8 @ clock.
1. Write H'0080 (= 1024 + 8) to CCRB.

2. Write H00CO (= 1536 + 8) to CCRA.

3. Write H'800C (normal mode, 1/8 @ clock, level A = 1, level B = 0, count run) to CNTR.

mion ] . M

<—1024 toy o E
1

|
:4—1 536 tcyc—->|

Figure 9-9. One-Phase Pulse Generator Timing
9.4.4 Two-Phase Pulse Generator
' Function: Timer generates two-phase pulse (Figure 9-10).
Operating Procedure: It is assumed that the timer uses 1/8 @ clock.
1. Write H'0080 (= 1024 + 8) to CCRB.

2. Write H'00CO (= 1536 + 8) to CCRA.
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3. Write H'C005 (two-phase output mode, 1/8 @ clock, count run, TIOB precedes) to CNTR.

102410
1536 toye

-+

1_

Figure 9-10. Two-Phase Pulse Generator Timing
9.4.5 190° Two-Phase Pulse Generator
Function: Timer generates two-phase pulse of + 90° as shown in Figure 9-11.
Operating Procedure: It is assumed that the timer uses 1/8 @ clock.
1. Write H'0040 (= 512 + 8) to CCRA.

2. Write H'C004 (two-phase output mode, 1/8 @ clock, count run, TIOA precedes) to CNTR.

TIOA

1

TiOB

T
|
T
|
I
|

|
B12tgye | 512%gyc | 5121yc
I |

S S—

[RUGUI SPINpIN SR —

Figure 9-11. $90° Two-Phase Pulse Generator Timing
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9.4.6 Pulse Width Measurement
Function: Timer measures high level period of an external trigger (TIOA) (Figure 9-12).
Operating Procedure: It is assumed that the timer uses 1/8 @ clock.

1. Write H'0420 (measurement mode, 1/8 @ clock, external trigger, measurement end interrupt
enable, count stop) to CNTR.

2. Input a pulse to be measured through TIOA.
3. Read UCR to obtain high-level period when the timer accepts a measurement end interrupt.

It is calculated as H'80 (128) x 8 = 1024. Note that there is a maximum error of * a clock cycle.
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Figure 9-12. Pulse Width Measurement Timing
9.4.7 Frequency Measurement

Function: Timer measures an external clock (TIOB input) frequency (Figure 9-13).
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Operating Procedure:

1. Write H'3420 (measurement mode, external clock, external trigger, measurement end interrupt
enable, count stop) to CNTR.

2. Input an external trigger through TIOA.

3. Read UCR to obtain an external clock frequency if the timer accepts a measurement end
interrupt.

The external clock frequency is calculated as 1024 + H'80 (= 128) = 8. Accordingly, itis 1/8 @
(Hz).
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Figure 9-13. Frequency Measurement Timing

9.4.8 Software-Triggered One-Shot (1)

Function: Timer is activated by software trigger and TIOB output falls after 1024 teye (Figure
9-14).

Operating Procedure: It is assumed that the timer uses 1/8 @ clock.

1. Write H'0080 (= 1024 + 8) to count compare register (CCRB).
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2. Write H'4014 (one-shot mode, 1/8 @ clock, level B =1, level A =0, count run, one count

match) to count control register (CNTR). TIOB, then, falls after 1024 tcyc'

3. Write H'4012 (counter initialize) to CNTR for bringing TIOB to level B to restart.

Perform operations 2 and 3 to restart.

TIOB pin output : Level B Level A Level B

F— 1024 tgyc oo !
1
Software trigger Counter initialization

Figure 9-14. Software-Triggered One-Shot (1) Timing

9.4.9 Hardware-Triggered One-Shot (1)

Function: Timer is activated by hardware trigger and TIOB output rises after 1024 toye (Figure
9-15).

Operating Procedure: It is assumed that the timer uses 1/8 @ clock.
1. Write H'0080 (= 1024 + 8) to CCRB.

2. Write H'4408 (one-shot mode, 1/8 @ clock, external trigger, level B =0, level A = 1, count
stop, one count match) to CNTR.

3. TIOB rises 1024 tcyc after an external trigger input has risen.

Perform operation 3 to restart. TIOB automatically becomes level B at the rising edge of trigger
input.
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Figure 9-15. Hardware-Triggered One-Shot (1) Timing

9.4.10 Software-Triggered One-Shot (2)

Function: Timer is activated by software trigger and generates one-shot pulse (Figure 9-16).

Operating Procedure: It is assumed that the timer uses 1/8 @ clock.

1. Write H0080 (= 1024 + 8) to CCRB.

2. Write H'0088 (= (1024 + 64) + 8) to CCRA.

3. Write H'4015 (one-shot mode, 1/8 @ clock, level A =0, level B = 1, count run, two count

matches) to CNTR. The timer then generates one-shot pulse.

Perform operation 3 to restart.
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