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OVERVIEW

Imagine for a moment a world where all electronic
communications were instantaneous. A world where
voice, data, and graphics could all be transported via
telephone lines to a variety of computers and receiving
systems. A world where the touch of a finger could
summon information ranging from stock reports to
classical literature and bring it into environments as
diverse as offices and labs, factories and living rooms.

Unfortunately, these promises of the Information Age
still remain largely unfulfilled. While computer tech-
nology has accelerated rapidly over the last twenty
years, the communications methods used to tie the wide
variety of electronic systems in the world together have,
by comparison, failed to keep pace. Faced with a tangle
of proprietary offerings, high costs, evolving standards,
and incomplete technologies, the world is still waiting
for networks that are truly all-encompassing, the miss-
ing links to today’s communications puzzle.

Enter microcommunications—microchip-based digital
communications products and services. A migration of
the key electronics communications functions into sili-
con is now taking place, providing the vital interfaces
that have been lacking among the various networks
now employed throughout the world. Through the evo-
lution of VLSI (Very Large Scale Integration) technolo-
gy, microcommunications now can offer the perform-
ance required to effect these communications interfaces
at affordable costs, spanning the globe with silicon to
eradicate the troublesome bottleneck that has plagued
information transfer during recent years.

“There are three parts to the communications puzzle,”
says Gordon Moore, Intel Chairman and ‘CEO. “The
first incorporates the actual systems that communicate
with each other, and the second is the physical means
to connect them—such as cables, microwave technolo-
gy, or fiber optics. It is the third area, the interfaces
between the systems and the physical links, where sili-
con will act as the linchpin. That, in essence, is what
microcommunications is all about.”

THE COMMUNICATIONS
BOTTLENECK

Visions of global networks are not new. Perhaps one of
the most noteworthy of these has been espoused by Dr.
Koji Kobayashi, chairman of NEC Corporation. His
view of the future, developed over the nearly fifty years
of his association with NEC, is known as C&C (Com-
puters and Communications). It defines the marriage of
passive communications systems and computers as
processors and manipulators of information, providing
the foundation for a discipline that is changing the ba-
sic character of modern society.

Kobayashi’s macro vision hints at the obstacles con-
fronting the future of C&C. When taken to the micro
level, to silicon itself, one begins to understand the
complexities that are involved. When Intel invented the
microprocessor fifteen years ago, the first seeds of the
personal computer revolution were sown , marking an
era that over the last decade has dramatically influ-
enced the way people work and live. PCs now prolifer-
ate in the office, in factories, and throughout laboratory
environments. And their “intimidation” factor has less-
ened to where they are also becoming more and more
prevalent in the home, beginning to penetrate a market
that to date has remained relatively untapped.

Thanks to semiconductor technology, the personal
computer has raised the level of productivity in our
society. But most of that productivity has been gained
by individuals at isolated workstations. Group produc-
tivity, meanwhile, still leaves much to be desired. The
collective productivity of organizations can only be en-
hanced through more sophisticated networking
technology. We are now faced with isolated “islands
of automation” that must somehow be developed
into networks of productivity. ‘

But no amount of computing-can meet these challenges
if the corresponding communications technology is not
sufficiently in step. The Information Age can only grow
as fast as the lowest common denominator—which in
this case is the aggregate communications bandwidth
that continues to lag behind our increased computing
power. Such is the nature of the communications bot-
tleneck, where the growing amounts of information we
are capable of generating can only flow as fast as the
limited and incompatible communications capabilities
now in place. Clearly, a crisis is at hand.

BREAKING UP THE BOTTLENECK

Three factors have contributed to this logjam: lack of
industry standards, an insufficient cost/performance
ratio, and the incomplete status of available communi-
cations technology to date.

e Standards—One look at the tangle of proprietary
'systems now populating office, factory, and labora-
tory environments gives a good -indication of the
“inherent difficulty in hooking these diverse systems
" together. And these systems do not merely feature
different architectures—they also represent com-
pletely different levels of computing, ranging from
giant mainframes-at one end of the scale down to
individual microcontrollers on the other.

The market has simply grown too fast to effectively
accommodate the changes that have occurred. Sup-
pliers face the dilemma of meshing product differ-
entiation issues with industry-wide compatibility as
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they develop their strategies; opting for one in the
past often meant forsaking the other. And while
some standards have coalesced; the industry still
faces a technological Tower of Babel, with many
proprietary solutions vying to be recognized in lead-
ership positions.

® Cost/Performance Ratio—While various commu-
nications technologies struggle toward maturity,
the industry has had to cope with tremendous costs
associated with ‘interconnectivity and interopera-
tion. Before the shift to microelectronic interfaces
began to occur, these connections often were pro-
hibitively expensive.
Says Ron Whittier, Intel Vice President and Direc-
tor of Marketing: “Mainframes offer significant
computing and communications power, but at a
price that limits the number of users. What is need-
ed is cost-effective communications solutions to
hook together the roughly 16 million installed PCs
in the market, as well as the soon-to-exist voice/
data terminals. That’s the role of microcommunica-
tions—bringing cost-effective communications solu-
tions to the microcomputer world.”

¢ Incomplete Technology—Different suppliers have
developed many networking schemes, but virtually
all have been fragmented and unable to meet the
wide range of needs in the marketplace. Some of
these approaches have only served to create addi-
tional problems, making OEMs and systems houses
loathe to commit to suppliers who they fear cannot
provide answers at all of the levels of communica-
tions that are now funneled into the bottleneck.

THE NETWORK TRINITY

Three principal types of networks now comprise the
electronic communications marketplace: Wide Area
Networks (WANS), Local Area Networks (LANs), and
Small Area Networks (SANS). Each in its own fashion
is turning to microcommunications for answers to its
networking problems. .

WANs—known by some as Global Area Networks
(GANs)—are most commonly associated with the
worldwide analog telephone system. The category also
includes a number of other segments, such as satellite
and microwave communications, traditional networks
(like mainframe-to-mainframe connections), modems,
statistical multiplexers, and front-end communications
processors. The lion’s share of nodes—electronic net-
work connections—in the WAN arena, however, re-
sides in the telecommunications segment. This is where
the emerging ISDN (Integrated Services Digital Net-
work) standard comes into focus as the most visible
portion of the WAN marketplace. '

The distances over which information may be transmit-
ted via a WAN are essentially unlimited. The goal of
ISDN is to take what is largely an analog global system
and transform it into a digital network by defining the
standard interfaces that will provide connections at
each node. -

These interfaces will allow basic digital communica-
tions to occur via the existing twisted pair of wires that
comprise the telephone lines in place today. This would
bypass the unfeasible alternative of installing complete-
ly new lines, which would be at cross purposes with the
charter of ISDN: to reduce costs and boost perform-
ance through realization of an all-digital network.

The second category, Local Area Networks, represents
the most talked-about link provided by microcommuni-
cations: In their most common form, LANs are com-
prised of—but not limited to—PC-to-PC connections.
They incorporate information exchange over limited
distances, usually not exceeding five kilometers, which
often takes place within the same building or between
adjacent, work areas. The whole phenomenon surround-
ing LAN development, personal computing, and dis-
tributed processing essentially owes its existence to mi-
crocomputer technology, so it is not surprising that this
segment of networking has garnered the attention it has
in microelectronic circles.

Because of that, progress is being made in this area.
The most prominent standard—which also applies to
WANSs and SANs—is the seven-layer Open Systems In-
terconnection (OSI) Model, established by the Interna-
tional Standards Organization (ISO). The model pro-
vides the foundation to which all LAN configurations
must adhere if they hope to have any success in the
marketplace. Interconnection protocols determining
how systems are tied together are defined in the first
five layers. Interoperation concepts are covered in the
upper two layers, defining how systems can communi-
cate with each other once they are tied together.

In the LAN marketplace, a large number of networking
products and philosophies are available today, offering
solutions at various price/performance points. Diverse
approaches such as StarLAN, Token Bus and Token
Ring, Ethernet, and PC-NET, to name a few of the
more popular office LAN architectures, point to many
choices for OEMs and end users. '

A similar situation exists in the factory. While the
Manufacturing Automation Protocol (MAP) standard
is coalescing around the leadership of General Motors,
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Boeing, and others, a variety of proprietary solutions
also abound. The challenge is for a complete set of in-
terfaces to emerge that can potentially tie all of these
networks' together in—and among—the office, factory,
and lab environments.

The final third of the network trinity is the Small Area
Network (SAN). This category is concerned with com-
munications over very short distances, usually not ex-
ceeding 100 meters. SANs most often deal with chip-to-
chip or chip-to-system transfer of information; they are
optimized to deal with real-time applications generally
managed by microcontrollers, such as those that take
place on the factory floor among robots at various
workstations.

SANs incorporate communications functions that are
undertaken via serial backplanes in microelectronic
equipment. While they represent a relatively small mar-
ket in 1986 when compared to WANs and LANs, a
tenfold increase is expected through 1990. SANs will
have the greatest number of nodes among network ap-
plications by the next decade, thanks to their prepon-
derance in many consumer products.

While factory applications will make up a large part of
the SAN marketplace probably the greatest contributor
to growth will be in automotive applications. Micro-
controllers are now used in many dashboards to control
a variety of engine tasks electronically, but they do not
yet work together in organized and efficient networks.
As Intel’s Gordon Moore commented earlier this year
to the New York Society of Security Analysts, when
this technology shifts into full gear during the next dec-
ade, the total automobile electronics market will be
larger than the entire semiconductor market was in
1985.

MARKET OPPORTUNITIES

Such growth is also mirrored in the projections for the
WAN and LAN segments, which, when combined with
SANSs, make up the microcommunications market pie.
According to Intel analysts, the total silicon microcom-
munications market in 1985 amounted to $522 million.
By 1989, Intel predicts this figure will have expanded to
$1290 million, representing a compounded annual
growth rate of 25%.

And although the WAN market will continue to grow
at a comfortable rate, the SAN and LAN pieces of the
pie will increase the most dramatically. Whereas SANs
represented only about 12.5% ($65 million) in 1985,
they could explode to 22.5% ($290 million) of the larg-
er pie by 1989. This growth is paralleled by increases in

the LAN segment, which should grow from 34.5% of
the total silicon microcommunications market in 1985
to 44.5% of the expanded pie in 1989.

Opportunities abound for microcommunications sup-
pliers as the migration to silicon continues. And
perhaps no VLSI supplier is as well-positioned in this
marketplace as Intel, which predicts that 50% of its
products will be microcommunications-related by 1990.
The key here is the corporation’s ability to bridge the
three issues that contribute to the communications bot-
tleneck: standards, cost-performance considerations,
and the completeness of microcomputer and microcom-
munications product offerings.

INTEL AND VLSI: THE
MICROCOMMUNICATIONS MATCH

Intel innovations helped make the microcomputer revo-
lution possible. Such industry “firsts” include the
microprocessor, the EPROM, the E2PROM, the
microcontroller, development systems, and single board
computers. Given this legacy, it is not surprising that
the corporation should come to the microcommunica-
tions marketplace already equipped with a potent arse-
nal of tools and capabilities.

The first area centers on industry standards. As a VLSI
microelectronic leader, Intel has been responsible for
driving many of the standards that are accepted by the
industry today. And when not actually initiating these
standards, Intel has supported other existing and
emerging standards through its longtime “open sys-
tems” philosophy. This approach protects substantial
customer investments and ensures easy upgradability
by observing compatibility with previous architectures
and industry-leading standards.

Such a position is accentuated by Intel’s technology re-
lationships and alliances with many significant names
in the microcommunications field. Giants like AT&T
in the ISDN arena, General Motors in factory network-
ing, and IBM in office automation all are working
closely with Intel to further the standardization of the
communications interfaces that are so vital to the
world’s networking future.

Cost/performance considerations also point to Intel’s
strengths. As a pioneer in VLSI technology, Intel has
been at the forefront of achieving greater circuit densi-
ties and performance on single pieces of silicon: witness
the 275,000 transistors housed on the 32-bit 80386, the
highest performance commercial microprocessor ever
built. As integration has increased, cost-per-bit has de-
creased steadily, marking a trend that remains consist-
ent in the semiconductor industry. And one thing is
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certain: microcommunications has a healthy appetite
for transistors, placing it squarely in the center of the
VLSI explosion. -

But it is in the final area—completeness of technology
and products—where Intel is perhaps the strongest. No
other microelectronic vendor can point to as wide an
array of products positioned across the various seg-
ments that comprise the microelectronic marketplace.
Whether it be leadership in the WAN marketplace as

the number one supplier of merchant telecommunica- -

tions components, strength in SANs with world leader-
ship in microcontrollers, or overall presence in the
LAN arena with complete solutions in components,
boards, software, and systems, Intel is a vital presence
in the growing microcommunications arena.

That leadership extends beyond products. Along with
its own application software, Intel is promoting expan-
sion through partnerships with many different indepen-
dent software vendors (ISVs), ensuring that the neces-
sary application programs will be in place to fuel the
gains provided by the silicon “engines” residing at the
interface level. And finally, the corporation’s commit-
ment to technical support training, service, and its
strong force of field applications engineers guarantees
that it will back up its position and serve the needs that
will continue to spring up as the microcommunications
evolution becomes areality.

Together, all the market segment alluded to in this arti-
cle comprise the world of microcommunications, a
world coming closer together every day as the web of
networking solutions expands—all thanks to the tech-
nological ties that bind, reaching out to span the globe
with silicon. :
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82586
LOCAL AREA NETWORK COPROCESSOR

m Performs Complete CSMA/CD Medium
Access Control Functions
Independently of CPU
— High Level Command Interface

m Supports Established and Emerging

— |EEE 802.3/Ethernet (10BASED5)

— IEEE 802.3/Cheapernet (10BASE2)
— I|BM PC Network
— |EEE 802.3/StarLAN (1BASES5)

— Proprietary CSMA/CD Networks up

to 10 Mbps

m On-Chip Memory Management
— Automatic Buffer Chaining
— Buffer Reclaim After Receipt of Bad

Frames

— Save Bad Frames, Optionally

m Interfaces to 8-bit and 16-bit
Microprocessors

®m Supports Minimum Component
Systems
— Shared Bus Configuration
— Interface to iIAPX 186 and 188
Microprocessors without Glue

m Supports High Performance Systems
— Bus Master, with On-Chip DMA
— 5 MBytes/Sec Bus Bandwidth
— Compatible with Dual Port Memory
— Back to Back Frame Reception at 10
Mbps

m Network Management
— CRC Error Tally
— Alignment Error Tally
— Location of Cable Faults

m Self-Test Diagnostics
— Internal Loopback
— External Loopback
— Internal Register Dump

m 48 Pin DIP and 68 Pin PLCC — Backoft Timer Check
(see “Intel Packaging” Document, Order Number: 231369-001)
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aus <:> CoMMAND x wcromsTauCTIoN
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Figure 1. 82586 Functional Block Diagram

*IBM is a trademark of International Business Machines Corp.

March 1988
11 Order Number: 231246-006
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The 82586 is an intelligent, high performance Local
Area Network coprocessor, implementing the
CSMA/CD access method (Carrier Sense Multiple
Access with Collision Detection). It performs all time-
critical functions independently of the host proces-
sor, which maximizes performance and network
efficiency.

The 82586 performs the full set of |IEEE 802.3
CSMA/CD media access control and channel inter-
face functions including: framing, preamble genera-
tion and stripping, source address generation,
destination address checking, CRC generation and
checking, short frame detection. Any data rate up to
10 Mb/s can be used.

The 82586 features a powerful host system inter-
face. It automatically manages memory structures
with command chaining and bidirectional data chain-
ing. An on-chip DMA controller manages 4 channels
transparently to the user. Buffers containing errored
or collided frames can be automatically recovered.
The 82586 can be configured for 8-bit or 16-bit data
path, with maximum burst transfer rate of 2 or 4
Mbyte/sec. respectively. Memory address space is
16 Mbyte maximum.

The 82586 provides two independent 16 byte FIFOs,
one for receiving and one for transmitting. The
threshold for block transfer to/from memory is pro-
grammable, enabling the user to optimize bus over-
head for a given worst case bus latency.

The 82586 provides a rich set of diagnostic and net-
work management functions including: internal and
external loopbacks, exception condition tallies,
channel activity indicators, optional capture of all
frames regardless of destination address, optional
capture of errored or collided frames, and time do-
main reflectometry for locating faults in the cable.

The 82586 can be used in either baseband or broad-
band networks. It can be configured for maximum
network efficiency (minimum contention overhead)
for any length network operating at any data rate up
to 10 Mbps. The controller supports address field
lengths of 1, 2, 3, 4, 5, or 6 bytes. It can be config-
ured for either the IEEE 802.3/Ethernet or HDLC
method of frame delineation. Both 16-bit and 32-bit
CRC are supported.

The 82586 is fabricated in Intel's reliable HMOS Il
5V technology and is available in a 48 pin DIP or
68 pin PLCC package.

Table 1. 82586 Pin Description

48 Pin DIP | 68 Pin PLCC | Type
Symbol Pin No. Pin No. Level Name and Function
Vco, Vec| 48,36 8,9, 10, 11, System Power: + 5V Power Supply.
61,62 '
Vss, Vss 12,24 26,27, 41, System Ground.
42,43, 44
RESET 34 13 | RESET is an active HIGH internally synchronized signal,
TTL | causing the 82586 to terminate present activity
immediately. The signal must be HIGH for at least four
clock cycles. The 82586 will execute RESET within ten
system clock cycles starting from RESET HIGH. When
RESET returns LOW, the 82586 waits for the first CA to
begin the initialization sequence.
TxD 27 22 0 Transmitted Serial Data output signal. This signal is HIGH
TTL | when not transmitting.
™C 26 23 Transmit Data Clock. This signal provides timing
* information to the internal serial logic, depending upon the
mode of data transfer. For NRZ mode of operation, data is
transferred to the TxD pin on the HIGH to LOW clock
transition.
RxD 25 24 | Received Data Input Signal.
TTL
RxC 23 28 I Received Data Clock. This signal provides timing
* information to the internal shifting logic depending upon the
mode of data transfer. For NRZ data, the state of the RxD
pin is sampled on the HIGH to LOW clock transition.

*See D.C. Characteristics.
1-3
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Table 1. 82586 Pin Description (Continued)

Symbol

48 Pin DIP
Pin No.

68 Pin PLCC
Pin No.

Type
Level

Name and Function

RTS

28

21

0
TTL

Request To Send signal. When LOW, notifies an external
interface that the 82586 has data to transmit. It is forced
HIGH after a Reset and while the Transmit Serial Unit is
not sending data.

O
v
(72

29

20

Active LOW Clear To Send input enables the 82586
transmitter to actually send data. It is normally used as an
interface handshake to RTS. This signal going inactive
stops transmission. It is internally synchronized. If CTS
goes inactive, meeting the setup time to TxC negative
edge, transmission is stopped and RTS goes inactive
within, at most, two TxC cycles.

3

31

18

Active LOW Carrier Sense input used to notify the 82586
that there is traffic on the serial link. It is used only if the
82586 is configured for external Carrier Sense. When so
configured, external circuitry is required for detecting serial
link traffic. It is internally synchronized. To be accepted,
the signal must stay active for at least two serial clock
cycles. ‘ :

O
lw/
|

30

19

Active LOW Collision Detect input is used to notify the
82586 that a collision has occurred. It is used only if the
82586 is configured for external Collision Detect. External
circuitry is required for detecting the collision. It is internally
synchronized. To be accepted, the signal must stay active
for at least two serial clock cycles. During transmission, the
82586 is able to recognize a collision one bit time after
preamble transmission has begun.

INT

38

TTL

Active HIGH Interrupt request signal.

CLK

32

15

MOS

The system clock input from the 80186 or another
symmetrical clock generator.

MN/MX

33

14

When HIGH, MN/MX selects RD, WR, ALE DEN, DT/R
(Minimum Mode). When LOW, MN/MX selects A22, A23,
READY, S0, ST (Maximum Mode). Note: This pin should be
static during 82586 operation.

ADO-AD15

6-11,
13-22

29-33, 36~
40, 45, 48,
49, 50, 58,

54

These lines form the time multiplexed memory address (t1)
and data (t2, t3, tW, t4) bus. When operating with an 8-bit
bus, the high byte will output the address only during T1.
ADO-AD15 are floated after a RESET or when the bus is
not acquired.

A16-A18
A20-A23

1,3-5
45-47

55-57, 59,
63-65

These lines constitute 7 out of 8 most significant address
bits for memory operation. They switch during t1 and stay
valid during the entire memory cycle. The lines are floated
after RESET or when the bus is not acquired. Address
lines A22 and A23 are not available for use in minimum
mode.

A19/S6

58

During t1 it forms line 19 of the memory address. During t2
through t4 it is used as a status indicating that thisis a
Master peripheral cycle, and is HIGH. Its timing is identical

to that of ADO-AD15 during write operation.
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Table 1. 82586 Pin Description (Continued)

Symbol

48 Pin DIP
Pin No.

68 Pin PLCC
Pin No.

Type
Level

Name and Function

HOLD

43

67

0
TTL

HOLD is an active HIGH signal used by the 82586 to
request local bus mastership at the end of the current
CPU bus transfer cycle, or at the end of the current DMA
burst transfer cycle. In normal operation, HOLD goes
inactive before HLDA. The 82586 can be forced off the
bus by HLDA going inactive. In this case, HOLD goes
inactive within four clock cycles in word mode and eight
clock cycles in byte mode.

HLDA

42

68

HLDA is an active HIGH Hold Acknowledge signal
indicating that the CPU has received the HOLD request
and that bus control has been relinquished to the 82586. It
is internally synchronized. After HOLD is detected as
LOW, the processor drives HLDA LOW. Note,
CONNECTING Vg TO HLDA IS NOT ALLOWED
because it will cause a deadlock. Users wanting to give
permanent bus access to the 82586 should connect
HLDA with HOLD.

35

12

The CA pin is a Channel Attention input used by the CPU
to initiate the 82586 execution of memory resident
Command Blocks. The CA signal is synchronized
internally. The signal must be HIGH for at least one
system clock period. It is latched internally on HIGH to
LOW edge and then detected by the 82586.

sy
. m

44

66

The Bus High Enable signal (BHE) is used to enable data
onto the most significant half of the data bus. Its timing is
identical to that of A16—A23. With a 16-bit bus it is LOW
and with an 8-bit bus it is HIGH. Note: after RESET, the
82586 is configured to 8-bit bus.

READY

39

This active HIGH signal is the acknowledgement from the
addressed memory that the transfer cycle can be
completed. While LOW, it causes wait states to be
inserted. This signal must be externally synchronized with
the system clock. The Ready signal internal to the 82586
is a logical OR between READY and SRDY/ARDY.

ARDY/SRDY

37

This active HIGH signal performs the same function as
READY. If it is programmed at configure time to SRDY, it
is‘identical to READY. If it is programmed to ARDY, the
positive edge of the Ready signal is internally
synchronized. Note, the negative edge must still meet
setup and hold time specifications, when in ARDY mode.

‘| The ARDY signal must be active for at least one system

clock HIGH period for proper strobing. The Ready signal
internal to the 82586 is a logical OR between READY (in
Maximum Mode only) and SRDY/ARDY. Note that
following RESET, this pin assumes ARDY mode.

1-5
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Table 1. 82586 Pin Description (Continued)

Symbol

48 Pin DIP
Pin No.

68 Pin PLCC
Pin No.

Type
Level

Name and Function

8
— |

40,41

4,3

0
TTL

Maximum mode only. These status pins define the type of
DMA transfer during the current memory cycle. They are
encoded as follows:
ST S0
0 0 Not Used
-0 1 Read Memory
1 0 Write Memory
1 1 Passive :
Status is active from the middle of t4 to the end of t2. They -

.return to the passive state during t3 or during tW when

READY or ARDY is HIGH. These signals can be used by
the 8288 Bus Controller to generate all memory control and
timing signals.* Any change from the passive state, signals

| the 8288 to start the next t1 to t4 bus cycle. These pins are

pulled HIGH and floated after a system RESET and when
the bus is not acquired.

46

64

Used-in minimum mode only. The read strobe indicates that
the 82586 is performing a memory read cycle. RD is active-
LOW during t2, t3 and tW of any read cycle. This signal is
pulled HIGH and floated after a RESET and when the bus is
not acquired.

45

65

Used in minimum mode only. The write strobe indicates that
the 82586 is performing a write memory cycle. WR is active
LOW during t2, t3 and tW of any write cycle. It is pulled
HIGH and floats after RESET and when the bus is not
acquired. :

ALE

39

Used in minimum mode only. Address Latch Enable is
provided by the 82586 to latch the address into the
8282/8283 address latch. It is a HIGH pulse, during t1
(‘clock low’) of any bus cycle. Note that ALE is never
floated.

O
m
Z

40

Used in minimum mode only. Data ENable is provided as
output enable for the 8286/8287 transceivers in a stand-

| alone (no 8288) system. DEN is active LOW during each

memory access. For a read cycle, it is active from the
middle of 2 until the beginning of t4. For a write cycle, it is
active from the beginning of t2 until the middle of t4. Itis
pulled HIGH and floats after a system RESET or when the
bus is not acquired.

DT/R

4

TTL

Used in minimum mode only. DT/R is used in non-8288
systems using an 8286/8287 data bus transceiver. It
controls the direction of data flow through the Transceiver.
Logically, DT/R is equivalent to S1. It becomes valid in the
t4 preceding a bus cycle and remains valid until the final t4
of the cycle. This signal is pulled HIGH and floated after a
RESET or when the bus is not acquired.

NOTE:

*8288 does not support 10 MHz operation.
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82586/HOST CPU INTERACTION

Communication between the 82586 and the host is
carried out via shared memory. The 82586’s on-chip
DMA capability allows autonomous transfer of data
blocks (buffers, frames) and relieves the CPU of
byte transfer overhead. The 82586 is optimized to
interface the iAPX 186, but due to the small number
of hardware signals between the 82586 and the
CPU, the 82586 can operate easily with other proc-
essors. The 82586/host interaction is explained
separately in terms of the logical interface and the
hardware bus interface.

The 82586 consists of two independent units: Com-
mand Unit (CU) and Receive Unit (RU). The CU exe-
cutes commands from shared memory. The RU
handles all activities related to frame reception. The
CU and RU enable the 82586 to engage in the two
types of activities simultaneously: the CU may be
fetching and executing commands out of memory,
and the RU may be storing received frames in mem-
ory. CPU intervention is only required after the CU
executes a sequence of commands or the RU stores
a sequence of frames.

The only hardware signals that connect the CPU and
the 82586 are INTERRUPT and CHANNEL ATTEN-
TION (see Figure 3). Interrupt is used by the 82586
to draw the CPU’s attention to a change in the con-
tents of the SCB. Channel Attention is used by the
CPU to draw the 82586’s attention.

82586 SYSTEM MEMORY
STRUCTURE

The Shared Memory structure consists of four parts:
Initialization Root, System Control Block (SCB),

Command List, and Receive Frame Area (RFA) (see
Figure 4).

The Initialization Root is at a predetermined location
in the memory space, (OFFFFF6H), known to both
the host CPU and the 82586. The root is accessed
at initialization and points to the System Control
Block.

The System Control Block (SCB) functions as a bidi-
rectional mail drop between the host CPU, CU and
RU. It is the central element through which the CPU
and the 82586 exchange control and status informa-
tion. The SCB consists of two parts, the first of
which entails instructions from the CPU to the
82586. These include: control of the CU and RU
(START, ABORT, SUSPEND, RESUME), a pointer
to the list of commands for the CU, a pointer to the
receive frame area, and a set of Interrupt acknowl-
edge bits. The second entails status information
keyed by the 82586 to the CPU, including: state of
the CU and RU (e.g. IDLE, ACTIVE READY, SUS-
PENDED, NO RECEIVE RESOURCES), interrupts
bits (command completed, frame received, CU not
ready, RU not ready), and statistics (see Figure 4).

The Command List serves as a program for the CU.
Individual commands are placed in memory units
called a Command Block, or CB. CB'’s contain com-
mand specific parameters and command specific
statuses. Specifically, these high level commands
are called Action Commands (e.g. Transmit, Config-
ure).

A specific command, Transmit, causes transmission
of a frame by the 82586. The Transmit command
block includes Destination Address, Length Field,
and a pointer to a list of linked buffers that holds the
frame to be constructed from several buffers scat-
tered in memory. The Command Unit performs with-

CHANNEL ATTENTION

CA

CPU

INTERRUPT

SHARED MEMORY

INITIALIZATION
ROOT

1

" SYSTEM CONTROL
BLOCK (SCB):
“MAILBOX”

-

i

RECEIVE
FRAME

COMMAND
LisT

231246-3

Figure 3. 82586/Host CPU Interaction
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Figure 4. 82586 Shared Memory Structure

out the CPU intervention, the DMA of each buffer
and the prefetching of references to new buffers in
parallel. The CPU is notified only after successful
transmission or retransmission.

The Receive Frame Area is a list of Free Frame De-
scriptors (Descriptors not yet used) and a list of buff-
ers prepared by the user. It is conceptually distinct
from the Command List. Frames arrive without being
solicited by the 82586. The 82586 must be prepared
to receive them even if it is engaged in other activi-
ties and to store them in the Free Frame Area. The
Receive Unit fills the buffers upon frame reception
and reformats the Free Buffer List into received
frame structures. The frame structure is virtually
identical to the format of the frame to be transmitted.
The first frame descriptor is referenced by SCB. A
Frame Descriptor and the associated Buffer De-
scriptor wasted upon receiving a Bad Frame (CRC
or Alignment errored, Receive DMA overrun errored,
or Collision fragmented frame) are automatically re-
claimed and returned to the Free Buffer List, unless
the chip is configured to Save Bad Frames.

Receive buffer chaining (i.e. storing incoming frames
in a linked list of buffers) improves memory utiliza-
tion significantly. Without buffer chaining, the user
must allocate consecutive blocks of the maximum
frame size (1518 bytes in Ethernet) for each frame.
Taking into account that a typical frame size may be
about 100 bytes, this practice is very inefficient. With
buffer chaining, the user can allocate small buffers
and the 82586 uses only as many as needed.

In the past, the drawback of buffer chaining was the
CPU processing overhead and the time involved in
the buffer switching (especially at 10 Mb/s). The
82586 overcomes this drawback by performing buff-
er management on'its own for both transmission and
reception (completely transparent to the user).

The 82586 has a 22-bit memory address range in
minimum mode and 24-bit memory address range in
maximum mode. All memory structures, the System
Control Block, Command List, Receive Descriptor
List, and all buffer descriptors must reside within one
64K-byte memory segment. The Data Buffers can
be located anywhere in the memory space.
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TRANSMITTING FRAMES

The 82586 executes high level action commands
from the Command List in external memory. Action
commands are fetched and executed in parallel with
the host CPU’s operation, thereby significantly im-
proving system performance. The general action
commands format is shown in Figure 5.

COMMAND STATUS
CRELBS"
COMMAND
LINK FIELD NEXT
(POINTER TO NEXT COMMAND) ) COMMAND
PARAMETER FIELD
(COMMAND-SPECIFIC
PARAMETERS)
231246-5

Figure 5. Action Command Format

Message transmission is accomplished by using the
Transmit command. A single Transmit command
contains, as part of the command-specific parame-
ters, the destination address and length field for the
transmitted frame along with a pointer to a buffer
area in memory containing the data portion of the
frame. (See Figure 15.) The data field is contained in
a memory data structure consisting of a Buffer De-
scriptor (BD) and Data Buffer (or a linked list of buff-
er descriptors and buffers) as shown in Figure 6. The
BD contains a Link Field which points to the next BD
on the list and a 24-bit address pointing to the Data
Buffer itself. The length of the Data Buffer is speci-
fied by the Actual Count field of the BD.

Using the BD’s and Data Buffers, multiple Data Buff-
ers can be ‘chained’ together. Thus, a frame with a
long Data Field can be transmitted using multiple
(shorter) Data buffers chained together. This chain-
ing technique allows the system designer to develop
efficient buffer management policies.

The 82586 automatically generates the preamble
(alternating 1’s and 0’s) and start frame delimiter,
fetches the destination address and length field from
the Transmit command, inserts its unique address
as the source address, fetches the data field from

TRANSMIT (BD)

ACTUAL COUNT

NEXT BUFFER DESCRIPTOR
LNKFELD ;

DB ADDRESS
(24 BITS)

DATA
BUFFER (DB)

231246-6

Figure 6. Data Buffer Descriptor
and Data Buffer Structure

buffers pointed to by the Transmit command, and
computes and appends the CRC at the end of the
frame. See Figure 7.

The 82586 can be configured to generate either the
Ethernet or HDLC start and end frame delimiters. In
the Ethernet mode, the start frame delimiter is
10101011 and the end frame delimiter indicated by
the lack of a signal after transmitting the last bit of
the frame check sequence field. When in the HDLC
mode, the 82586 will generate the 01111110 ‘flag’
for the start and end frame delimiters and perform
the standard ‘bit stuffing/stripping’. In addition, the
82586 will optionally pad frames that are shorter
than the specified minimum frame length by append-
ing the appropriate number of flags to the end of the
frame.

In the event of a collision (or collisions), the 82586
manages the entire jam, random wait and retry pro-
cess, reinitializing DMA pointers without CPU inter-
vention. Multiple frames can be sent by linking the
appropriate number of Transmit commands togeth-
er. This is particularly useful when transmitting a
message that is larger than the maximum frame size
(1518 bytes for Ethernet).

RECEIVING FRAMES

In order to minimize CPU overhead, the 82586 is
designed to receive frames without CPU supervi-
sion. The host CPU first sets aside an adequate

START
PREAMBLE| FRAME ADSSL S(A)B’SSE
- DELIMITER

LENGTH | DATA | FRAME |} END
FIELD FIELD CHECK | ‘FRAME
, SEQUENCE | DELIMITER

Figure 7. Frame Format
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Figure 8. Receive Frame Area Diagram ‘

amount of receive buffer space and then enables
the 82586’s Receive Unit. Once enabled, the RU
‘watches’ for any of its frames which it automatically RECEIVE FRAME STATUS
stores in the Receive Frame Area (RFA). The RFA
consists of a Receive Descriptor List (RDL) and a list NEXT RECEIVE
of free buffers called the Free Buffer List (FBL) as LINK FIELD T~ FRAME DESCRIPTOR
shown in Figure 8. The individual Receive Frame ‘
Descriptors that make up the RDL are used by the BUFFER DESCRIPTOR o}——+ BUFFER DESCRIPTOR
82586 to store the destination and source address, LINK FIELD
length field and status. of each frame that is re-
ceived. (Figure 9.) DESTINATION ADDRESS
The 82586, once enabled, checks each passing
frame for an address match. The 82586 will recog- SOURCE ADDRESS
nize its own unique address, one or more multicast
addresses or the broadcast address. If a match oc- LENGTH FIELD
curs, it stores the destination and source address

and length field in the next available RFD. It then
begins filling the next free Data Buffer on the FBL
(which is pointed to by the current RFD) with the
data portion of the incoming frame. As one DB is
filled, the 82586 automatically fetches the next DB
on the FBL until the entire frame is received. This
buffer chaining technique is particularly memory effi-
cient because it allows the system designer to set
aside buffers that fit a frame size that may be much
shorter than the maximum allowable frame.

231246-8

Figure 9. Receive Frame Descriptor

Once the entire frame is received without error, the
82586 performs the following housekeeping tasks:

e Updates the Actual Count field of the last Buffer
Descriptor used to hold the frame just received
with the number of bytes stored in its associated
Data Buffer.
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e Fetches the address of the next free Receive
Frame Descriptor.

e Writes the address of the next free Buffer De-
scriptor into the next free Receive Frame De-
scriptor.

® Posts a ‘Frame Received’ interrupt status bit in
the SCB.

¢ |nterrupts the CPU.

In the event of a frame error, such as a CRC error,
the 82586 automatically reinitializes its DMA point-
ers and reclaims any data buffers containing the bad
frame. As long as Receive Frame Descriptors and
data buffers are available, the 82586 will continue to
receive frames without further CPU help.

82586 NETWORK MANAGEMENT AND
DIAGNOSTIC FUNCTIONS

The behavior of data communication networks is
typically very complex due to their distributed and
asynchronous nature. It is particularly difficult to pin-
point a failure when it occurs. The 82586 was de-
signed in anticipation of these problems and
includes a set of features for improving reliability and
testability.

The 82586 repoﬁs on the following events after
each frame transmitted:

e Transmission successful.
* Transmission unsuccessful; lost Carrier Sense.
e Transmission unsuccessful; lost Clear-to-Send.

e Transmission unsuccessful; DMA underrun be-
cause the system bus did not keep up with the
transmission.

e Transmission unsuccessful; number of collisions
exceeded the maximum allowed.

The 82586 checks each incoming frame and reports
on the following errors, (if configured to ‘Save Bad
Frame’):

e CRC error: incorrect CRC in a well aligned frame.

e Alignment error: incorrect CRC in a misaligned
frame.

® Frame too short: the frame is shorter than the
configured value for minimum frame length.

e Overrun: the frame was not completely placed in
memory because the system bus did not keep up
with incoming data.

o Qut of buffers: no memory resources to store the
frame, so part of the frame was discarded.

NETWORK PLANNING AND
MAINTENANCE

To perform proper planning, operation, and mainte-
nance of a communication network, the network
management entity must accumulate information on
network behavior. The 82586 provides a rich set of
network-wide diagnostics that can serve as the ba-
sis for a network management entity.

Network Activity information is provided in the status
of each frame transmitted. The activity indicators
are:

o Number of collisions: number of collisions the
82586 experienced in attempting to transmit this
frame.

e Deferred transmission: indicates if the 82586 had
to defer to traffic on the link during the first trans-
mission attempt.

Statistics registers are updated after each received
frame that passes the address filtering, and is longer
than the Minimum Frame Length configuration pa-
rameter.

® CRC errors: number of frames that experienced a
GRC error and were properly aligned.

e Alignment errors: number of frames that experi-
enced a CRC error and were misaligned.

® No-resources: number of correct frames lost due
to lack of memory resources.

e Qverrun errors: number of frame sequences lost
due to DMA overrun.

The 82586 can be configured to Promiscuous Mode.
In this mode it captures all frames transmitted on the
Network without checking the Destination Address.
This is useful in implementing a monitoring station to
capture all frames for analysis.

The 82586 is capable of determining if there is a
short or open circuit anywhere in the Network using
the built in Time Domain Reflectometer (TDR) mech-
anism.

STATION DIAGNOSTICS

The chip can be configured to External Loopback.
The transmitter to receiver interconnection can be
placed anywhere between the 82586 and the link to
locate faults, for example: the 82586 output pins, the
Serial Interface Unit, the Transceiver cable, or in the
Transceiver.
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The 82586 has a mechanism recognizing the trans-
ceiver ‘heart beat’ signal for verifying the correct op-
eration of the Transceiver's collision detection cir-
cuitry.

82586 SELF TESTING

The 82586 can be configured to Internal Loopback.
It disconnects itself from the Serial Interface Unit,
and any frame transmitted is received immediately.
The 82586 connects the Transmit Data to the Re-
ceive Data signal and the Transmit Clock to the Re-
ceive Clock.

The Dump Command causes the chip to write over
100 bytes of its internal registers to memory.

The Diagnose command checks the exponential
Backoff random number generator internal to the
82586.

CONTROLLING THE 82586

The CPU controls operation of the 82586’s Com-
mand Unit (CU) and Receive Unit (RU) of the 82586
via the System Control Block.

THE COMMAND UNIT (CU)

The Command Unit is the logical unit that executes
Action Commands from a list of commands very
similar to a CPU program. A Command Block (CB) is
associated with each Action Command.

The CU can be modeled as a logical machine that
takes, at any given time, one of the following states:

e IDLE—CU is not executing a command and is not
associated with a CB on the list. This is the initial
state.

e SUSPENDED—CU is not executing a command
but (different from IDLE) is associated with a CB
on the list.

e ACTIVE—CU is currently executing an Action
Command, and points to its CB.

The CPU may affect the CU operation in two ways:
issuing a CU control Command or setting bits in the
COMMAND word of the Action Command.

THE RECEIVE UNIT (RU)

The Receive Unit is the logical unit that receives
frames and stores them in memory.

The RU is modeled as a logical machine that takes,
at any given time, one of the following states:

¢ |IDLE—RU has no memory resources and is dis-
carding incoming frames. This is the initial RU
state.

o NO-RESOURCES—RU has no memory resourc-
es and is discarding incoming frames. This state
differs from the IDLE state in that RU accumu-
lates statistics on the number of frames it had to
discard. ‘ ‘

e SUSPENDED—RU has free memory resources
to store incoming frames but discard them any-
way.

15 ODDBYTE EVENBYTE 0
v T v T L) v 1
STAT 0 cus 0 RUS o o f o o|&hwus
L [l i 1 L L L
LA L v Y 1 Ll R BJ ] scB+2
I \ I Y ICORE N\ et
L Il L L 'l ] i
CBLOFFSET scB+4
RFA OFFSET sca+s
CRCERRS scB+8
ALNERRS ScB+10
_RSCERRS scB+ 12
OVRNERRS scB+14
231246-9

Figure 10. System Control Block (SCB) Format
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e READY—RU has free memory resources and
stores incoming frames.

The CPU may affect RU operation in three ways:
- issuing an RU Control Command, setting bits in
Frame Descriptor, FD, COMMAND word of the
frame currently being received, or setting EL bit of
Buffer Descriptor, BD, of the buffer currently being
filled.

SYSTEM CONTROL BLOCK (SCB)

The System Control Block is the communication
mail-box between the 82586 and the host CPU. The
SCB format is shown in Figure 10.

The host CPU issues Control Commands to the
82586 via the SCB. These commands may appear
at any time during routine operation, as determined
by the host CPU. After the required Control Com-
mand is setup, the CPU sends a CA signal to the
82586.

SCB is also used by the 82586 to return status infor-
mation to the host CPU. After inserting the required
status bits into SCB, the 82586 issues an Interrupt to
the CPU.

The format is as follows:
STATUS word: Indicates the status of the 82586.

This word is modified only by the 82586. Defined bits
are:

e A.command in the CBL
having its ‘I’ (interrupt) bit
set has been executed.

¢ A frame has been received.

® The Command Unit left the
Active state.

* The Receive Unit left the
Ready state.

© (3 bits) this field contains
the status of the Command
Unit.

Valid values are:

0 —Idle

1 — Suspended
2 — Active

3-7. —NotUsed

® (3 bits) this field contains
the status of the Receive
Unit. Valid values are:

0 —Ildle
— Suspended
- — No Resources
— Not Used :
— Ready

cX | (Bit15)

FR
CNR

(Bit 14)
(Bit 13)
RNR | (Bit12)

CUS | (Bits8-10)

RUS | (Bits 4—6)

1
2
3
4
5-

7 — Not Used

COMMAND word: Specifies the action:to be per-
formed as a result of the CA. This word is set by the
CPU and cleared by the 82586. Defined bits are:

Bit15)
(Bit 14)
it 13)

e Acknowledges the
command executed event.

o Acknowledges the frame
received event.

e Acknowledes that the
Command Unit became not
ready.

e Acknowledges that the
Receive Unit became not
ready.

© (3 bits) this field contains
the command to the
Command Unit.

* NOP (doesn't affect current
state of the unit).

o Start execution of the first
command on the CBL. If a
command is in execution,
then complete it before
starting the new CBL. The
beginning of the CBL is in
CBLOFFSET.: )

* Resume the operation of
the command unit by
executing the next
command. This operation
assumes that the
command unit has'been
previously suspended.

e Suspend execution of
commands on CBL after
current command is
complete.

® Abort execution of
commands immediately.

® Reserved, illegal for use.

® (3 bits) This field contains
the command to the
receive unit. Valid values
are: : .

© NCP (does not alter current
state of unit).

o Start reception of frames. If
a frame is being received,
then complete reception
before starting. The
beginning of the RFA is
contained in the RFA .
OFFSET.

® Resume frame receiving

" (only when'in suspended
state.) -

o Suspend frame receiving. If
a frame is being received,
then complete its reception
before suspending.

® Abort receiver operation
immediately.

® Reserved, illegal for use.

® Reset chip (logically the
same as hardware

ACK-CX
ACK-FR
ACK-CNA

ACK-RNR | (Bit 12)

cuc (Bits 8-10)

4

5-7

RUC (Bits 4-6).

5-7

RESET |(Bit7)

RESET).

1-13
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CBL-OFFSET:

Gives the 16-bit offset ’ad&ress of the first c;nmmand
(Action Command) in the command list to be execut-

ed following CU-START. Thus, the 82586 reads this -

word only if the CUC field contamed a CU-START
Control Command.

RFA-OFFSET:

Points to the first Receive Frame Descriptor in the
Receive Frame Area.

CRCERRS:

CRC Erors - contains the number of properly
aligned frames received with a CRC error.
ALNERRS: v

Ahgnment Errors - contains the number of misa-
ligned frames received with a CRC error.
RSCERRS:

Resource Errors - records the number of correct in-
coming frames discarded due to lack of memory
resources (buffer space or received frame descrip-
tors).

OVRNERRS:

Overrun' Errors - counts the number of received
frame sequences lost because the memory bus was
not available in time to transfer them.

ACTION COMMANDS

The 82586 exscutes a ;program’ that is made up of
action commands in the Command List. As shown in

Figure 5, each command contains the command
field, status and control fields, link to the next action
command in the CL, and any command-speclfic pa-
rameters. This command format is called the Com-
mand Block. .

The 82586 has a repertoire of 8 commands

NOP

Setup Individual Address
Configure

Setup Muilticast Address
Transmit

TDR

Diagnose

Dump

NOP |

This command results in no action by the 82586,
except as performed.in normal command process-
ing. It is present to aid in Command List manipula-
tion.

NOP command includes the following fields:

STATUS word (written by 82586):

C (Bit 15) © Command Completed
B (Bit 14) ® Busy Executing Command
OK (Bit 13) © Error Free Completion
COMMAND word:
EL (Bit 15) * End of Command List
S 1 (Bit 14) ® Suspend After Completion
| (Bit 13) . Interrupt After Completion
CMD | (Bits 0-2) | ° NOP 0

LINK OFFSET: Address of next Command Block

7

15 ODD BYTE

EVENBYTE 0

¢ |8 |cx]a

0
(STATUS)

EL s |

////////// e

2
(COMMAND) .

LINK OFFSET

4

231246-10

Figure 11. The NOP Command Block
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IA-SETUP

This command loads the 82586 with the Individual
Address. This address is used by the 82586 for rec-

ognition of Destination Address during reception and
insertion of Source Address during transmission.

The IA-SETUP command includes the following
fields:

15 ODD BYTE EVENBYTE 0
c |8 |ok]| a zeros (sTatuS)
L] v
_ 2
Bl s CMD = 1 (COMMAND)
1 i
LINK OFFSET 4
2ND BYTE : 1ST BYTE 6
'
. .
INDIVIDUAL ADDRESS 8
1
- ! ——-
' 10
NTH BYTE !
231246-11

STATUS word (written by 82586).

C (Bit 15) ® Command Completed
B (Bit 14) ® Busy Executing Command
OK | (Bit13) ® Error Free Completion
A (Bit 12) ® Command Aborted
COMMAND word:
EL (Bit 15) e End of Command List
S (Bit 14) © Suspend After Completion
| (Bit 13) * Interrupt After Completion
CMD | (Bits0-2) |  IA-SETUP = 1

LINK OFFSET: Address of next Command Block

INDIVIDUAL ADDRESS: Individual Address param-
eter

The least significant bit of the Individual Address pa-
rameter must be zero for IEEE 802.3/Ethernet.
However, no enforcement of 0 is provided by the
82586. Thus, an Individual Address with least signifi-
cant bit 1, is possible.

CONFIGURE

The CONFIGURE command is used to update the
82586 operating parameters.

Figure 12. The IA-SETUP Command Block

The CONFIGURE command includes the following
fields:

STATUS word (written by 82586):

C (Bit 15) ¢ Command Completed
B (Bit 14) ® Busy Executing Command
OK (Bit 13) ® Error Free Completion
A (Bit 12) e Command Aborted
COMMAND word:
EL (Bit 15) ® End of Command List
S (Bit 14) ® Suspend After Completion
| (Bit 13) ¢ |nterrupt After Completion
CMD | (Bits 0-2) | e Configure = 2

LINK OFFSET: Address of next Command Block

Byte 6-7:

BYTE CNT | (Bits 0-3) | ® Byte Count, Number of
bytes including this one,
holding the parameters to
be configured. A number .
smallerthan4is
interpreted as 4. A
number greater than 12 is

interpreted as 12.
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15. ODDBYTE EVENBYTE o
c B | ok A ZEROS 00
EL S ] (l:MD = '2 02
1 1
LINK OFFSET 04
' FIFO' LM ' ' BVT; CNT ' 06
TLE] e [ ] wonen [ g
INTERFRAME SPACING I Bof ACR ' LIN PRIO oA
- T Y = = 4 1 L .
RETRY NUM SLTTM (H) SLOT TIME (L) oc
g e g e [eo]m[ow]adoe] W] as
MIN FRM LEN 10
231246-13
Figure 13. The CONFIGURE Command Block
FIFO-LIM (Bits 8—-11) | ® Value of FIFO 1 e Address and Length
Threshold. Fields are part of the
Byte 8-9: Transmit/Receive data
yte 8- buffers, including
SRDY/ARDY | (Bit 6) Source Address (which
0 * SRDY/ARDY pin is not inserted by the
operates as ARDY 82586). ‘
(internal PREAM- (Bits ® Preamble Length
synchronization). LEN 12-13) including Beginning of
1 e SRDY/ARDY pin Frame indicator:
operates as SRDY 00 - 2 bytes
(external 01 -4 bytes
synchronization). 10 - 8 bytes
SAV-BF (Bit 7) . 11 - 16 bytes
0 ® Received bad INT-LPBCK | (Bit 14) ® |nternal Loopback
frames are not saved EXT-LPBCK | (Bit 15) | ® External Loopback.
in memory. NOTE: Bits 14 and 15
1 ® Received bad configured to 1, cause
frames are saved in Internal Loopback.
memory. N
ADD-LEN | (Bits 8-10) | ® Number of address Byte 10-11:
byes. NOTE: 7 is LIN-PRIO |(Bits 0-2)| e Linear Priority
interpreted as 0. ACR (Bits 4-6) | ® Accelerated Contention
AL-LOC (Bit11) Resolution (Exponential
0 e Address and Length Priority)
Fields separated BOF-MET |(Bit7) ® Exponential Backoff
from data anq Method
associated with 0 - IEEE 802.3/Ethernet
Transmit Command 1 - Alternate Method
Block or Receive -
Frame Descriptor.
For transmitted
Frame, Source
Address is inserted
by the 82586.
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INTER (Bits 8-15) | ® Number indicating CDTF (Bits ¢ Collision Detect
FRAME the Interframe 12-14 Filter in Bit Times
SPACING Spacing in TxC CDT-SRC | (Bit 15) * Collision Detect
period units. Source
Byte 12-13: 0 ¢ Extemnal
1 o |nternal
SLOT- (Bits 0-7) | ® Slot Time Number,
TIME (L) Low Byte Byte 16:
SLT-TM (H) | (Bits 8-10) | ® Slot Time Number, MIN-FRM- | (Bits 0-7) | ® Minimum Number of
High Bits Bytes in a Frame
RETRY- (Bits ® Maximum Number of
NUM 12-15) Transmission Retries .
on Collisions CONFIGURATION DEFAULTS
Byte 14-15: . .
The default values of the configuration parameters
PRM (Bit0) * Promiscuous Mode are compatible with the IEEE 802.3/Ethernet Stan-
BC-DIS (Bit 1) ¢ Broadcast Disable dards. RESET configures the 82586 according to
MANCH/ (Bit 2) ® Manchester or NRZ the defaults shown in Table 2.
NRZ ¢ Encoding/Decoding
0 e NRZ Table 2. 82586 Default Values
1 * Manchester Preamble Length (Bytes) = 8
TONO-CRS | (Bit 3) . Traqsmit on No Address Length (Bytes) = 6
0 . g::'s:' '?;zZ?nission Broadcast Disable = 0
: on | CRC-16/CRC-32 = 0
glﬁs; (é:)aer:elnamlve No CRC Insertion = 0
. Transmission Bltstu_fﬂng/EOC = 0
1 ¢ Continue Padding = 0
Transmission Even if Mln-Frame-Length (By’(es) = 64
no Cdrrier Sense Interframe Spacing (Bits) = 96
NCRC-INS | (Bit 4) ® No CRC Insertion . Slot Time (Bits) = 512
CRC-16 (Bit 5) ® CRC Type: Number of Retries = 15
0 * 32 bit Autodin Il CRC Linear Priority = 0
Polynomial Accelerated Contention Resolution = 0
1 e 16 bit CCITT CRC Exponential Backoff Method = 0
Polynomial Manchester/NRZ = 0
BT-STF (Bit 6) e Bitstuffing: Internal CRS = 0
0 ® End of Carrier Mode CRS Filter = 0
(Ethernet) Internal CDT = Y
1 ¢ HDLC like Bitstuffing CDT Filter = 0
Mode Transmit On No CRS = 0
PAD (Bit7) * Padding FIFO THRESHOLD = 8
0  No Padding SRDY/ARDY = 0
1 * Perform Padding by Save Bad Frame = 0
Transmitting Flags Address/Length Location = 0
fscirozﬁ_ﬁrs‘zlnder of INT Loopback = 0
: . . . EXT Loopback . = 0
CRSF, 1 ‘B'ts 8-9) | ¢ icr:‘ag;;e.::izi';se Fitter Promiscuous Mode = 0
CRS-SRC | (Bit11) * Carrier Sense
- Source
0 ® External
1 ¢ |nternal
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15 ODD BYTE EVENBYTE 0
c B|ok]| A ZEROS ?srxrus)
/ T ]
et s | / / E“D =i icomman)
LINK OFFSET 4
——
/ MC-CNT 6
- MC LIST
2ND BYTE . 1ST BYTE
Mc'm
'
NTH BYTE !
ADDITIONAL MC-ID'S
231246-14
Figure 14. The MC-SETUP Command Block
MC-SETUP Issuing a MC-SETUP command with MC-CNT=0

This command sets up the 82586 with a set of Multi-
cast Addresses. Subsequently, incoming frames
with Destination Addresses from this set are accept-
ed.

The MC-SETUP command includes the following
fields:

STATUS word (written by 82586):

(o} (Bit 15) ¢ Command Completed
B (Bit 14) ® Busy Executing
Command
OK (Bit 13) ® Error Free Completion
A (Bit12) ¢ Command Aborted
COMMAND word:
EL (Bit 15) ® End of Command List
S (Bit 14) o Suspend After
Completion
| (Bit 13) o |nterrupt After
Completion
CMD | (Bits0-2) | ® MC-SETUP = 3

LINK OFFSET: Address of next Command Block

MC-CNT: A 14-bit field indicating the number of
bytes in the MC-LIST field. MC-CNT is truncated to
the nearest multiple of Address Length (in bytes).

disables reception of any incoming frame with a Mul-
ticast Address.

MC-LIST: A list of Multicast Addresses to be accept-
ed by the 82586. Note that the most significant byte
of an address is followed immediately by the least
significant byte of the next address. Note also that
the least significant bit of each Multicast Address in
the set must be a one.

The Transmit-Byte-Machine maintains a 64-bit
HASH table used for checking Multicast Addresses
during reception.

An incoming frame is accepted if it has a Destination
Address whose least significant bit is a one, and af-
ter hashing points to a bit in the HASH table whose
value is one. The hash function is selecting bits 2 to
7 of the CRC register. RESET causes the HASH ta-
ble to become all zeros. ‘

After the Transmit-Byte-Machine reads a MC-SET-
UP command from TX-FIFO, it clears the HASH ta-
ble and reads the bytes in groups whose length is
determined by the ADDRESS length. Each group is
hashed using CRC logic and the bit in the HASH
table to which bits 2-7 of the CRC register point is
set to one. A group that is not complete has no ef-
fect on the HASH table. Transmit-Byte-Machine noti-
fies CU after completion.
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15 ODD BYTE EVENBYTE 0
L | v v
c| B |ok| A 0 [swo]| so | s8 | s7[s6| ss]| o MAX COLL 0
+—t (STATUS)
——d—dd{ (COMMAND)
LINK OFFSET .
NEXT BD OFFSET 6
2ND BYTE I' 1ST BYTE MC |8
|
DESTINATION ADDRESS A
]
NTH BYTE N
c
LENGTH FIELD
E
231246-15
Figure 15. The Transmit Command Block
TRANSMIT S6 | (Bit6) * Heart Beat, indicates that
The ‘TRANSMIT command _causes transmission g:gg?ng::;gg‘ aefter the
(and if necessary retransmission) of a frame. previous transmission, a
. L pulse was detected on
TRANSMIT CB includes the following fields: the Collision Deétect pin.
S5 (Bit 5) ® Transmission attempt
STATUS word (written by 82586): stcilpped due to r:jumb?‘r of
collisions exceeding the
C (Bit 15) * Command Completed maximum number gf
B (Bit 14) * Busy Executing retries.
Command MAX- | (Bits 3—-0) | ® Number of Collisions
OK (Bit 13) ® Error Free Completion COLL experienced by this
A (Bit 12) ¢ Command Aborted frame. S5 = 1 and MAX-
S10 (Bit 10) ® No Carrier Sense signal COLL = Oindicates that
during transmission there were 16 collisions.
(between beginning of X
Destination Address and COMMAND word:
end of Frame Check EL (Bit 15) e End of Command List
Sequence). S (Bit 14) e Suspend After
S9 (Bit9) ® Transmission Completion -
unsuccessful (stopped) I (Bit 13) * Interrupt After
due to loss of Clear-to- Completion
Send signal. CMD | (Bits0-2) | ® TRANSMIT = 4
S8 (Bit 8) ® Transmission -
unsuccessful (stopped) .
due to DMA underrun, LINK OFFSET: Address of next Command Block
b e oo ppled TBD OFFSET: Address of list of buffers holding the
transmission). information field. TBD-OFFSE_T‘ = OFFFFH indi-
s7 Bit7) o Transmission had to cates that there is no Information field.
Defer to traffic on the link.

DESTINATION ADDRESS: Destination Address of
the frame. '

LENGTH FIELD: Length field of the frame.
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STATUS word: er measures the time elapsed from transmission
— — - start until ‘echo’ is obtained. ‘Echo’ is indicated by
EOF o Indicates that this is the - Collision Detect going active or Carrier Sense signal
Buffer Descriptor of the drop.
last buffer of this frame’s - : .
Information Field. TDR command includes the following fields:
ACT- (Bits 0-13) | ® Actual number of data : . :
COUNT| bytes in buffer (can be
even or odd). STATUS word (written by 82586):
T c (Bit15) | e Command Completed
NEXT BD OFFSET: points to next Buffer Descriptor B (Bit 14) ¢ Busy Executing Command
in list. If EOF is set, this field is meaningless. OK (Bit 13) o Error Free Completion
BUFFER ADDRESS: 24-bit absolute address of . ‘
buffer. COMMAND word:
EL (Bit 15) © End of Command List
TIME DOMAIN REFLECTOMETER - s (Bit14) | ® Suspend After Completion
TDR I (Bit 13) e |nterrupt After Completion
CMD | (Bits0-2) | e TDR =56
This command performs a Time Domain Reflectom-
eter test on the serial link. By performing the com- -
mand, the user is able to identify shorts or opens
and their location. Along with transmission of ‘All
Ones,’ the 82586 triggers an internal timer. The tim-
15 ODD BYTE EVENBYTE 0
v T \J A \J | ] T T T ) Ll L] ¥
' EOF / / ACT COUNT 0
— 1 | I\ i . 1 il 1 1 '3 - 1 (STATUS)
NEXT BD OFFSET
2
BUFFER ADDRESS
- 4
//////////////////////// 5
231246-16
Figure 16. The Transmit Buffer Description
15 ODD BYTE EVENBYTE 0
c B |ok| A ZEROS ]
. (STATUS)
] T
2/ * cMD=s
o] [ /////////////////////////A il -
LINK OFFSET )
4
EIGIEIEYZ e .
231246-17

" Figure 17. The TDR Command Block
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LINK OFFSET: Address of next Command Block

RESULT word:

LNK-OK |(Bit 15) ® No Link Problem
Identified

® Transceiver Cable
Problem identified (valid
only in the case of a
Transceiver that does not
return Carrier Sense
during transmission).

® Open on the link
identified (valid only in
the case of a Transceiver
that returns Carrier Sense
during transmission).

® Short on the link
identified (valid only in
.the case of a Transceiver
that returns Carrier Sense
during transmission).

(Bits 0-10)| ® Specifying the distance to

a problem on the link (if

one exists) in transmit

XCVR-PRB|(Bit 14)

ET-OPN  |(Bit 13)

ET-SRT

(Bit12)

TIME

clock cycles.

DUMP

This command causes the contents of over a hun-
dred bytes of internal registers to be placed in mem-
ory. ltis supplied as a self diagnostic tool, as well as
to supply registers of interest to the user.

DUMP command includes the following fields:

STATUS word (written by 82586):

o] (Bit 15) e Command Completed
B (Bit 14) ® Busy Executing Command
OK (Bit 13) ® Error Free Completion
COMMAND word:
EL (Bit 15) ® End of Command List
S (Bit 14) ¢ Suspend After Completion
| (Bit 13) ¢ Interrupt After Completion
CMD | (Bits0-2) | * DUMP = 6

LINK OFFSET: Address of next Command Block

BUFFER OFFSET: This word specifies the offset
portion of the memory address which points to the
top of the buffer allocated for the dumped registers
contents. The length of the buffer is 170 bytes.

DUMP AREA FORMAT

Figure 18 shows the format of the DUMP area. The
fields are as follows:

Bytes 00H to 0AH: These bytes correspond to the
82586 CONFIGURE command field.

Bytes OCH to 11H: The Individual Address Register
content. IARO is the Individual Address least signifi-
cant byte.

Bytes 12H to 13H: Status word of last command
block (only bits 0-13).

15

c | Blok|a ZEROS 0
. (STATUS)
! N // ; T T
als|o //// /// owo-s |2
— 1 L (COMMAND)
LINK OFFSET (
4
BUFFER OFFSET
6
231246-18

~ Figure 18. The DUMP Cqmmand Block
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Bytes 14H to 17H: Content of the Transmit CRC
generator. TXCRCRO is the least significant byte.
The contents are dependent on the actlwty before
the DUMP command:

After RESET - ‘All Ones.’

After successful transmission - ‘All Zeros'.

After MC-SETUP command - Generéted CRC value
of the last MC address, on MC-LIST.

After unsuccessful transmission, depends on where
it stopped.

NOTE:
For 16-bit CRC only TXCRCRO and TXCRCR1 are
valid.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
FFOUM | o ofofoJoJoJo]oo
& 2 | e [Scfacon e[ W am] 1] J1]1]1 )]0
INTERFRAME SPACING W] Acr 1] un PRIO] of
anﬁ: n{m 1 u:m:(n] SLOT TIME (LOW) 06
1] corr (st casr [eof [ u]e] @] ag] ] oo
T ] MIN FRM LEN 0A
1AR 1 . IAR 0 oc
IAR 3 IAR 2 0E
IAR S IAR 4 10
o [o o [o [sm]eni]omfan o] o [ comum |12
TXCRCR 1 TXCRCR 0 14
TXCRCR 3 TXCRCR 2 16
RXCRCR 1 RXCRCRO  ~ 18
AXCRCR 3 RXCRCR 2 1A
TEMPR 1 TEMPR 0 1c
TEMPR 3 TEMPR 2 1€
TEMPR § TEMPR 4 20
Jofs ] fesfesfo [prfes] o J o Jo [ o fr ]
HASHR 1 HASHR 0 2
HASHR 3 _HASHR 2 2
HASHR S HASHR 4 28
HASHR 7 " HASHR 6 : 2A
] s f doe | s 2c
A ERERRRRRE 2€
olofo]ofolofofjofJo]ofoJo]o]o|o]o]a0
olofofofofofo]oJojlof[o]ofo]o[o]o]a
ojofofofofofo]ojolofojofo]o|o]o]3e
ojolofJofofofofojojo]Jolo|o]o]o]o]3s
ofoJoJojojoJoJojo|ofJo]ojo[o|o]|o]|3s
ofoJo]Jojof[ofo]ofo]ofofofofofo]o]3a
3c
ojlojojJojojojojojojojojo|fo AquLFN 3E
EL NXT RB SIZE 40

231246-19

15 14 13 12 11 10 9 &

6 5 4 3 2 1 0

’////////////////I NXTRBADR(MIGH) | 42
NXT RB ADR (LOW) “
e DG CUR RB SIZE 4
LA RBD ADR m
NXTRBDADR - “
CUR RBD ADR ac
CUR RB EBC 4E
NXT FD ADR 50
CUR FD ADR 52
TEMPORARY 54
€or N NXT TB CNT 56 '
BUF ADR 58
NXT T8 ADR sa
NXT T8D ADR sc
LATBD ADR SE

Y 51 l/////////////////////l

@
o

NXT'CB ADR 62

- PR/ G S B S e
CUR C8 ADR 64

— e il e
66
o ' SCB ADR 68
olojojojojojojojo]Jojojolo|lo]jo|o |ea
ofof{ojofofofofofo]ojojofo[o]o]o|sc
ojojofjojojofojof[ojojojo]o]o}o]o|ee
olofolo|jojofo|ofo|ojo]o|jo|o|o|o |70

10

ofojojofo]ofo olojofofofofolofra

ofo]o wls|afofo]ofd[ofofofo]re
0 0| 0 wlertsilolo]o|o]so
CX| FR jcnalana | 0 1] 0|00 Jaoy pwinc| S5l 0| 0 f 0o |82

8A

8C

o[olololofololo]

BUF ADR PTR(HIGH) 90

BUF ADR PRT (LOW) . 82

RCV DMA BC 94

T L
BR + BUF
e —

| AULANEE B S mn
ADR + M 96
PathB N e

P

0 010[01010[0[

"
RCV DMA ADR H 98

RCVDMA ADR L SA

ofo]o

9C

9E

A0

olole|e

A2

Ad

olo|o|ojo|le

A6

olololefele|e
oflo|ole|e|o]e
olo|lo|e|e]e|e
olofe|o|efe]e

ojlole|lelo|e
o|le|lolojo|e
olojojlo|e|o

olejelolelole

ole|lole|ofe]e
o|lofefe|e|o|e
ojlol|leloejole|e
efo]lolololo|e
of{o i§ ofofo]o

A8

231246-20

Figure 19. The DUMP Area
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Bytes 18H to 1BH: Contents of Receive CRC
Checker. RXCRCRO is the least significant byte.
The contents are dependent on the activity per-
formed before the DUMP command:

After RESET - ‘All Ones.’

After good frame reception—
1. For CRC-CCITT - OIDOFH
2. For CRC-Autodin-Il - C704DD7BH

After Bad Frame reception - corresponds to the re-
ceived information.

After reception attempt, i.e. unsuccessful check for
address match, corresponds to the CRC performed
on the frame address.

NOTE:
Any frame on the serial link modifies this register
contents.

Bytes 1CH to 21H: Temporary Registers.

Bytes 22H to 23H: Receive Status Register. Bits 6,
7, 8, 10, 11 and 13, assume the same meaning as
corresponding bits in the Receive Frame Descriptor
Status field.

Bytes 24H to 2BH: HASH TABLE.

Bytes 2CH to 2DH: Status bits of the last time TDR
command that was performed.

NXT-RB-SIZE: Let N be the last buffer of the last
received frame, then NXT-RB-SIZE is the number of
bytes of available.in the N + 1 buffer. EL - The EL
bit of the Receive Buffer Descriptor.

NXT-RB-ADR: Let N be the last Receive Buffer
used, then NXT-RB-ADR is the BUFFER-ADDRESS
field in the N + 1 Receive-Buffer Descriptor, i.e. the
pointer to the N + 1 Receive Buffer.

CUR-RB-SIZE: The number of bytes in the last buff-
er of the last received frame. EL - The EL bit of the
last buffer in the last received frame.

LA-RBD-ADR: Look Ahead Buffer Descriptor, i.e.
the pointer to N + 2 Receiver Buffer Descriptor.

NXT-RBD-ADR: Next Receive Buffer Descriptor Ad-
dress. Similar to LA-RBD-ADR but pomts toN + 1
Receive Buffer Descriptor:

CUR-RBD-ADR: Current Receive Buffer Descriptor
Address. Similar to LA-RBD-ADR, but point to Nth
Receive Buffer Descriptor.

1-23

CUR-RB-EBC: Current Receive Buffer Empty Byte
Count Let N be the currently used Receive Buffer.
Then CUR-RB-EBC indicates the Empty part of the
buffer, i.e. the ACT-COUNT of buffer N is given by
the difference between its SIZE and the CUR-RB-
EBC.

NXT-FD-ADR: Next Frame Descriptor Address. De-
fine N as the last Receive Frame Descriptor with bits
C = 1 and B = 0, then NXT-FD-ADR is the address
of N + 2 Receive Frame Descriptor (withB = C =
0) and is equal to the LINK-ADDRESS field.in N + 1
Receive Frame Descriptor.

CUR-FD-ADR: Current Frame Descriptor Address.
Similar to next NXT-FD-ADR but refers to N + 1
Receive Frame Descriptor (with B = 1, C = 0).

Bytes 54H to 55H; Temporary register.

NXT-TB-CNT: Next Transmit Buffer Count. Let N be
the last transmitted buffer of the TRANSMIT com-
mand executed recently, the NXT-TB-CNT is the
ACT-COUNT field in the Nth Transmit Buffer De-
scriptor. EOF - Corresponds to the EOF bit of the
Nth Transmit Buffer Descriptor. EOF = 1 indicates
that the last buffer accessed by the 82586 during
Transmit was the last Transmit Buffer in the data
buffer chain assocnated with the Transmit Com-
mand.

BUF-ADR: Buffer Address. The BUF-PTR field in the
DUMP-STATUS Command Block.

NXT-TB-AD-L: Next Transmit Buffer Address Low.
Let N be the last Transmit Buffer in the transmit buff-
er chain of the TRANSMIT Command performed
recently, then NXT-TB-AD-L are the two least signifi-
cant bytes of the Nth buffer address.

LA-TB-ADR: Look Ahead Transmit Buffer Descrip-
tor Address. Let N be the last Transmit Buffer in the
transmit buffer chain of the TRANSMIT Command
performed recently, then LA-TBD-ADR is the NEXT-
BD-ADDRESS field of the Nth Buffer Descriptor.

NXT-TBD-ADR: Next Transmit Buffer Descriptor
Address. Similar in function to LA-TBD-ADR but.re-
lated to Transmit Buffer Descriptor N-1. Actually, it is
the address of Transmlt Buffer Descnptor N.

Bytes 60H, 61H: ThIS is a copy of the 2nd word in
the DUMP-STATUS command presently executing.

NXT-CB-ADR: Next Command Block Address. The
LINK-ADDRESS field in the DUMP Command Block
presently executing. Points to the next command.

CUR-CB-ADR: Current Command Block Address.
The address of the DUMP Command Block currently
executing.
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SCB-ADR: Offset of the System Control Block
(scCB).
Bytes 7EH, 7FH:

RU-SUS-RQ (Bit 4) -
quest.

Receive Unit Suspend Re-

Bytes 80H, 81H:

CU-SUS-RQ (Bit 4) - Command Unit Suspend Re-
quest.

END-OF-CBL (Bit 5) - End of Command Block List. If
“1” indicates that DUMP-STATUS is the last com-
mand in the command chain.

ABRT-IN-PROG (Bit 6) - Command Unit Abort Re-
quest.

RU-SUS-FD (Bit 12) - Receive Unit Suspend Frame
Descriptor Bit. Assume N is the Receive Frame De-
scriptor used recently, then RU-SUS-FD is equiva-
lent to the S bit of N + 1 Receive Frame Descriptor.
Bytes 82H, 83H:

RU-SUS (Bth 4) - Receive Unit in SUSPENDED state.

RU-NRSRC (Bit 5) - Receive Unit in NO RESOURC-
ES state.

RU-RDY (Bit 6) - Receive Unit in READY state.
RU-IDL (Bit 7) - Reeeive Uﬁit in IDLE state.
RNR kBit 12) - RNR Interrupt in Service bit.
CNA (Bit 13) - CNA Interrupt in Service bit.

FR (Bit 14) - FR Interrupt in Service bit.

CX (Bit 15) - CX Interrupt in Service bit.

Bytes 90H to 93H:

BUF-ADR-PTR - Buffer pointer is the absolute ad-
dress of the bytes following the DUMP Command
block. ,

Bytes 94H to 95H:

RCV-DMA-BC - Receive DMA Byte Count. This field
contains number of bytes to be transferred during
the next Receive DMA operation. The value de-
pends on AL-LOCation configuration bit.

1. If AL-LOCation = 0 then RCV-DMA-BC = (2
times ADDR-LEN plus 2) if the next Receive
Frame Descriptor has already been fetched.

2. If AL-LOCation = 1 then it contains the size of
the next Receive Buffer.

BR+BUF—PTR+96H - Sum of Base Address plus
BUF—PTR field and 96H

RCV-DMA-ADR - Recenve DMA absolute Address.
This is the next RCV-DMA start address. The value
depends on AL-LOCation configuration bit.

1. If AL-LOCation = 0, then RCV-DMA-ADR is the
Destination Address field located in the next Re-
ceive Frame Descriptor.

2. If AL-LOCation = 1, then RCV-DMA-ADR is the
next Receive Data Buffer Address.

The following nomenclature has been used in the
DUMP table:

0 ® The 82586 writes zero in this location.

1 ® The 82586 writes one in this location.

X ® The 82586 writes zero or one in this

: location.

/11 | e The 82586 copies this location from the
" corresponding position in the memory
structure.

DIAGNOSE

The DIAGNOSE Command triggers an internal self
test procedure of backoff related registers and coun-
ters.

The DIAGNOSE command includes the following:

STATUS word (written by 82586):

o] (Bit15) | e Command Completed
B (Bit 14) ® Busy Executing
Command
OK (Bit 13) ¢ Error Free Completion
"FAIL | (Bit11) ¢ |ndicates that the Self
Test Procedured Failed
COMMAND word:
EL (Bit 15) ¢ End of Command List
S (Bit 14) e Suspend After
‘Completion
| (Bit 13) ® Interrupt After
Completion
CMD | (Bits0-2) | e DIAGNOSE = 7

LINK OFFSET: Address of next Command Block.
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15 0
c| s |ok| a|rn ZEROS % erusy
Nl ] e e
LINK OFFSET .
231246-21
Figure 20. The DIAGNOSE Command Block
RECEIVE FRAME AREA
' RFD 1 '
: STATUS —I-———Q—o STATUS Ing STATUS STATUS r~
' — : —f —t —)
RECEIVE ' ) ]
FRAME . — ‘
DESCRIPTORS [ t
! |panamerens ‘ : EMPTY, EMPTY EMPTY
' RBD 1 RBD 2 H | RBD 3 ) RBD 4 RBD §
: 0 | ACT-cnt 1| ACT-cnt : olAc‘r-cm ’oIACT-en't 0 IACT-entl
RECEIVE ! ._.._l‘ i —1 —1 [ ._.r
BUFFER H 1
DESCRIPTORS ' 1
' i
[} )
] '
! '
: '
] [
RECEIVE : VALID vaup | |
) BUFFERS H DATA DATA '
: BUFFER 1 BUFFER 2 E BUFFER 3 BUFFER 4 BUFFERS
i<—- RECEIVE FRAME LIST ——:O———-—-—- FREE FRAME LIST —_——
‘ 231246-22
Figure 21. The Receive Frame Area
RECEIVE FRAME AREA (RFA) FRAME DESCRIPTOR (FD) FORMAT
The Receive Frame Area, RFA, is prepared by the The FD includes the following fields:
host CPU, data is placed into the RFA by the 82586
as frames are received. RFA consists of a list of
Receive Frame Descriptors (FD), each of which is STATUS word (set by the 82586):-
associated with a frame. RFA-OFFSET field of SCB C (Bit 15). ¢ Completed Storing
points to the first FD of the chain; the last FD is .. Frame. .
identified by the End-of-Listing flag (EL). See Figure B (Bit 14) e FD was Consumed by
21. ' RU.
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15 ODDBYTE EVENBYTE 0
c B ok | o sin|sw|ss | ss|.s7] se ZEROS i 0o
, — | - ‘ e (STATUS)
el s //// ///// z
LINK OFFSET A
RBD-OFFSET 6
2ND BYTE I 1ST BYTE mec |e
DESTINATION ADDRESS 1
NTHBYTE »
2ND BYTE I 1ST BYTE 1
SOURCE ADDRESS 16
NTH BYTE I 18
2ND BYTE LENGTH FIELD 1ST BYTE ‘20
231246-23
Figure 22. The Frame Descriptor (FD) Format
oK (Bit 13) e Frame received LINK OFFSET: Address of next FD in list.
successfully. If this bit is RBD-OFFSET: (initiall
L = H y prepared by the CPU and lat-
set, t:'?:'t?" othetrstiv‘vlll be | or may be updated by 82586): Address of the first
, ;ﬁse it: y St'es?“’. d?nat RBD that represents the Information Field. RBD-
© other bits will indicate OFFSET = OFFFFH means there is no Information
the nature of the error. " Field
S11 | (Bit11) ® Received Frame ’
, Experienced CRC Error. DESTINATION ADDRESS (written by 82586):
$10 | (Bit10) | e Received Frame Contains Destination Address of received frame.
E)gpenenced an The length in bytes, it is determined by the Address
Alignment Error. Length configuration parameter.
S9 (Bit 9) ® RU ran out of resources : o
during reception of this SOURCE ADDRESS (written by 82586): Contains
frame. Source Address of received frame. Its length is the
S8 (Bit 8) ® RCV-DMA Overrun.  same as DESTINATION ADDRESS.
S7 (Bit 7) ® Received frame had
: fewer bits than LENGTH FIELD (written by 82586): Contains the 2
configured Minimum byte Length or Type Field of received frame.
Frame Length.
S6 (Bit 6) ® No EOF flag detected }
‘ (only when configured to RECEIVE BUFFER DESCRIPTOR
Bitstuffing). FORMAT ‘
The Receive Buffer Descriptor (RBD) holds informa-
COMMAND word: o tion about a buffer; size and location, and the means
hd for forming a chain of RBDs, (forward pointer and
EL (Bit 15) ¢ Last FD in the List. end-of-frame indication). ‘
S (Bit 14) ® RU should be suspended
y after receiving this frame. The Buffer Descriptor contains the following fields.



intd 82586

1% . 0
T T T T T T  A— T T T T
EOF | F | ACT COUNT 0
A 1 . A i " n 1 A i L 1 A (STATUS)
NEXT BD OFFSET 2
BUFFER ADDRESS 4

VWW/ :

231246-24
Figure 23. The Receive Buffer Descriptor (RBD) Format
STATUS word (written by the 82586). BUFFER ADDRESS: 24-bit absolute address of
buffer.
EOF (Bit 15) ® Last buffer in received
) frame.
F (Bit 14) o ACT COUNT field is valid. EL/SIZE:
ACT (Bits 0~13) | ® Number of bytes in the EL (BIT 15) e Last BDin list.
COUNT buffer that are actually SIZE | (Bits 0-13) | * Number of bytes the
occupied. buffer is capable of
holding.

NEXT RBD OFFSET: Address of next BD in list of
BD’s.
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ABSOLUTE MAXIMUM RATINGS*
Ambient Temperature Under Bias .. .... 0°Cto 70°C'

Storage Temperature. ... ... e —65°C to 150°C
Voitage on Any Pin with

Respectto Ground.............. -1.0Vto +7V

Power Dissipation...................... 3.0 Watts

D.C. CHARACTERISTICS
Ta = 0°C to 70°C, Tc = 0°C to 105°C, Vcc = 5V +10%, CLK has MOS levels (See VpmiL, VMIH, VMOL:
xMQH). TxC and RxC have 82C501 compatible levels (VmiL, VTiH, VRIH)- All other signals have TTL levels (see

iLs ViH» VoL oH)-

*Notice: Stresses above those listed under “Abso-
lute Maximum Ratings” may cause permanent dam-

- age lo the device. This is a stress rating only and
-functional operation of the device at these or any

other conditions above those indicated in the opera-

. tional sections of this specification is not implied. Ex-

posure to absolute maximum rating conditions for
extended periods may affect device reliability.

Symbol Parameter “Min Max Units Test Conditions
ViL Input Low Voltage (TTL) -0.5 +0.8 v
VIH Input High Voltage (TTL) 20 Vec + 0.5 v
VoL Output Low Voltage (TTL) 0.45 v loL = 25mA
VoH Output High Voltage (TTL) 24 v loH — 400 nA
VML Input Low Voltage (MOS) —-0.5 0.6 v
VMIH Input High Voltage (MOS) 3.9 Vce + 0.5 \"
VTIH Input High Voltage (TxC) 3.3 Veg + 0.5 \;
VRIH Input High Voltage (RxC) 3.0 Vecc + 0.5 . \"
VmoL Output Low Voltage (MOS) 0.45 v loL 2.5 mA
VMOH Output High Voltage (MOS) Vcc — 0.5 \" loq — 400 pA
M Input Leakage Current +10 pA 0<V|N<Vco
Lo Output Leakage Current +10 RA 0.45 < Vout < Vee
CiNn Capacitance of Input Buffer 10 pF FC = 1 MHz
Cout Capacitance of Output Buffer 20 pF FC = 1 MHz
lcc Power Supply Current 550 mA Ta =0C

450 Ta = 70°C
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SYSTEM INTERFACE A.C. TIMING CHARACTERISTICS
Ta = 0°C to 70°C, Tc = 0°C to 105°C, Vo = 5V +10%. Figures 24 and 25 define how the measurements
should be done. .

INPUT AND OUTPUT WAVEFORMS FOR A.C. TESTS

24
x 1.5 TEST POINTS 15 x
0.45

231246-25
AC Testing Inputs are Driven at 2.4V for a Logic 1 and 0.45 for a Logic 0. Timing measurements are made at 1.5V for both a Logic 1 and 0

Figure 24. TTL Input/Output Voltage Levels for Timing Measurements

17

HIGH LEVEL MAY
VARY WITH VCC

231246-26
MOS 1/0 measurements are taken at 0.1 and 0.9 of the voltage swing

Figure 25. System Clock CMOS Input Voltage Levels for Timing Measurements
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INPUT TIMING REQUIREMENTS* ‘ . .
S ' 82586-6 82586 '82586-10 : : _
Symbol Parameter (6 MHz) (8 MH2) (10 MH2) Comments
Min | Max | Min | Max | Min Max
T1 CLK Cycle Period 166 | 2000 | 125 | 2000 [ 100 200
T2 CLK Low Time at 1.5V 73 | 1000 | 55 | 1000 | 44 1000
T3 CLK Low Time at 0.9V 425 | 1000 | 42.5 | 1000
T4 CLK High Time at 1.5V 73 55 44
T5 CLK High Time at 3.6V 42.5 425 .
T6 CLK Rise Time 15 15 12 Note 1
T7 CLK Fall Time 15 15 12 Note 2
T8 Data in Setup Time 20 20 15
T9 Data in Hold Time 10 10 10
| T10 Async RDY Active Setup Time 20 20 15 Note 3
T11 Async RDY Inactive Setup Time 35 35 25 Note 3
T12 Async RDY Hold Time 15 15 15 Note 3
T13 Synchronous Ready/Active Setup | 35 35 35
T14 Synchronous Ready Hold Time 0 0 0
T15 HLDA Setup Time 20 20 20 Note 3
T16 HLDA Hold Time 10 10 5. Note 3
T17 Reset Setup Time 20 20 20 Note 3
T18 Reset Hold Time 10 10 10 Note 3
T19 CA Pulse Width 1T1 1T1 1T1
T20 CA Setup Time 20 20 20 Note 3
T21 CA Hold Time 10 10 10 Note 3
OUTPUT TIMINGS**
Symbol Parameter Min | Max | Min | Max | Min | Max | Comments
T22 DT/R Valid Delay 0 60 0 60 0 44
T23 WR, DEN Active Delay 0 70 0 70 0 56
T24 WR, DEN Inactive Delay 10 65 10 65 10 45
T25 Int. Active Delay 0 85 0 85 0 70 Note 4
T26 Int. Inactive Delay 0 85 0 85 0 70 Note 4
T27 Hold Active Delay 0 85 0 85 0 70 Note 4
T28 Hold Inactive Delay 0 85 0 85 0 70 Note 4
T29 Address Valid Delay 0 55 0 55 0 50
T30 Address Float Delay 0 50 0 50 12 50
T31 Data Valid Delay 0 55 0 55 0 50 Note 7
T32 Data Hold Time 0 0 0
T33 Status Active Delay 10 60 10 60 10 45
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OUTPUT TIMINGS** (Continued)
82582-6 82586 82586-10
Symbol Parameter (6 MHz) (8 MHz) (10 MHz) Comments
Min Max Min Max Min Max
T34 Status Inactive Delay 10 70 10 70 10 50 Note 8
T35 ALE Active Delay 0 45 0 45 0 35 Note 5
T36 ALE Inactive Delay 0 45 0 45 0 37 Note 5
T37 ALE Width . T2-10 " | T2-10 T2-10 Note 5
T38 Address Valid to ALE Low T2-40 T2-30 T2-25
T39 Address Hold to ALE Inactive | T4-10 T4-10 T4-10
T40 RD Active Delay 10 95 10 95 10 95
T41 RD Inactive Delay 10 70 10 70 10 70
T42 RD Width 2T1-50 2T1-50 2T1-46
T43 Address Float to RD Active 10 10 0
Ta4 RD Inactive to Address Active | T1-40 T1-40 T1-34
Ta5 WR Width 2T1-40 2T1-40 2T1-34
T46 Data Hold After WR T2-25 T2-25 T2-25
T47 Control Inactive After Reset 0 60 0 60 0 60 Note 6
*All units are in ns. '
**CL on all outputs is 20-200 pF unless otherwise specified.
NOTES:
1. 1.0V to 3.5V 6. Affects: I o
2.3.5Vto 1.0V MIN MODE: RD, WR, DT/R, DEN
3. To guarantee recognition at next clock MAX MODE: 80, §1
4.CL = 50 pF 7. High address lines (A16-A24, BHE) become valid one
5. CL = 100 pF clock before T1 only on first memory cycle after the 82586

acquired the bus.
8. S1, S0 go inactive just prior to T4.

cLK ‘__/m
#*
T25 T26
INT

231246-27

p—

D N

CLK
T
—| - T20
Ca

T9

231246-28

Figure 26. INT Output Timing

Figure 27. CA Input Timing

cLk
— T17
RESET I

AD. WR. DEN. DT/R.

T47 Io-

AN

§0.51

y

231246-29

Figure 28. RESET Timing
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READY SIGNAL'

T2

o ) S L_)

T10
AL

T

o

Ta

Ti2
ARDY
82586
INPUT ‘\‘ } T
—-%Tﬂ
T13
—
SRDY
OR VALID
READY
- Tia lo—
82586 INPUTS
231246-30
Figure 29. ARDY and SRDY Timings Relative to CLK
cLK WJW\?WN}T/\
HOLO - 57327 3 alm L7
HLDA______ } Q % ——
EE e
CPU-— R
MASTE 2 82586-MASTE
R - |=T30
231246-31

Figure 30. HOLD/HLDA Timing Relative to CLK
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133 /
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Figure 31. Read Cycle Timing
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CLK J N\ A N 4 S
veL T4 |14
50 81
N_ i/
133 e
729
= T29—f
BHE A16-A18 A20-a23%
A19/S6 )k Atg Y S6
— -—T31 T2~ e
—--
ALE Y \ ‘ . s
T35 |— = [*—T36 -
T38
— lo-T31 T32 —»| o
ADO-AD15 X [ aas X DATA OUT . )’_——C
T29-+] - l -?l o [—T30
wR : T45 T46}
y
N\ /
- =723 T24— —
oEN T2 ___ - T24
! 231246-33

Figure 32. Write Cycle Timing
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SERIAL INTERFACE A.C. TIMING for Manchester:
CHARACTERISTICS f min = 500 kHz + 100 ppm
o f max = 10 MHz + 100 ppm
CLOCK SPECIFICATION ‘
- Applies for TxC, RxC for NRZ: for Manchester, symmetry is needed:

f min = 100 kHz + 100 ppm

1
- — o
f max = 10 MHz + 100 ppm T81, 752 2f £5%

A.C. CHARACTERISTICS

TRANSMIT AND RECEIVE TIMING PARAMETER SPECIFICATION*

Symbol ] Parameter [ Min I Max l Comments

TRANSMIT CLOCK PARAMETERS

T48 TxCCycle ‘ 100 1000 | Notes 14,2

T48 TxC Cycle 100 | Notes 14,3

T49 TxC Rise Time 5 Note 14

T50 TxC Fall Time 5 Note 14

T51 TxC High Time @ 3.0V 40 1000 | Note 14

T52 TxC Low Time @0.9V 40 Notes 14, 4

TRANSMIT DATA PARAMETERS

T63 TxD Rise Time 10 Notes 5, 13

T54 TxD Fall Time } 10 Notes 5, 13

T55 TxD Transition-Transition Min (T51, Notes 2, 5
T52) — 7

T56 TxC Low to TxD Valid ) 40 Notes 3, 5

T57 TxC Low to TxD Transition 40 Notes 2, 5

T58 TxC High to TxD Transition 40 Notes 2, 5

T59 TxC Low to TxD High at the Transmission End 40 Note 5

REQUEST TO SEND/CLEAR TO SEND PARAMETERS

T60 TxC Low to RTS Low. Time to Activate RTS 40 Note 6

T61 CTS Valid to TxC Low. CTS Setup Time 45

T62 TxC Low to CTS Invalid. CTS Hold Time 20 Note 7

T63 TXC Low to RTS High, time to Deactivate RTS 40 Note 6

RECEIVE CLOCK PARAMETERS ‘ ,

T64 RxC Clock Cycle ‘ 100 - Notes 15, 3

T65 AXC Rise Time ‘ 5 “Note 15

T66 RxC Fall Time ‘ , 5 Note 15

T67 RxC High Time @ 2.7V 36 1000 Note 15

T68 RxC Low Time @0.9V 40 Note 15

*All units are in ns.
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A.C. CHARACTERISTICS (Continued)

TRANSMIT AND RECEIVE TIMING PARAMETER SPECIFICATION* (Continued)

Symbol I Parameter l Min l Max—[ Comments
RECEIVE DATA PARAMETERS
T69 RxD Setup Time ‘ 30 Note 1
T70 RxD Hold Time 30 Note 1
T71 RxD Rise Time 10 Note 1
T72 RxD Fall Time 10 Note 1
CARRIER SENSE/COLLISION DETECT PARAMETERS
T73 CDT Valid to TxC High Ext. Collision 30 Note 12
Detect Setup Time
T74 TxC High to CDT Inactive. CDT Hold Time 20 Note 12
T75 CDT Low to Jamming Start Note 8
T76 CRS Valid to TxC High Ext. Carrier Sense Setup Time 30 Note 12
T77 TxC High to CRS Inactive. CRS Hold Time 20 Note 12
T78 CRS Low to Jamming Start Note 9
T79 Jamming Period Note 10
T80 CRS Inactive Setup Time to RxC High 60
End of Receive Frame
T81 CRS Active Hold Time from RxC High 3
INTERFRAME SPACING PARAMETER
T82 Inter Frame Delay I l l Note 11
*All units are in ns.
NOTES:
. TTL levels
. Manchester only
NRZ only

Manchester requires 50% duty cycle
1 TTL load + 50 pF
1 TTL load + 100 pF
. Abnormal end of transmission. CTS expires before RTS
. Programmable value:
T75 = NCDF X T48 + (12.5 to 23.5) X T48 if collision occurs after preamble
NCDF—The collision detection filter configuration value
9. Programmable value:
T78 = NCSF X T48 + (12.5 to 23.5) X T48
NCSF—The carrier sense filter configuration value
TBD is a function of internal/external carrier sense bit
10. T79 = 32 X T48
11. Programmable value:
T82 = NIFS X T48
NIFS—the IFS configuration value
*12. To guarantee recognition on the next clock
13. Applies to TTL levels
14. 82C501 compatible levels, see Figure 34
15. 82C501 compatible levels, see Figure 35

PNOOROP
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A.C. TIMING CHARACTERISTICS

- Input and Output Waveforms for AC Tests

:": 15 15 3¢
231246-34

AC testing inputs are driven at 2.4V for a Logic 1 and 0.45 for a Logic 0. Timing measurements are made at 1.5V for both a Logic 1 and 0.

TEST POINTS

Figure 33. TTL Input/Output Voltage Levels for Timing Measurements

HIGH LEVELS MAY VARY
WITH Ve

231246-35

Figure 34. TxC Input Voltage Levels for Timing Measurements

HIGH LEVELS MAY VARY
WITH Ve

231246-36

Figure 35. RxC Input Voltage Levels for Timing Measurements
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82C501AD ETHERNET SERIAL INTERFACE

m CHMOS Replacement for Intel 820501 ® 10 MHz Transmit Clock Generator
82501 or SEEQ 8023A m Drives/Receives 802.3 AUI Cables

m Conforms to IEEE 802.3 10BASE5 q } " -
(Ethernet) and 10BASE2 (Cheapernet) . Bf:::;at%%m;t:;‘:: g Timer Circuit to
Specifications oI ic L S back for N % Nod

m Direct Interface to the Intel LAN " Fa?;tn gztt:etlg:pa:: lsglgtioe;wor ode }
Controller and the Attachment Unit T
Interface (Transceiver) Cable m Replaces 8 to 12 MSI Components

m 10 Mbps Operation

m Manchester Encoding/Decoding and
Receive Clock Recovery

The 82C501AD Ethernet Serial Interface (ESI) chip is designed to work directly with the Intel LAN Controller in
|EEE 802.3 (10BASES5 and 10BASEZ2), 10 Mbps, Local Area Network applications. The major functions of the
82C501AD are to generate the 10 MHz transmit clock for the Intel LAN Controller, perform Manchester
encoding/decoding of the transmitted/received frames, and provide the electrical interface to the Ethernet
transceiver cable (AUI). Diagnostic loopback control enables the 82C501AD to route the signal to be transmit-
ted from the Intel LAN Controller through its Manchester encoding and decoding circuitry and back to the Intel
LAN Controller. The combined loopback capabilities of the Intel LAN Controller and 82C501AD result in highly
effective fault detection and isolation through sequential testing of the communications interface. A (defeata-
ble) on-chip watchdog timer circuit prevents the station from locking up in a continuous transmit mode. The
82C501AD is pin compatible with the 82C501 and functionally compatible with the 82501 and SEEQ 8023A.

CONTROLLER Vee GND TRANSCEIVER CABLE
INTERFACE INTERFACE
COLLISION- XCVR CABLE SN
ooF PRESENCE INTERFACE & i }
GENERATION NOISE FILTER , \\ (l
o AL ETSN
!
53 l' CARRIER : p—
I mevidr 7 20pvee
Rxc - N ___NOOR (]2 1913 TRMT
e wemant, [T LPBKWDTO L3 g tep) TRAT
T . NOISE FILTER ——frey ~ Rev (s é 170 1X0
) RCV([]s 5 167X
CRS (6 2 1511 TEN
. ‘ﬁ'r' Qr a 14pxs
- S
T, nxo 9 12[7] CLSN
I . GND (] 10 1| CISN
™ "o TRMT
MANCHESTER TRANSCEIVER { y 231926-2
- . \ /m___ Figure 2. Pin Configuration
i 1
TIMER PBk/WOTD
T
ENETV 2319261
Figure 1. 82C501AD Functional Block Diagram
November 1988
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Table 1. Pin Description

Symbol :': Type Name and Function
ENETV1 1 | ETHERNET VERSION 1.0: An active low, MOS-level input. When ENETV1 is

asserted, the TRMT/TRMT pair remains at high differential voltage at the
end of transmission. Thig operation is compatible with the Ethernet Version
1.0 specification. If the ENETV1 pin is left floating, an internal pull-up resistor
biases the input inactive high. When ENETV1 is high, the TRMT/TRMT
differential voltage gradually approaches 0V at the end of transmission.

NOOR 2 | CRS ‘OR’: An active low, MOS-level input. When NOOR is low, only the
presence of a valid signal on the RCV/RCV pair will force CRS active. If the
NOOR pin is floating, an internal pull-up resistor biases the input inactive
high. When NOOR is in active high, either the presence of a valid signal on
CLSN/CLSN or on RCV/RCV will force CRS active.

LPBK/ 3 | LOOPBACK/WATCHDOG TIMER DISABLE: An active low, TTL-level

WDTD control signal that enables the loopback mode. In loopback mode serial data
. on the TXD input is routed through the 82C501AD internal circuits and back

to the RXD output without driving the TRMT/TRMT output pair to the

transceiver cable. During loopback CDT is asserted at the end-of each

transmission to simulate the SQE test.

WATCHDOG TIMER DISABLE: An input voltage of 10V to 16V through a

1 KQ resistor will disable the on-chip watchdog timer.

RCV 4 1 RECEIVE PAIR: A differentially driven input pair which is tied to the receive

RCV 5 I pair of the Ethernet transceiver cable. The first transition on RCV will be
negative-going to indicate the beginning of a frame. The last transition should

. be positive-going to indicate the end of the frame. The received bit stream is
assumed to be Manchester encoded.

@]
Py
(2
»
O

CARRIER SENSE: An active low, MOS-level output to notify the Intel LAN
Controller that there is activity on the coaxial cable. The signal is asserted
when a valid sngnal on RCV/RCV is present. If the NOOR input is inactive
high, then CRS is also asserted when a valid signal on CLSN/CLSN is
present. Itis deasserted at the end of a frame: or when the end of the
collision-presence signal is detected, synchronous to RXC. After
transmission, once deasserted, CRS will not be reasserted again for a period
of 5 us minimum or 7 us maximum, regardiess of any activity on the collision-
presence signal (CLSN/CLSN) and RCV/RCV inputs.

DT 7 (0] COLLISION DETECT: An active-low, MOS-level signal which drives the CDT
input of the Intel LAN Controller. It is asserted as long as there is activity on
the collision pair (CLSN/CLSN), and during SQE (heartbeat) test in loopback.

Q

I|
%
O
©
(@]

RECEIVE CLOCK: A 10 MHz MOS level clock output with 5 ns rise and fall
times. This output is connected to the Intel LAN Controller receive clock
input RXC. There is a maximum 1.4 ps delay at the beginning of a frame
reception before the clock recovery circuit gains lock. During idle (no
incoming frames) RXC is forced low.

RXD 9 o] RECEIVE DATA: A MOS-level output tied directly to the RXD input of the
Intel LAN Controller and sampled by the Intel LAN Controller at the negative
edge of RXC. The bit stream received from the transceiver cable is
Manchester decoded prior to being transferred to the controller. This output
remains high during idle.
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Table 1. Pin Description (Continued)

Symbol ::: Type Name and Function

GND 10 GROUND: Reference.

CLSN 12 | COLLISION PAIR: A differentially driven input pair tied to the collision-

CLSN 11 ] presence pair of the Ethernet transceiver cable. The collision-presence

) signal is a 10 MHz square wave. The first transition at CLSN is negative-
going to indicate the beginning of the signal; the last transition is positive-
going to indicate the end of the signal.

X1 14 | 1 | CLOCK CRYSTAL: 20 MHz crystal inputs. When Xy is floated, X1 can be

Xo 13 | used as an external MOS level input clock.

TEN 156 | TRANSMIT ENABLE: An active low, TTL level signal synchronous to TXC
that enables data transmission to the transceiver cable and starts the
watchdog timer. TEN can be driven by the RTS from the Intel LAN Controller.

TXC 16 (o] "TRANSMIT CLOCK: A 10 MHz MOS level clock output with 5 ns rise and fall
times. This clock is connected directly to the TXC input of the Intel LAN

‘ Controller.

TXD 17 | TRANSMIT DATA: A TTL-level input sighal‘that is directly connected to the
serial data output, TXD, of the Intel LAN Controller.

TRMT 19 (@] TRANSMIT PAIR: A differential output drjver pair that drives the transmit pair

TRMT 18 ] of the transceiver cable. The output bit stream is Manchester encoded.

_Following the last transmission, which is always positive at TRMT, the
differential voltage is slowly reduced to zero volts in a series of steps. If

: ENETV1 is asserted this voltage stepping is disabled.

Vee 20 POWER: 5V +10%.

FUNCTIONAL DESCRIPTION

Clock Generation

A 20 MHz parallel resonant crystal is used to control
the clock generation oscillator which provides the
basic 20 MHz clock source. An internal divide-by-
two counter generates the 10 MHz £ 0.01% clock
required by the IEEE 802.3 specification.

It is recommended that a crystal meetlng the foIIow-
ing specifications be used:.

® Quartz Crystal ,
* 20.00 MHz + 0.002% @ 25°C

] Accuracy +0.005% Over Full Operating Temper-
ature, 0 to 70°C

® Parallel resonant with 20 bF Load Fundamental
Mode

Several vendors have these crystals available; either
off the shelf or custom made. Two possible vendors
are:

1. M-Tron Industries, Inc
Yankton, SD 57078

2. Crystek Corporation
100 Crystal Drive
Ft Myers,j FL 33907

For best operation, the total crystal load capacitance
should not exceed 20 pF. The total length of the line
on each side of the crystal (between X1 and X2, the

" crystal, and the capacitor) should be less than
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2.5 cm.

An external, 20 MHz, MOS-level clock may be ap-
plied to pin X1 while pin Xz is left floating.

TRANSMIT SECTION

Manchester Encoder and Transcelver
Cable Driver

The 20 MHz clock is used to Manchester encode
data on the TXD input line. The clock is also divided
by two to produce the 10 MHz clock required by the
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20 MHz INTERNAL CLOCK

TEN (OR RTS FROM INTEL LAN/ CONTROLL'ER)

- I -

™0 |
J

mescces

TRMT

(MANCHESTER=ENCODED DATA)

231926-3

Figure 3. Start of Transmission and Manchester Encoding

Intel LAN Controller for synchronizing its RTS and
TXD signals. See Figure 3. (Note that the 82586
RTS is tied to the 82C501AD TEN input as shown in
Figure 4.)

Data encoding and transmission begins with TEN
going low. Since the first bit is a ‘1’, the first tran-
sition on the transmit output TRMT is always nega-
tive. Transmission ends with the TEN going high.
The last transition is always poisitve at TRMT and
may occur at the center of the bit cell (last bit = 1)
or at the boundary of the bit cell (last bit = 0). A
1.5-bit delay is introduced by the 82C501AD be-
tween its TXD input and TRMT/TRMT output. as
shown in Figure 3. If the signal applied to the
ENETV1 input is inactive high, the TRMT differential
output is kept at high differential for 200 ns, then itis
gradually reduced. The TRMT/TRMT differential
voltage will become less than 40 mV within 8 us
after the last data transition. The undershoot for re-
turn to idle is less than 100 mV differentially. This
mode of operation is compatible with the IEEE 802.3
transceiver specifications. See Figure 4.

1-41

If an active signal is present at the ENETV1 input at
the end of transmission, the TRMT/TRMT pair out-
put will remain a high differential voltage. As a result
there will be a positive differential voltage during the
entire transmit idle time. This mode of operation is
compatible with the Ethernet Version 1.0 specifica-
tion.

Immediately after the end of a transmission all sig-
nals on the receive pair are inhibited for 5 us mini-
mum to 7 us maximum. This dead time is required
for proper operation of the SQE (heartbeat) test.

An internal watchdog timer is started when TEN is
asserted low at the beginning of the frame. The du-
ration of the watchdog timer is 25 ms £ 15%. If the
transmission terminates (by deasserting the TEN)
before the timer expires, the timer is reset (and
ready for the next transmission). If the timer expires
before the transmission ends the frame is aborted.
The frame is aborted by disabling the output driver
for the TRMT/TRMT pair. RXD and RXC are not
affected. The watchdog timer is reset only when the
TEN is deasserted.
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The cable driver is a differential circuit requiring ex-
ternal pulidown resistors of 240Q +5%. In addition,
high-voltage protection of +10V maximum, and
short circuit protection to ground is provided.

To provide additional high voltage protection if the
cable 'is shorted, an isolation transformer can be
used to isolate the TRMT and TRMT outputs from
the transceiver cable. Transmit circuit inductance

(including the IEEE 802.3 transceiver transformers) .

should be a minimum of 27 uH. We recommend that
the transformer at the 82C501AD end have a mini-
mum inductance of 75 uH for Ethernet applications.

RECEIVE SECTION

Cable Interface

The 82C501AD input circuits  can be driven directly .
from the Ethernet transceiver cable receive pair. In
this case the cable is terminated with a resistor of
780 6% for proper impedance matching. See Fig-
ure 4.

The signal recelved on the RCV/RCV pair from the
transceiver defines both the RXC and RXD outputs
to the Intel LAN Controller. The RXC and RXD sug-
nals are recovered from the encoded RCV/RCV pair
signal by Manchester decode circuitry.

+5V 0oV

L]

3

NOTE:
Cy = Cp = 20 pF +10%

- —— 24008 \
] —Yee
XC g e TRMT B2 75 uM /\
RTS 2] TEN -
XD H o p
o -4 ENEVA 8 p
cTs TRMT
v HYrow 2400 -
RxC RxC TRANSMIT PAIR T
CRS RS , fo
RLD_ RxD 4 ] .
cot cot ReV | 75 uH /\ n 0
i |5 ° s
“ INTEL RCV 780 : :. P :
LAN _l < <> e f
CONTROLLER 82C501 P!
ESI N4 v ¢
' 12 RECEIVE PAIR e
CLSN r
e T
TSN TSpH TN
[PBK X1 X2 ) 2
>
3[ 14] 13 - A 1 |
£00P BACK ——  ¢—|[] NG
INPUT FROM PROCESSOR 20MHZ COLLISION PAR
Ty
231926-4

Figure 4. LAN Controller/82C501AD/Transceiver Interface
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The input circuits can also be driven with ECL volt-
age levels. In either case, the input common mode
voltage must be in the range of 0-Vgg volts to allow
for wide driver supply variation at the transceiver. To
provide additional high voltage protection, if the ca-
ble is shorted, an isolation transformer can be used
to isolate the RCV and RCV inputs from the cable.

Manchester Decoder and Clock
Recovery

The Manchester-encoded data stream is decoded to
separate the Receive Clock (RxC) and the Receive
Data (RxD) from the stream. The 82C501AD uses
an advanced digital technique to perform the decod-
ing function. The use of digital circuitry instead of
analog circuitry (e.g., a phase-lock loop) to perform
the decoding ensures that the decoding function is
less sensitive to variations in operating conditions.

A simplified diagram of the decoder appears in Fig-
ure 5. A high-resolution phase reference is used to
digitize the phase of the incoming data bit-center
transition. The digitizer has a phase resolution of
1/32 bit time.

The digitized phase is filtered by a digital low-pass
filter to remove rapid phase variations; i.e., phase

jitter. Slow phase variations, such as those caused
by small differences between the data frequency
and the clock frequency, are passed unfiltered by
the low-pass filter.

The RxC generator digitally sets the phases of the
two transitions to respectively lead and lag the bit-
center transition by 1/4 bit time. RxC is used to re-
cover RxD by sampling the incoming data with an
edge-triggered flip-flop.

The Frame__Detect signal informs the decoder that
the first valid negative transition of a new frame has
been detected. This signal is used to initiate the
lock-on sequence of the decoder. Lock is achieved
by reducing the time constant of the digital filter to
zero at the start of a new frame. With a time con-
stant of zero, the filter immediately outputs the
phase of the second bit-center transition. Any uncer-
tainty in the bit-center phase of the first transition
that is caused by jitter is subsequently removed by
gradually increasing the filter time constant during
the following preamble. By that time, the exact
phase of the bit center is output by the filter, and the
lock is achieved. Lock is achieved within the first 14
bit times as seen by the RCV/RCYV inputs. The maxi-
mum bit-cell timing' distortion (jitter) tolerated by the
Manchester Decoder Circuitry is * 12 ns for the pre-
amble and + 18 ns for the data.

10 MHz
HIGH RESOLUTION
CLOCK ReSoL
REFERENCE
MANCHESTER v 1
Dg:?f DED BIT=CENTER DIGITAL RXC .
PHASE »| LOoW=-PASS > e
DIGITIZER FILTER GENERATOR g
Qf——1L> RxXD
D
P
FRAME "T
= 231926-11

Figure 5. Manchester Decoder
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COLLISION-PRESENCE SECTION

The CLSN/CLSN input signal is a 10 MHz + 15%
square-wave generated by the transceiver whenever
two or more data frames are superimposed on the

coaxial cable. The maximum asymmetry in the -

CLSN/CLSN signal is 60/40% for low-to-high or
high-to-low levels.

The common-mode voltage and external termination
are identical to the RCV/RCYV input. (See Figure 4.)

A valid collision presence signal will assert the
82C501AD CDT output, which can be directly tied to
the CDT input: of the Intel LAN Controller. During
normal operation the 82C501AD logically “ORs” the
collision presence signal with an internal signal, indi-
cating valid data reception on the RCV/RCV pair to
generate CRS output. If, however, the NOOR input
is asserted low, this “OR” function is removed and
CRS is only asserted by the presence of valid data
on the RCV/RCV pair. This mode of operation is
required for repeater design.

During the time that valid collision-presence tran-
sitions are present on the CLSN/CLSN input, invalid
data transitions may be present on the receive data
pair due to the superposition of signals from two or
more stations transmitting simultaneously. It is pos-
sible for RCV/RCV to lose transitions for a few bit
times due to perfect cancellation of the signals; this
may cause the 82C501AD to abort the reception.

The CRS signal is asserted low (along with CDT)
whenever a valid collision-presence signal is pres-
ent. If this collision-presence signal arrives_within
5 us to 7 ps after the last transmission, only CDT is
generated. This ensures that the LAN Controller rec-
ognizes the active CDT as a valid SQE (heartbeat)
test signal.

NOISE FILTERING ON RCV AND
CLSN PAIRS '

Both the receive and collision pairs have the follow-
ing characteristics.

e At idle, the noise filter is turned on.

e Any pulse narrower than 5 ns or with an ampli-
“tude of less than 140 mV is rejected by the noise
filter. )

The filter is turned off by the first valid negative
pulse on the RCV or CLSN pair. A negative pulse
wider than 30 ns and having an amplitude greater
than 285 mV is considered a valid pulse.

The filter is turned on again when no positive

transition is observed on the RCV or CLSN pair
for 160 ns.
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Internal Loopback

When asserted, LPBK -causes the 82C501AD to
route serial data from its TXD input through its trans-
mit logic (retiming and Manchester encoding); re-
turning it through the receive logic (Manchester de-
coding and receive clock generation) to RXD output.
The internal routing prevents the data from passing
through the output drivers and onto the transmit out-
put pair TRMT/TRMT. When in loopback mode all of
the transmit and receive circuits, are tested except
for the transceiver cable output driver and input re-
ceivers. Also, at the end of each frame transmitted
in loopback mode the 82C501AD generates the
SQE test (heartbeat) signal within 1 ps after the end
of the frame. Thus, the collsion circuits, are also
tested in loopback mode.

The watchdog timer remains enabled in loopback
mode, terminating test frames that exceed its time-
out period. The watchdog can be inhibited by con-
necting LPBK to a 1 kQ resistor connected to 10 to
16 Volts. The loopback feature can still be used to
test the integrity of the 82C501AD by using the cir-
cuit shown in Figure 6.

10V to 16V 82C501AD
LPBK/WDTD
wDTD
231926-6
*= Open Collector

LPBK | wDTD Function

1 X LPBK mode

0 0 Normal mode

0 *1 Normal mode with

' watchdog timer disabled

Figure 6. Watchdog Timer Disable

The 82C501AD operates as a full-duplex device, be-
ing able to transmit and receive simultaneously. By
combining the internal and external loopback modes
of the Intel LAN Controller, and the internal loop-
back and normal modes of the 82C501AD, incre-
mental testing of an 82586/82C501AD-based inter-
face can be performed under program control for
systematic fault detection and fault isolation.
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Interface Example

The 82C501AD is designed to work directly with the
82586 controller in IEEE 802.3 10 Mbps, as well as
other 10 Mbps. LAN applications. The control and
data signals connect directly between the two devic-
es without the need for additional external logic. The
complete 82586/82C501AD Ethernet Transceiver
interface is shown in Figure 4. The 82C501AD pro-
vides the driver and receivers needed to directly
connect to the transceiver cable; requiring only ter-
minating resistors on each input signal pair and
2400 pull-down resistors.

The Transmit, Recieve, and Collision pairs have a
maximum 10V overvoltage protection.

If additional high voltage protection is desired, a
pulse transformer should be included for Ethernet
applications. IEEE 802.3 10BASES5 (Ethernet) speci-
fications require at least 16V protection for the

Transmit, Receive, and Collision pairs. In 10BASE2
(Cheapernet) a pulse transformer is required to be
inserted between the DTE (82586/82C501AD) and
the transceiver. Through the use of jumpers, the
same transformer can be used for an Ethernet con-
nection at minimal additional cost.

The pulse transformer should have the following
characteristics:

1. A minimum inductance of 50 uH (75 pH is prefer-
able for Ethernet applications).

2. 2000V isolation between primary and secondary
windings. ‘

3. 2000V isolation between primaries of separate
transformers.

Since Ethernet Version 1.0 transceivers may require
a positive differential on the TRMT pair during idle,
check with the transceiver vendor before including
the pulse transformer.

1-45



82C501AD ETHERNET

PRELIMINARY

ABSOLUTE MAXIMUM RATING .
Case Temperature Under Blas ....... 0°C to + 85°C

Storage Temperature ........." —65°Cto +140°C
All Output and Supply Voltages ..... -0. ,5V to +7V
All Input Voltages ............. —1.0V to +6.0v(1)
Operating Power Dissipation ...... el 075W

D.C. CHARACTERISTICS T¢ =

*Notice: Stresses above those, listed under “Abso-
lute Maximum Ratings’’ may cause permanent dam-
age to. the device. This is a stress rating only and
functional operation of the .device at these or any
other conditions above those'indicated in the opera-
tional sections of this specification is not implied. Ex-
posure to absolute maximum rating conditions for
extended perlods may affect device rellab///ty

NOT/CE Specifications contained within the
following tables are subject to change.

0°Cto +85°C, Vge = 5V £10%

Symbol Parameter Min . - Max
ViL. . .. Input Low Voltage CTTL . —0.5V 0.8V

: » MOS —0.5V .. 0.6V
ViH Input High Voltage TTL 2.0V Vge + 0.5V

MOS 3.7v Vce + 0.5V
ViDrF Input Differential Voltage +300 mV +1500 mV
Vem Input Common Mode Voltage ov Vee
Vocum Common Mode Output(2) 0.5V 5.0V
VoL - Output Low Voltage @ g, = 4 mA 0.45V
VoH Output High Voltage (MOS) @ Ioq = —500 pA 3.9v
Vobr Differential Output Swing(3) +0.45V +1.2v
Iy Input Leakage Current(4) @ V= 0V to Vo +10 pA
CiN Input Capacitance @ fc = 1 MHz 10 pF
Cout ' Output Capacitance @ fc = 1 MHz(6) 20 pF
Icc Power Supply Current @ Tg = 85°C(5) 135 mA
Isp Short Protection Activation Current 60 mA 150 mA
Ior Input Current into/out of Differential Input(7) +1mA
Vu Differential Return to Zero Undershoot 100 mV
Vp Differential Idle Voltage 40 mV
NOTES:

1. The voltage levels for CLSN/CLSN, RCV/RCV inputs are —0.75V to +10V.
2. The load is a 78Q 6% resistor in parallel witha27 uH £1% |nductor

3. DC measurement values.
4. Applies to TXD and TEN pins.

5. Part of the power is dissipated through the pulldown resistors connected to TRMT/TRMT outputs.

6. With the exception of TRMT/TRMT.

7. Applies to RCV/RCV, CLSN/CLSN, LPBK/WDTD, NOOR, and ENETVT inputs for input voltages from 0V to Vcg.
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A.C. MEASUREMENT CONDITIONS Clock Timing(1)
1. Tc = 0°C to +85°C, Vg = 5V +10%. Symbol Parameter Min | Max |Unit
2. The AC MOS and TTL measurement levels are t1  |Xq Cycle Time(2) 49.995(50.005| ns
referred to in Figures 7, 8, 9, 10 and 10A. 2 | Fall Time® 5 ns
3. AC Loads: . Fise Trmo® 5
a) MOS: a 20 pF total capacitance to ground. 18 |X1 Rise Time ns
b) Differential: a 10 pF total capacitance from 14 |X;LowTime (at0.9V)® | 15 ns
each terminal to ground, and a load resistor of t5  |Xq High Time (at3.0V)(3)| 15 ns
780 6% in parallel with a 27 uH £1% in-
ductor between terminals. NOTES:
. 1. Refer to Figure 9.
2. Applies to crystal based inputs.
3. Applies to external clock inputs.
TRANSMIT TIMING(1)
Symbol Parameter Min Max Unit
ts TXC Cycle Time(2 99.99 100.01 ns
ty TXC Fall Time 5 ns
ts TXC Rise Time 5 ns
tg TXC Low Time (at 0.9V) 40 ns
t10 TXC High Time (at 3.0V) 40 ns
t44 Transmit Enable/Disable to TXC Low 45 ns
t12 TXD Stable to TXC Low 45 ns
ti3 Bit Cell Center to Bit Cell Center of Transmit Pair Data(3) 99.5 100.5 ns
t14 Transmit Pair Data Fall Time 1.0 5.0 ns
ti5 Transmit Pair Data Rise Time 1.0 - 5.0 ns
t16 Bit Cell Center to Bit Cell Boundary of Transmit Pair Data(3) 49.5 50.5 ns
t17 TRMT held low from Last Positive Transition of the 200 ns
Transmit Pair at the End of Frame
t1g From Last Positive Transition of Transmit Pair Differential 8000 ns
Output Approaches Within 40 mV of zero volts.
NOTES:

1. Refer to Figure 11.
2. This parameter is determined by the crystal.
3. Characterized not tested.
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RECEIVE TIMING(1)

Symbol Parameter Min | Max | Unit
tio Duration which the RXC is held at Low State : 1400 | ns
too Receive Pair Signal Rise/Fall Time at 0.285V 10 ns
t2q Receive Pair Bit Cell Center from Crossover Timing Distortion:(2) ,
In Preamble i +12 | ns
in Data +18 | ns
too Receive Pair Bit Cell Boundary Allowing for Timing Distortion In Data(2) +18 | ns
o3 Receive Idle Time Before the Next Reception can Begin in a Transmitting 8 s
Station (as Measured from the Deassertion of CRS) H
tog ‘Receive Pair Signal Return to Zero Level from Last Valid
o L 160 ns
Positive Transition
to5 CRS Assertion Delay from the First Received Valid Negative Transition
100 ns
of Receive Pair Signal
tos CRS Deassertion Delay from the Last Valid Posmve Transition Received 300 ns
(when no Collision-Presence Signal Exists on the Transceiver Cable)(3)
to7 RXC Cycle Time 96 104 ns
tog RXC Rise/Fall Time 5.0 ns
tog RXC Low Time (at 0.9V) 40 ns
t30 RXC High Time (at 3.0V) 36 ns
134 Receive Data Stable Before the Negative Edge of RXC 30 ns
t32 Receive Data Held Valid Past the Negative Edge of RXC 30 ns
tas Carrier Sense Active — Inactive Hold Time from RXC High 10 40 ns
tag - Receive Data Rise/Fall Time 10 ns
tas CRS Inhibit Time After Frame Transmission(4) 5 7 us
NOTES:

1. Refer to Figures 12 and 13.

2. Measured per 802.3 Para B1.1.4.2 recommendations.

3. CRS is deasserted synchronously with the RXC. This condition is not specified in the IEEE 802.3 specification.
4. Required for SQE test.
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COLLISION TIMING(1)

Symbol Parameter Min | Max | Unit
tag CLSN/CLSN Cycle Time 85 | 118 | ns
taz CLSN/CLSN Rise/Fall Time at +0.285V 15 ns
tag CLSN/CLSN Transition Time 35 | 70 ns
tag CLSN Pair Return to Zero from Last Positive Transition 160 ns
tao CDT Assertion from the First Valid Negative Edge of Collision Pair Signal 75 ns
taq CDT Deassertion from the Last Positive Edge of CLSN/CLSN Signal . 300 | ns
ta2 CRS Dea's.?ertio'n from the I'.ast Positive Edge of QLSN/CTSN Signal (if no 950 | ns
Post-Collision Signal Remains on the Receive Pair)
NOTE:
1. Refer to Figure 14.
LOOPBACK TIMING(1)
‘Symbol Parameter Min | Max | Unit
tas LPBK asserted before the first attempted transmission (2) 500 ns
t44 Simulated collision test delay from the end of each attempted transmission | 0.5 | 1.5 s
t45 - | Simulated collision test duration(3) ‘ 06| 16 | ps
tas LPBK deasserted after the last attempted transmission 5 s
NOTES: '
1. Refer to Figure 15.
2. In Loopback mode, RXC and CRS function in the same manner as a normal Receive.
3. SQE test (heartbeat) signal
NOISE FILTER(1) _ ‘ 4
Symbol Parameter . Min Max Unit
t47 RCV/RCV Noise Filter Pulse Width Rejected 5 ns
tag RCV/RCV Noise Filter Pulse Width Accepted 30 ns
tag CLSN/CLSN Noise Filter Pulse Width Rejected 5 ns
ts0 CLSN/CLSN Noise Filter Pulse Width Accepted 30 ns
Vreject Differential Reject Voltage(2) —140 mv
Vaccept Differential Accept Voltage(?) —285 mV

NOTES:
1. Refer to Figure 16.
2. DC parameters.
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A.C. TIMING CHARACTERISTICS

input and Output Waveforms for AC Tests

2.4V
xl .5 <+——TEST POINTS —=1 .Sx
0.45v

) 231926-12
A.C. Testing inputs are driven at 2.4V for a Logic 1 and 0.45 for a
Logic 0. Timing measurements are made at 1.5V for both a Logic
1and 0.

HIGH LEVEL MAY VARY*
WITH Ve

231926-13

Figure 7. TTL Input/Output Voltage Levels
for Timing Measurements

Figure 8. Voltage Levels for MOS Level
Output-Timing Measurements
(TXC, RXC, CRS, CDT, and RXD).

HIGH LEVEL MAY VARY®
WITH Vee

231926-14

300 mV VIDF =285 mV's’
t____y_q____

231926-15

Figure 9. X1 Input Voltage Levels
for Timing Measurements

Figure 10. Voltage Levels for
Differential-Input Timing Measurements
(RCV/RCV, CLSN/CLS and CLSN).

)
VODF =450 mV s
¥ N

231926-16

Figure 10A. Voltage Levels for TRMT/TRMT
Output-Timing Measurements
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TRANSMIT TIMING

231926-5

Figure 11

RECEIVE TIMING: START OF FRAME

i'|°|'|°'f"1'°l1l'l
i U PR ¢
I ey
-~ ) r'ﬂ ’\
~—»{;«’11~ f—r
m
231926-7
Figure 12
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RECEIVE TIMING: END OF FRAME

)

|

+

RCV

32
a3

- + - +
e |
%(nsran 1) D(

*
i Y
CRS TR
1
AXC
RXD N\ ‘ f
231926-8
*NOTE:
CRS can be triggered on again by the collision-presence signal.
Figure 13
COLLISION TIMING
top.- |

..~

coT

NOTE 2
231926-9

NOTES:
1. CRS will be deasserted for a period up to 7 us maxnmum when RCV/RCV or CLSN/CLSN terminates, whichever

occurs later.
2. CRS will remain asserted after the. CLSN/CLSN sngnal termlnates if RCV/RCV signals continue.

Figure 14
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LOOPBACK TIMING

E-P—.TR ' .

*c
tao I ta 1
TEN ‘g
I O T B T O IV B
™D \ / \ __J_—" (LAST BIT)
‘uw—'q—ﬁ:j_
cor N—)\
(NOTE 1)
RXC 02 W
CRS \ > /
L oo || |
N/ s/
231926-10
NOTE:

1. During Loopback, the 82C501AD receive circuitry uses 14 bit times while the Manchester Decoder locks on the data.
As a result, the first 14 bits are lost and RXC is held low during that time.

Figure 15
NOISE FILTER TIMING
Vaccept Vreject
300 mV
---285mV
-550mV; - -
231926-17 (MAX) 231926-18

Figure 16. Noise Filter Characteristics

TESTABILITY

NOTE:
1. All AC Parameters become valid after the High Resolution Phase Reference has stabilized: 100 us after the application of

power.
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Twisted Pair Ethernet — Chip Set Overview

— Complete Twisted Pair Ethernet solution . — Twisted Pair Media Access Unit (TP MAU)

— Transceiver Serial Interface (TSI) - Direct interface to AUI and twisted pair
- Interface from all Intel Ethernet LAN isolation transformers
Controllers to twisted pair link segment - Generates internal predistortion signal
~ Provides data and clock signal recovery from - Resetable Jabber function
incoming 10 Mb/s Manchester data - Signal Quality Error (SQE) testing
—~ Converts Manchester data into NZR format — Uses low power CMOS technology

— Detects Manchester code violations and
end-of-packet delimiter (IDL)

— Multiport Repeater Controller (MPR) Chip Set Description
— Complies with IEEE 802.3 Ethernet standard *
for Repeaters (Std 802.3 c-1988) The Twisted Pair Ethernet chip set provides the complete
— Allows up to 11 twisted pair ports and component solution for running 10 Mb/s Ethernet over low
1 AUI port cost unshielded twisted pair wire. It is designed to support
-~ Automatic preamble generation both new Twisted Pair Ethernet LAN designs as well as
— Minimum frame length enforcement (96 bits) retrofitting existing Ethernet systems for twisted pair. The
- Provides Manchester encoding of transmitted set includes the Transceiver Serial Interface Component
data (TSI), the Multiport Repeater Controller (MPR), and the

- Pin selective FIFO fill level Twisted Pair Media Access Unit (TP MAU).

TPE SYSTEM TOPOLOGY

Ethernet MAU Multiport Repeater
(MPR)

——— : ee—

Ethernet Ethernet MPR Chip
]
:.\ aur] S
/! Port| Chip
- AUl TP MAU

/’ TP MAU
Chip 2

MAU = Medium
Access
Unit

TSI = Transceiver
Serial
Interface

MPR = Multiport
Repeater

AUl = Attachment

Unit

Interface




Component Description

TRANSCEIVER SERIAL INTERFACE COMPONENT
(TSI)

The Transceiver Serial Interface component (TSI) is intended
for all Twisted Pair Ethernet LAN applications using 10 Mb/s
Manchester-coded data, such as client stations, file servers,
and repeaters. It reduces design time by providing a direct
serial interface from the twisted pair wire to any of Intel’s
Ethernet LAN Controllers. The TSI chip performs clock re-
covery and Manchester Decoding of 10 Mb/s data, and pro-
duces NRZ data and clock signals for the LAN controller. In
addition, the TSI supports a predistortion method to prevent
line over-charge. It is fabricated using CMOS processing
technology and is available in 24-lead plastic DIP and
28-lead SOJ packages.

|
J
£

— ! LINEDRIVER H
T . I'—_' :
] "y |
- : M- T :
(DS WED I P
' m ™
: TP PORT :
Predistortion
Input Protection
juelch

82586 INTERFACE

DELAY LINE

L LT T T

Packet Detection

CRS and COT

MULTIPORT REPEATER CONTROLLER (MPR)

The Multiport Repeater Controller component (MPR) is de-
signed for use in Twisted Pair Ethernet repeater applications.
The MPR combines with a single TSI chip to provide all
necessary repeater functions including automatic preamble
generation, Manchester encoding of transmitted data, Jabber

function, Jam signal generation and minimal frame length
enforcement. The MPR/TSI set supports up to eleven twisted
pair ports and one AUI port. The MPR offers pin selectable
FIFO fill level and LED output control of Traffic status, Jam
status, per port Jabber status, and FIFO error status. The
MPR Controller is fabricated using CMOS processing tech-
nology and is available in a 68-lead plastlc lead chip carrier
package (PLCC).

MULTIPORT REPEATER
AUID
- Aut
s»e:_:_; ener AUICHT! INTEA#'ACE
&t L ] N
= & o K
AxD h¢
- e 3 ps
- i
DK p——ri] LocK -
UNCK [ UNCK Khare
FULL f——pf FULL Tl
EWPTY |l EVFPTY .
o0 il S
wof e W 3 b
wszmn | el §
[raasaszal 0 i .
© eex 2 |
g =~
5
DEMUX 7
JUS—

TWISTED PAIR MEDIA ACCESS UNIT (TP MAU)

The Twisted Pair Media Access Unit (TP MAU) is designed
for Ethernet Node Adapter (ENA) applications to interface
the Ethernet AUI cable directly to the twisted pair wire.

It offers LAN designers a cost effective, integrated solution
to the problem of upgrading existing standard Ethernet
networks to twisted pair. The TP MAU generates internal
predistortion signals to eliminate line over-charge. It pro-
vides selectable diagnostics features including selectable
Signal Quality Error (SQE) test and manual or automatic
Jabber Reset. In addition, the TP MAU supports LED con-
trol for Transmit, Receive, Jabber and Collision. It is fabri-
cated using CMOS processing technology and is available
in 28-lead plastic DIP and 28-lead SOJ packages.
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82560
HOST INTERFACE AND MEMORY CONTROLLER
m Host Interface to the IBM PC/XT/AT m Implements Tightly Coupled Interface
and PS/2™ Buses for 82590, 82592, Mode to 82590/82592
and 82588 LAN Controllers — Automatic Retransmission upon
m Allows 32-, 16-, and 8-Bit Data Collision =
Transfers — Transmit Chaining
. — Back-to-Back Frame Reception
m Supports Local Static RAM — Automatic Buffer Reclamation
— Up to 32 Kilobytes — Address PROM or Other Peripheral
— Programmable Access Time Support
B Zero-Wait-State Host Interface Option - mterfaze;dMemorv-Mapped or I/0-
= Dual-Channel DMA Controller with Ring apped Adapters . |
Buffer Management Scheme m CHMOS Il Technology

m 68-Lead PLCC Package

The 82560 Host Interface and Memory Controller is a companion chip for the Intel 82590 and 82592 Ad-
vanced CSMA/CD LAN Controllers as well as the Intel 82588. The 82560 interfaces these controllers to IBM
PC/XT/AT and PS/2 systems. It integrates all the interface functions required to implement a nonintelligent,
locally buffered LAN solution. The zero wait state and 32-bit data transfers improve the system performance
by minimizing the LAN’s requirement for Host bandwidth. The 82560’s DMA performs data transfers between
the LAN controller and the ring-configured local memory. Ring buffer implementation results in highly efficient
use of the local memory. The 82560 supports the 82590 and 82592 in their Tightly Coupled Interface (TCl)
mode. Without CPU intervention, the 82560 performs transmit chaining, automatic retransmission, back-to-
back frame reception, and frame reclamation. The TCl support reduces the software and hardware overhead
between frame transfers, and increases the average sustained transfer rate. Combined with the 82590 or
82592, the 82560 provides a high-performance LAN solution for industry standard or custom CSMA/CD
networks.

November 1988
1-56 Order Number: 290180-001
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Table 1. 82560 Pin Description

Symbol Pin No. " Type AU Name and Function
Vee 5,23, 57 | | POWER: Connected to + 5V power éupply.
Vss 10, 29, 43, 63 | GROUND: Ground connection.
'CLK 11 [ CLOCK INPUT: This is the system clock input for the 82560. It
. controls the internal operations of the 82560 and its cycle timing.
RESET 42 | RESET: Active high. When active it resets the 82560 to a known
passive state.
Do-D7 40,41,44-49| 1/0 | 82560 DATA BUS: Tri-state bus. Used for programmatic access to
the 82560 registers. They are also used in the tightly coupled
‘ interface (TCl) mode. ‘
Ao-A12 26-39 | ADDRESS LINES: The 13 address lines select either an 82560
‘ register, or an address in the Local Memory.
HFO, HFT 25,24 | HOST FUNCTION SELECT: These two inputs indicate the type of

access requested by the host. These signals are generated by
external decode logic and are completely asynchronous to the
82560 system clock. The proper combinations for each access

type are shown below:
) k HOST FUNCTION,
HF1 | HFO | Access Type

1 1 Idle (No Access Being Requested)

1 0 Request to Access Shared.Portion of Local
Memory

0 1 Request to Access 82560 Registers or the Slave
Controller (SCS)

0 0 Request to Access External PROMs or Latches
(GCS)

RD 17 | READ: Active low. This signal is used to indicate the direction of

the host transfer. When active, data is being read from the
destination (RAM, 560, or GCS port).

HRDY 20 o} HOST READY: Active high. This signal from the 82560 is activated
when the device on the Local Bus of the LAN adapter is ready to
accept data (write cycle) or to output data (read cycle). When no
access is being requested by the host (i.e., both HFO and HFT are
high), this signal is tri-stated in the normal mode, and is drlven high
in the pipeline mode.

XCv1 22 (0] TRANSCEIVER ENABLE 1: Enables the transceiver that connects
the lower byte of the host and Local data buses. in pipeline mode it
enables the transceiver during non-memory host cycles. = -

XCV2/PCS 21 o TRANSCEIVER ENABLE 2: Enables the transceiver that corinects
: the upper byte of the host and Local data buses. In plpelme mode it
enables the latch during memory host cycles.

INT 50 O . | INTERRUPT OUT: This signal is a logical OR of all enabled
interrupt requests. When active it indicates an interrupt request to
the CPU. This signal is tristated after reset.

GCS 59 O | GENERAL CHIP SELECT: Active low. ThIS signal is asserted by
: the 82560 when the host requests access to external ROMs or
latches.
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Table 1. 82560 Pin Description (Continued)

Symbol Pin No. Type Name and Function

|
m|
Ol

18 | BYTE ENABLE: Active low. This signal is asserted in 16- or 32-bit-
wide host memory cycles to select the lower memory bank. It may be
.| connected to the processor’s Ag pin.

BE1 19 | BYTE ENABLE 1: Active low. This signal is asserted in 16- or 32-bit-
wide host memory cycles to select the upper memory bank. It may
be connected to the processor's BHE signal. These two s:gnals are
connected as follows:

Host Bus Local Bus BEO BE1
8-Bit 8-Bit 0 0
8-Bit 16-Bit SAO0 1
16-Bit ‘ 16-Bit SAO SHBE
16-Bit 32-Bit . SA1 SA1
32-Bit* 32-Bit : BEO + BET BE2 + BE3
*80386 address pins
+ stands for logical OR
DRQoO 54 | DMA REQUEST CHANNEL 0: Active high. This is an input from the

LAN controller or other peripherals, it requests DMA service. The
DMA cycles are run on an on-demand basis, and are prioritized
between themselves (two channels) and with the host cycles on an
alternating basis. In 82590 Tightly Coupled mode this signal is
sampled by the 82560 at the last clock of the Read or Write signal
along with DACK1/E /EOP to determine the state of the transmit or
receive process (see Tightly Coupled Interface for mote details).

DRQ1 52 | DMA REQUEST CHANNEL 1: Active high. This is an input from the
LAN controller or other peripherals, requesting DMA service. The
DMA cycles are run on an on-demand basis, and are prioritized
between-themselves (two channels) and with the host cycles on an
alternating basis. In Tightly Coupled mode this signal is sampled by
the 82560 at the last clock of the Read or Write signal (see Tightly
Coupled Interface for more details).

DACKO/DACK 55 (0] Dual Function: This is a dual function pin which serves as DACKO,
DMA acknowledge for Channel 0, in all modes except the Tightly
Coupled Interface mode. It serves as DACK, DMA acknowledge for
both channels, in Tightly Coupled Interface mode.

DMA ACKNOWLEDGEDO: Active low. Acknowledge DMA requests
on channel 0. During special chip select cycles, this signal is
controlled by the CPU.

DMA ACKNOWLEDGE: Active low. Acknowledge DMA requests on
either channel 0, or channel 1. It operates in this mode only when
programmed for Tightly Coupled Interface with the 82590 or 82592.
This pin can be directly. connected to the DACKO/DACK pin of the
82590 or 82592 LAN controllers.

DACK1/EOP 53 1/0 | Dual Function: This is a dual function, bidirectional pin which serves
as DACK1, DMA acknowledge for channel 1, in all modes except
8259X Tightly Coupled Interface mode. It serves as EOP, End of
Process indicator, an input, during this Tightly Coupled Interface
mode.

DMA ACKNOWLEDGE 1: Output. Active low. DMA acknowledge for
channel 1. During Special Chip Select (SCS) cycles this signal is
controlled by the CPU and can be used for accessing the 8259X port
1. The output level is determined by the address of the SCS.
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Table 1. 82560 Pin-Description.(Continued)

Symbol Pin No. Type - Name and Function
DACK1/EOP 53 I/0 | END OF PROCESS: Input. In the Tightly Coupled Interface mode,

this input, along with the DRQ pin, is sampled by the 82560 at the
last clock of the Read or Write signal. The combination of the two
pins indicates the status of the Transmit.or Receive process. When
low, the EOP signal indicates that the active DMA service should be
terminated.

TOWR 56 (0] 170 WRITE. Active low. This is the write strobe to the LAN controller
or 1/0 device. It is asserted when data is being written to the LAN
controller by either the Host CPU or the 82560 internal DMA. During
pipeline read transfers it is the write control signal to the buffer.

[ORD/MWR 58 (0] Dual Function: Active low. This signal is used for two different
operations. It is a control signal during read cycles from the LAN
controller or another 1/0 device. It is a write strobe during write
cycles to the local memory.

1/0 READ: Active low. It is asserted when data is being read from
the LAN controller by either the host CPU or the 82560 internal DMA.
During pipeline write transfers itis the read control signal to the
buffer.

MEMORY WRITE: Act|ve low. It is asserted when data is being
written to local. memory.

INTR 51 | INTERRUPT REQUEST: This signal when active indicates an
interrupt request. It is usually connected to the interrupt output of the
LAN controller. It may be programmed as active high or low, level or
edge triggered, and it can also be masked.

MAO-12 9-1, 68 (0] MEMORY ADDRESS 0~-12: These 13 address lines can support two
8-kilobyte or 8-kiloword banks of static memory.
CSL 62 O | RAM CHIP SELECT (LOW BANK): Active low. This signal is

activated during all static-RAM accesses in 8-bit mode, even-byte
. accesses in 16-bit mode, and even-word accesses in 32-bit mode.

61 (o} RAM CHIP SELECT (HIGH BANK): Active low. This signal is
activated dunng odd-byte accesses in 16-bit mode or odd-word
accesses in 32-bit mode.

60 ‘ 0 MEMORY OUTPUT ENABLE: Active low. This signal is used to
_ enable the memory array’s output buffers during memory read
cycles.

GPI 16 | GENERAL PURPOSE: Input. This is a general purpose input pin, its
state may be read by the CPU.

12 (o] CHIP SELECT: Active low. This pin is normally connected to the
Chip Select input of the LAN controlier or other peripherals. It is
activated during non-DMA accesses to the LAN controller. The CPU
activates this signal when it accesses addresses 0, 1, 2, or 3 in the

" | Special Chip Select address space of the 82560.

RSV1,RSV2 | 13,14 | | | These pinsare reserved and should be tied to Vcc.

3

<
O
m

A

1-60



ntal 82560 ADVANCE INFORMATION

cst
CSH

- N
O—Nmo*mﬁbhwmev—v—
<<<<o<<<<<<<<<8|
Z X X X > X X X X X X X X Z >

65 64 63 62 61

vss10 Y 60 [ MOE .
ek 59 GCS
csi2 58 [2) iORD/MWR
RSVIC]13 57 [ Vee
RSV2]14 56 [ IOWR
Ned1s 55 2] DACKO/DACK
GPIC]16 54 FIDRQO
rROC]17 53 [ DACK1 /EOP
6] m RF] 82560 52[F1DRQ1
BEIC]19 S1EJINTR
HRDY £ 20 © S0INT
XCVZz/PCS [} 21 4907
xcvig] 22 48106
vee ] 23 47305
HF 1] 24 46[D4
HFO ] 25 451D3
A0C] 26 441D2
27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43
dguuuuduguuuguoggoy
T¥F2I2%%22255855 ¢
3
290180-2
Figure 2. 82560 PLCC Pinout
< Host Bus >
wn -1 -~
i g
Q g .S
2 o b1
F T T .
] \ 4 \ 4 ] .
[ ] \ 4
Host Interface and Pl Arbitration Boot Address
: Decode Logic < Logic : E“'E BOM ROM
] + ) r S
-~
v 0 T : t
) o " [
v E & 1
' z 8 !
- I :
! v v v ! v y L 2
< 1 Local Bus 1 Dato, Address, and Control >
[ A : 'Y nd 2 A
: tececsccrcccpocsca= - & 8 <
' ' x = <
' ' a Q a
R R PR L L e TR H <y °y v
! '
v ' H
1
Physical | > LAN : : Local Buffer
Interface Controller : A 4 ' Memory
(82590, ' DMA '
82592, | controlier | 1 (8 to 32 kB)
82588) , !
] [)
. -

[[] = integrated in 82560
290180-3

Figure 3. Nonintelligent, Buffered Adapter Architecture

1-61



intel

82560

ADVANGE INFORMATION

FUNCTIONAL OVERVIEW

The 82560 is a dual-port memory controller using
interrupt logic and DMA to implement a nonintelli-
gent, buffered LAN adapter for the IBM PC/XT/AT
bus. This type of adapter uses on-board memory as
a buffer to store frames during transmission and re-
ception. It also uses on-board DMA to transfer data
between its local memory and the LAN controller. A
block diagram of the buffered, nonintelligent LAN
adapter is shown in Figure 3. The architecture is
termed nonintelligent because it does not use an on-
board CPU to process the transmit or receive
frames. The host CPU processes the frames and
programs the DMA and LAN controllers. The host
interface logic, arbitration logic, and the bus trans-
ceivers connect the host bus to the adapter’s local
bus. They also control all host accesses to the local
bus. The local memory is shared by the host and the
LAN controller. It stores information that the host
wishes to transfer to the LAN controller, and infor-
mation received by the LAN controller which should
be read by the host. The memory can be shared in
two ways—mapping into the host memory space, or
mapping into the host I/0 space. The DMA control-
ler transfers data between the local buffer memory
and the LAN controller. The host CPU may use ei-
ther string move instructions or a system DMA chan-
nel to move data into the buffer memory. The host
also accesses the LAN controller registers, the DMA
controller registers the boot ROM, and the address
ROM through the local bus.

The 82560 integrates the host interface, arbitration
logic, memory control logic, interrupt logic, and DMA
into one component. It replaces 20-30 MSI and SSI
components (see Figure 1). It also provides a Tightly
Coupled Interface to the 82588, 82590, and 82592
LAN controllers, and an efficient buffer management
scheme, which allows the 82588/82560, 82590/
82560, and 82592/82560 combinations to handle

time-critical processes such as retransmission, buff-
er reclamation, and continuous back-to-back frame
reception without host CPU intervention. This im-
proves the overall data throughput in the network;
and, consequently, system performance. The follow-
ing discussion describes the 82560 interface to the
PC/XT/AT bus, its support of locally buffered mem-
ory, and the operation of DMA and the Tightly Cou-
pled Interface (including the buffer management
scheme).

HOST INTERFACE

The host interface port connects the 82560 to the
PC-bus through external decode logic and bus trans-
ceivers. The external decode logic generates the
HFO and HF1 signals indicating the kind of access
the host desires. When the request is detected by
the 82560 (non-pipeline mode) it deasserts the
HRDY signal, thereby suspending the host cycle.
HRDY is reactivated when the local device being ac-
cessed by the host is ready to accept (Write cycle)
or output (Read cycle) data. HRDY reactivation time
is programmable as mentioned in the register sec-
tion; it is described in detail in the 82560 Reference
Manual. The request undergoes arbitration, and, if
granted, the 82560 activates the XCV1 and XCV2
signals. The XCV signals control the transceiver(s)
which interfaces the host data bus to the local data
bus. By using one or both transceiver control signals
the 82560 can support an 8-, 16-, or 32-bit-wide bus.
Once the arbiter grants the host access, the 82560
begins the local bus cycle by generating the appro-

priate address and control signals.

The host CPU can access the internal registers of
the 82560, the local memory controlied by the
82560, or other devices—such as Boot ROM or ex-
ternal Latch—that share the same bus as the 82560.
Table 2 lists the various access types that can be
requested by the host.

Table 2. Host Access Types

Access Type HF1 HFO Address Cycle Status Indications

82560 Registers 0 1 Between 8h and 3Fh HRDY

Local Memory Access 1 0 User Defined HRDY, Memory Control
Signals, XCV Signals

GCS Access (Boot ROM) 0 0 User Defined HRDY, GCS, IOWR,

. (General Chip Select) IORD/MWR

Special Chip Select o] 1 Less Than 8h HRDY, DACK Lines, CS,

IOWR, IORD/MWR
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The 82560 provides eight semaphore ports to re-
solve contention in a shared resource system. Only
the most significant bit of these ports is used. The
CPU writes all 0’s to the port to clear it. When the
port is read, its current value is reported and the
most significant bit becomes a 1 at the end of the
cycle. The 82560 also supports devices on the local
bus other than memory and the LAN controller.
These devices can be accessed in two ways: by us-
ing the General Chip Select (GCS) signal, or by us-
ing the Special Chip Select (SCS) addresses in the
82560 register space. The first method typically sup-
ports EPROMs, external latches, and similar devic-
es. The second method is used for accessing the
registers of controllers which use the 82560 DMA
channels; e.g., the 82590, 82592, or 82588. Each
address in the SCS port provides a unique combina-
tion of the DACKO-, DACK1-, and CS-pin output
states. The CPU activates the chip select of the de-
vice being accessed by asserting or deasserting the
appropriate signals.

The host CPU can access the 82560 registers and

other devices on the local bus at any time. However, -

local memory can only be accessed by the host after
the 82560 memory control registers are initialized.
The host accesses local memory in two ways: Page
Access or Sequential (I/O mapped or pipeline) Ac-
cess. After reset, the memory access is I/0-mapped
mode but host access to local memory is disabled.
The 82560 must be configured for the appropriate
memory access mode before local memory can be
accessed by the host.

The 82560 memory control logic provides the sig-
nals required to interface to static memory. The
82560 can address up to 32 kB of local memory.
Each memory address can refer to a byte, a word, or
a double word of local memory. Thus the 82560 with
its two memory chip selects (low to high bank) and
its MOE and MWR outputs, can support 8-, 16-, or
32-bit-wide local buses.

In Page Access mode the local memory is mapped
into the host memory space. In this mode the host
can directly access local. memory through a fixed
size window which can be moved around in local
memory space. This window is referred to as a
“page”. Figure 5 shows the paging scheme. The
page size can vary from 1 kilobyte to 8. kilowords,
and can be located anywhere in local memory. The
exact location of the page in the local memory is
defined by a page register. By reprogramming the
page register the user can relocate the page in local
memory. i ‘
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In I/0-mapped Access mode the memory is mapped
into the host I/O address space. Data is transferred
between host and local memory using host DMA or
string 1/0 instructions. The 82560 can be pro-
grammed to support memory accesses through a
single 1/0 port. The 1/0 port is defined by an ad-
dress programmed into an 82560 register. The
82560 maintains the current address, which is up-
dated each time a memory cycle is run. The host
does not directly access the local memory. It outputs
the 1/0 address onto the A0O-A12 address lines,
with the HF lines indicating a memory access. If the
1/0 address matches the address programmed into
the 82560, then the 82560 executes the local mem-
ory cycle by outputting the current address onto the
memory address lines MAO-12.

The 82560 can be configured to interface with the
host in a pipeline mode. In this mode, transparent or
edge-trigged latches are needed to isolate the host
and local bus during memory cycles. Data is written
to the latch (from the host bus) and copied (from the
latch) to the local memory. In the host read cycles,
data is copied from the latch to the host bus. In an-
ticipation of the next host memory request (sequen-
tial), the 82560 then copies the next byte or word
from local memory to the latch. Thus the host CPU
can operate with 0 wait states by reading from and
writing to the latch.

ARBITER

All requests for access to devices on the local bus,
whether by the host or by the 82560 DMA, undergo
arbitration. The host requests are indicated on the
HF lines; the DMA requests are indicated on the
DRQ lines. Figure 4 shows the basic arbitration cy-
cle of the 82560. Arbitration for the local bus is pipe-
lined. It can take place at any time when the 82560
is idle, or one clock before the end of the current
local bus cycle. All requests are sampled on the fall-
ing edge of the 82560 clock. Arbitration is completed
within one clock cycle. The resultant local bus cycle
is started on the falling edge of the next clock. If
more than one request is active, arbitration is re-
solved on an alternating priority basis.

The 82560 deactivates its HRDY line when a host
request is detected; the request is synchronized and
then arbitrated. If the request is granted, the appro-
priate local bus cycle begins. After a programmable
number of clock cycles HRDY will be reactivated,
and the handshake with the host will be complete.
DMA requests are synchronized and acknowledged
once DMA has been granted access to the local
bus. The acknowledge lines are kept inactive until
the DMA is granted access to the local bus.
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Figure 5. Page Mechanism

DMA MACHINE

The 82560 provides two DMA channels. Each chan-
nel can access 16 kb of memory address, and has
request and acknowledge lines and address regis-
ters. The DMA normally operates in the Demand
mode, and becomes active in response to a DMA
request being granted. The requests come in on the
DRQ lines and, if granted, are acknowledged by the
DACK lines becoming active. Each channel has a
control register that includes an enable bit, a direc-
tion bit, and output enable bits (CS, DACKO, and
DACK1 are active low signals that can be enabled/
disabled during DMA cycles). Each channel also has
a base, current, stop, lower-limit, and upper-limit reg-
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ister. The current address register (CAR) is incre-
mented after every DMA transfer except when in
double host bus mode. The lower-limit register
points to the beginning of the ring buffer; the upper-
limit register points to the end of the ring buffer. The
82560 performs the wraparound (lower limit. to
CAR), each time the CAR equals the upper limit.
When the contents of the CAR equal those of the
stop register, DMA transfer stops and the 82560
generates an interrupt to the CPU. When the double
host bus mode is invoked, the DMA machine will
alternately activate low and high banks of memory
and will increment the address after each high-bank
transfer.
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LOOSELY COUPLED MODE Table 3. DMA Handshake Encoding

The 82560 performs flyby DMA transfers (read from DRQ | EOP Event Status

slave and write to memory or vice versa). The opera- 0 0 Operation Done

tion continues until the current address register 0 1 dle

equals the stop register or until the DRQ is removed. 1 0 Retry R t

When the stop register is reached, the 82560 gener- 6lry Reques!

ates an interrupt. 1 1 New DMA Transfer Request

82590 TIGHTLY COUPLED MODE

The Tightly Coupled Interface is a hardware inter-
face between the 82560 and the 82590. This inter-
face allows transmission and reception events to be
processed without CPU intervention. It allows the
implementation of the time-critical CSMA/CD pro-
cesses: automatic retransmission, buffer reclama-
tion, and continuous frame reception and transmis-
sion. The basic interface is a two-signal DMA hand-
shake between the 82560 and the 82590; this oc-
curs over the DRQ and EOP pins. The 82590 pro-
vides the status of the current transmit or receive
process, or requests another DMA cycle at the end
of each DMA cycle. When configured for the Tightly
Coupled Interface, the 82560 and the 82590 use a
specific interrupt scheme to minimize CPU overhead
and to improve data throughput. The 82590 will not
generate interrupts when events occur that can be
handled by the 82560 without CPU intervention. Fig-
ure 5 illustrates the Tightly Coupled Interface mech-
anism. Table 3 lists the various combination of the
DRQ and EOP signals, and the events they repre-
sent.

If both DRQ and EOP are sampled high, the Current
Address Register of the channel is incremented and
another DMA cycle begins. If a frame is transmitted
or received without errors, both DRQ and EOP are
low at the end of the DMA cycle and the 82560 will
generate an interrupt. If DRQ is high and EOP is low,
a collision occured during transmission, or an error
occurred during reception. In this case the Current
Address Register will be reloaded with the value in
the Base Address Register; and, once again, it will
point to the beginning of the frame structure in mem-
ory.

The DACK1/CS1.EOP pin of the 82590 is multi-
plexed and requires external logic to derive the EOP
and CS1 signals (see 82590 data sheet). Because
the 82560 integrates this logic, its DACK1/EOP pin
can be connected (with a pullup resistor) directly to
the DACK1/CS1/EOP pin of the 82590, and its
DACKO/DACK pin can be connected directly to the
DACK pin of the 82590. For more details, see the
8259X Users Manual.
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EOP 82590 OUTPUTS STATUS EOP AND DRQ “ \ ' /
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Figure 6. 82560, 82590 DMA Handshake
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Transmit =

The 82590 can transmit consecutive frames without .

using the CPU to issue the Transmit command each
time. This improves data throughput during transmis-
sion and eliminates CPU overhead. The CPU can
place multiple transmit frames in memory, with each
frame separated from the next by a Transmit Com-
mand byte. (For further information see 82590 and
82592 user manuals.) The 82560 supports transmit
chaining. It also supports automatic retransmit on

collision (provided that the maximum number of col-
lisions is not reached). In this case the current ad-
dress register is reloaded with the value.of the base
address register, and the DMA transfer is resumed
without CPU involvement. If the maximum number of
collisions has been reached, or if transmit failed for
any other reason, the 82560 will need CPU interven-
tion. Thus it will generate an interrupt to the CPU. At
the end of transmission of each frame, the 82560
updates the status byte (indicating the number of
collisions) in the memory.
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LIMIT

BYTE COUNT LOW
BYTE COUNT HIGH
z
DATA gl =
g| ¥
. u z
) . < = m
2l =z
DATA z :
=
04 S
STATUS
<
BYTE COUNT LOW | BASE
BYTE COUNT HIGH | &
zZ| 3
DATA <% CURRENT
;J m
<
3|+
m —_
o
STOP
o
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Figure 7. Example of a 4-kB Transmit Ring Buffer
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Receive

Immediately after a channel is enabled for recsive,
the 82560 will write FFh into the first two bytes of the
frame (pointed to by the base register). The current
address register is loaded with the contents of the
base register and is incremented twice (past the two
reserved bytes). If an error occurs during reception,
and the save bad frame bit is 0, the CAR is reloaded
with the content of the BAR and incremented past
the two reserved bytes; however, if the save bad
frame bit is set, the CAR is incremented for the next

frame and the 82560 generates an interrupt to the
CPU. If no error occurs, the last two bytes received
(which are always stored in 82560 internal registers)
are copied back to the first two bytes of the frame.
These are the byte counts. If the 82590 generates
an interrupt on each frame reception the 82560 will
relay that interrupt to the CPU. At this time the value
of the CAR will be copied into BAR, FF will be writ-
ten into the next two bytes, and CAR will be incre-
mented as before to point to the new frame recep-
tion area.

LOWER 1000h >
LIMIT :
UPPER
LIMIT

FRAME No. n+1

CURRENT
ADDRESS

BASE
ADDRESS

CPU HAS PROCESSED
THIS PART OF THE
RECEIVE BUFFER

(FROM 82560)
(FROM 82560)

(FROM 82590)

DATA

STATUS BYTE 1 |4 STOP

STATUS BYTE 2

BYTE COUNT LOW

BYTE COUNT HIGH

BYTE COUNT LOW | (FROM 82560)

BYTE COUNT HIGH | (FROM 82560)

DATA
BYTE COUNT LOW

BYTE COUNT HIGH

DATA (FROM 82590)

(FROM 82590)

(FROM 82590)
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Figure 8. Example of a 4-kB Receive Ring Buffer
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Table 4. Address Map 3
" RESERVED 3Fh
HOST MODE REGISTER 2Fh )
' , 2Eh 3Eh |-
STOP 0 2Dh 3Dh. | STOP1
.- 2Ch, 3Ch o
RESERVED 2Bh - 3Bh
) - 2Ah 3Ah'
UPPER LIMIT REGISTER 0 2oh 39h UPPER LIMIT REGISTER 1
28h 38h o
RECEIVE TEMP. REGISTERS 27h 37h
26h 36h
LOWER LIMIT REGISTER 0 25h 35h LOWER LIMIT REGISTER 1
24h 34h
DMA CONTROL REGISTER 0 23h 33h DMA CONTROL REGISTER 1
BASE 22h ' 32h BASE Base/
ADDRESS Base Gurrent 21h 3th | ADDRESS  Curent
REGISTER 0* 20h - 30h REGISTER 1 Bit = 1
CURRENT 22h 32h CURRENT
ADDRESS Base & 21h 3th | ADDRESS ~ ~pase
REGISTER 0f 20h 30h REGISTER 1%
DMA MODE REGISTER 1Fh
HOST 1Eh * Base/Current bit refers to the read cycles
ADDRESS 1Dh only. When writing, both base and current
REGISTER H 1Ch are updated.
SELECT 1Bh T 0 refers to DMA channel 0.
REGISTER 1Ah |
RESERVED 19h I 1 refers to DMA channel 1.
: 18h :
INT MASK REGISTER 17h__| '§Inthe 8259X, address 03h and 05h are
INT CONTROL/STATUS REGISTER 16h :’::deggvae‘fcess'"g Port 0 and Port 1
82588 STATUS 2 REGISTER 15h Pocivel-
82588 STATUS 1 REGISTER 14h
RESERVED 13h
CONTROL REGISTER 12h '
IDENTIFICATION REGISTER 11h
MASTER MODE REGISTER 10h"
OFh
SEMAPHORES T
08h
CS DACKi DACKO
1 1 1 07h
1 1 0 06h
1 0 1 05h
SCS PORTSS 1 0 0 04h
0 1 1 03h
0 1 0 02h
0 0 1 01h
0 0 0 00h
NOTE:

When writing to 3-byte registers, the most significant byte (higher address) shouid be written last. The value written into the
most significant bytes should be 0. The third bytes are reserved for possible future use.
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82588 TIGHTLY COUPLED MORE

The 82560 supports a Tightly Coupled Interface
(TCI) with the 82588. This interface allows transmit
and receive events to be processed without CPU
intervention. It allows the combination of the 82588
and 82560 to implement time-critical, CSMA/CD
events: automatic retransmission, buffer reclama-
tion, and continuous frame reception (see 82588
Reference Manual). When configured for the 82588
TCI mode, the 82560 uses the 82588 INT pin to de-
termine if an event has occurred. The 82560 then
reads the 82588 status register(s) to determine the
cause of the interrupt. If the interrupt is due to a
collision during transmission, a good frame recep-
tion, or errors during frame reception then the 82560
will update its DMA address registers and issue the
82588 the commands necessary for minimizing CPU
intervention. The 82560 will regenerate all 82588 in-
terrupts except those generated when a collision oc-
curs during transmission (with the maximum retry
count not exceeded). Because transmit and receive
interrupts are time-critical processes the 82560 au-
tomatically acknowledges such interrupts to reduce
dependency on the CPU. It will regenerate the inter-
rupt on its INTOUT pin unless the interrupt is due to
a transmit collision.

If the 82588 issues an interrupt due to a collision
during transmission, and the maximum retry count
has not been exceeded, the 82560 will automatically
reload the Current Address Register with the value
in the Base Address Register, acknowledge the in-
terrupt, and issue a retransmit command to the
82588. If the interrupt is due to the reception of a
good frame, the 82560 will update its Base and Cur-
rent Address Registers and prepare for a new in-
coming frame. If the interrupt is due to a receive
frame error, the 82560 will reclaim the buffer by re-
setting the Current Address Register to the begin-
ning of the frame buffer.

If the 82588 is unable to transmit due to having ex-
ceeded the maximum retry count or a Lost-CTS con-
dition or a Lost-CRS condition, an interrupt is gener-
ated; the 82560 will not update its DMA address reg-
isters. It will, however, acknowledge the 82588 inter-
rupt and regenerate the interrupt on its INOUT pin.
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PROGRAMMING

The 82560 registers may be logically grouped into
Device Configuration registers, Status registers and
DMA address registers. Table 4 shows all of the
82560 registers and their addresses. All registers ex-
cept receive temporary registers, 82588 status 1
and 2 registers, and the identification register, which
are read only, are read/write registers.

The registers can be accessed by the host CPU. The
RD signal indicates the direction of data transfer be-
tween the 82560 and the CPU. The actual data
transfer takes place over the 82560’s 8-bit data bus
lines (D7-Dg). The address of the register being ac-
cessed is taken from the address lines As-Ag.

Since the 82560’s data bus is 8-bits wide, all access
to its registers is on a byte basis. If a register is
longer than 1 byte, each byte has to be accessed
individually through its unique address in the 82560
register space.

On power-up or reset, the 82560 registers are set to
a default configuration. The user must initialize the
82560 for the proper system configuration.

The SCS ports occupy eight addresses in the 82560
register space. The SCS ports should not be thought
of as registers. They are merely addresses in the
register space which, when addressed, activate a
combination of the DACKO, DACK1 or CS pins. The
particular combination of these pins signal levels de-
pends on the SCS port address being accessed.
The semaphore ports allow resource sharing in a
dual processor (intelligent adapter) environment.
Each port can be used as a semaphore to imple-
ment mutual exclusion.

CONFIGURATION REGISTERS

By programming these registers, the 82560 can be
tailored to support different PCs, slaves and memo-
ries. The memory access mode (I/O or memory
mapped) and the type of DMA support (loosly or
tightly coupled) can also be programmed.
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MASTER MODE REGISTER (10h)

Host bus interface
» 00 equal data bus width
» 01 double data bus width*

» 01 double data bus width*
with special receive

> 10 reserved

v

Reserved

Base/Current select (1/0)
HRDY delay

» 00 no delay

» 01 0.5 clock delay

» 10 1.5 clock delay

» 11 2.5 clock delay

Reserved

Host/DMA Idle priority (1 or 0)

vyvvYy

v Yy

* IN SOME VERSIONS OF 82560, THIS MODE IS NOT TESTED.

290180-9
CONTROL REGISTER (12h)
o[oJoTo,]os[p, [0 D0
» 1/0 access delay (0 to 3)
e} Early /Late write option (1/0)

> M y delay (0 to 3)

P Reserved
290180-10

HOST MODE REGISTER (2Fh)

ofofofo]ofo]os]pg

——p Enable/Disable pipeline mode (1/0)
ey Pipeline direction read/write (1/0)
Reserved

vY

General purpose input

290180-11
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INTERRUPT MASK REGISTER (17h)
D7 Ds D5 D4 D3 D2 D1 Do
-» Low byte of the host=selected address
(1/0=-mapped memory )
290180-12
SELECT REGISTER, HIGH BYTE (1Bh)
D | Dg|Ds5|D4|D3|D, | D] Dg
P High bits of the host=selected address
~P HRDY delay reference source
> y or 1/0 mapped (1/0)
» Enable/Disable memory access (1/0)
290180-13
DMA MODE REGISTER (1Fh)
D;|DgfDs[ 0Jofo]o]o

yYvw

Reserved

Save/Discard bad frame (1/0)

DMA Mode

» 00 loosely coupled (regular)

» 10 8259X Tightly Coupled Interfaced
» 01 82588 TCI

» 11 reserved
290180-14
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INTERRUPT MASK REGISTER (17h)

P Level/Edge sensitive (1/0)
High/Low true assert (1/0)
> 00 no change*

> 01 enable slave interrupt

>
>
>
.

» 10 disable slave interrupt
» 11 reserved

Reserved
Disable/Enable Tx chain (1/0)

Enable/Disable interrupt tri=state (1/0)
290180-15

vyvVvYy

*Whenever one of these bits is “1” while writing to this register, other bits are not affected.

Host Address Registers
Contain the initial memory address when the host accesses memory in 1/0 mapped or pipeline mode.

Identification/Software Reset Register
Writing to this address will reset the chip. Reading from.it will provide the user with 82560 stepping information.

MASTER MODE REGISTER (10h) DMA Control Register* (23h or 33h)

M ABIPARIEAEAES

b3 Disable/Enable DACKO during

DMA cycles (1/0)
l——————— Disable/Enable, DACK1/EOP during

DMA cycles (1/0)

e Disable CS during DMA cycles (1/0)
» Direction bit: memory read/write (1/0)
» Enable/Disable DMA channel (1/0)
$ Receive/Execution channel (1/0)t

$ Reserved
290180-16
D5 D3 DMA Channel Function
0 0 Transmit
0 1 Dump (588 or 590/592)
1 0 Reserved (Do Not Use)
1 1 Receive

*Each DMA channel has its own control register.
TThe following table shows the encoding of bits 3 and 5:
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INTERRUPTS

In the non-tightly coupled mode, the 82560 will gen-
erate an interrupt when the Current Address register
equals the Stop register or when the interrupt input
pin is active.

In the tightly coupled modes, the conditions for gen-

erating Stop register interrupts are the same howev-

er, the 82560 will generate 82590 interrupts only if

its source was one of the following.

* Transmission of every frame, or last frame, in the
chain is completed (programmable).

INTERRUPT STATUS READ REGISTER (16h)

e Transmission failed because of a collision, and
the maximum number of Transmit retries is
reached.

* Transmission failed for a reason other than colli-
sion; e.g., lost CRS/CTS.

® Reception failed, and the Save Bad Frame bit is
set.

® Reception completed.

The interrupt control register is read by the interrupt
routines to determine the exact source of the inter-
rupt.

o|of[ps|o,[ps|D,

Do

P External interrupt

. by ReSOrved
e DMA ¢hannel=0=done interrupt

% DMA channel-0-stop interrupt
$» DMA channel=1=done interrupt

% DMA channel=1=stop interrupt
» Reserved

NOTE: -

290180-17

INTERRUPT CONTROL WRITE REGISTER (16h)

The interrupt control register is written to acknowledge and reset the interrupt.

Do

———p Test/ACK external Interrupt

e Reserved
e Test/ACK DMA channel=0~done interrupt

v

Test/ACK DMA channel=0=stop interrupt
Test/ACK DMA channel=1=done interrupt

» Test/ACK DMA channel=1=stop interrupt

$» Reserved

Test/ACK interrupt control register

v

290180-18

1-73




intel

82560

ADVANCE INFORMATION

SYSTEM INTERACTION

A typical 82560 system mteractlon is described be-
low.

1. The CPU configures the 82560 by wntmg to con-
figuration registers.

2. The CPU accesses the local memory (through the
82560) and prepares a block of transmit frames.

3. The CPU writes the proper addresses into the
82560’s DMA address registers, (base, current, low-
er limit upper limit and stop).

4. The CPU writes to the 82560’s DMA control regis-
ters to configure and enable the channels.

5. The CPU issues a transmit command to the
82590.

6. The 82560 responds to the 82590°’s DMA request
by transferring data from memory to the 82590.

7. Upon completion of transmission, the 82560
sends an interrupt to the CPU.

8. The CPU reads the 82560 interrupt control regis-

ter to find the source of the interrupt.

9. The CPU issues a command to the 82590 to clear
its interrupt. (If the source of the interrupt was the
82590.)

10. The CPU acknowledges the 82560 interrupt by
writing a ““1” into the corresponding interrupt control
register bit(s).

APPLICATIONS

Figure 9 shows a buffered, nonintelligent StarLAN
adapter for the IBM PC bus (using the 82560 and the
82590). Figure 10 shows a buffered, nonintelligent
Ethernet adapter for the IBM PC bus (using the
82560, 82592, 82C501 and the 82502).
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82560 MACHINE CYCLE

The 82560 'machine cycle can be broken down into
three basic cycles: Idle (T\pLg), Arbitration (Tp) and
Transfer (TTsg). The machine cycle. begins when a
request (HF or DRQ) becomes active and the 82560
is in the idle state (T|pLg). The requests are synchro-
nized and then undergo -arbitration (Ta). Once arbi-
tration is completed, the transfer cycle (Ttsf) be-
gins.

oo

Synchronization (Tg) is completed on the falling
edge of the clock. If the previous cycle was non-idle,
arbitration begins and is completed within one clock
period (by the next falling edge of the clock).

The Transfer cycle consists of the following sequen-
tial states: the first transfer state (T1), memory or I/0
wait states (Ty), and the second transfer state (Ty).
There may be another transfer state, Ty, (wait host),
during host read or pipeline cycles. When no re-
quests are pending, and the 82560 is not in the
transfer or arbitration cycle, it is said to be in the idle
state (T|pLg). If the previous cycle was non-idle, the
arbitration period (Tp and T2 of the previous cycle
will be done in parallel. (See Figure 4.)

Tw is the programmable portion of the transfer cy-
cle. It can be zero to three clocks long depending on
the programmed memory or I/O access delays. If
the programmed delay is zero, then there will be no
Tw; the first state of the transfer cycle will be T.
During T2 the transfer cycle is completed unless the
cycle is a host read cycle. In that case the cycle will
be extended by inserting Ty. The 82560 will remain
in Twh until the HF lines are deasserted. Once HF
lines are deasserted, T, will begin and one clock
period later the bus cycle is complete. .
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ADDRESS
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Figure 10. Cheapernet >nnv~mq (82560, 82592, 82C501 and 82502)
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ABSOLUTE MAXIMUM RATINGS*

Case Temperature (TC)

under Bias
Storage Temperature

Voltage on any Pin with

Respect to Ground

...................... 0°Cto +85°C
—65°Cto +150°C

—0.5V to Vg + 0.5V

*Notice: Stresses above those listed under “Abso-
lute Maximum Ratings” may cause permanent dam-
age to the device. This is a stress rating only and
functional operation of the device at these or any
other conditions above those indicated in the opera-
tional sections of this specification is not implied. Ex-
posure to absolute maximum rating conditions for
extended periods may affect device reliability.

NOTICE: Specifications contained within the
following tables are subject to change.

D.C. CHARACTERISTICS TC = 0°Cto +85°C, Vg = +5V £10%
CLK pin has MOS levels (see VmiL, VmiH) All other signals have TTL levels (see Vi, ViH, VoL, VOH)-

Symbol Parameter Min Max Units Test Conditions
ViL Input Low Voltage (TTL) -0.5 +0.8 \"

ViH Input High Voltage (TTL) 2.0 Veg + 05 V

VoL Output Low Voltage (TTL) 0.45 V |lor=382mA

VoH Output High Voltage (TTL) 24 Vee V |loy = —400 pA

VmiL Input Low Voltage (MOS) —-0.5 0.6 \"

VmiH | Input High Voltage (MOS) Voo — 06| Voo + 05| Vv

I Input Leakage Current +10 pA [0 =V|y= Vgc —045
Lo 170 Leakage Current +10 pA |[0.45 = Voyr = Vgg —0.45
CiN Capacitance of Input Buffer 10 pF | FC = 1MHz

Cout | Capacitance of Input/Output Buffer 20 pF |FC =1MHz

lec Power Supply Current 50 mA | 10 MHz

A.C. CHARACTERISTICS C_on all outputs is 50 pF. The user should add 0.2 ns/pF up to 100 pF

Symbol I Parameter Min Max . | Test Conditions
SYSTEM CLOCK INPUT PARAMETERS

T CLK Cycle Period 100 (Note 1)
T2 CLK Low Time 45 (Note 1)
T3 CLK High Time 45 (Note 1)
T4 CLK Rise Time (Note 2)
T5 CLK Fall Time (Note 3)
HOST ACCESS CYCLE—NON PIPELINE MODE PARAMETERS

T6 HF or DREQ Setup Time 10

T7 HF Active Time (Low) 2*T1+10 (Note 5)
T8 HF Inactive Time (High) T1+10

T9 HF to HRDY Low 50

T10 HF Active to HDRY High 2*T1+50 (Note 4) (Note 9)
T11 HRDY High to HF Inactive 0 (Note 5)
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A.C. CHARACTERISTICS
C_ on all outputs is 50 pF. The user should add 0.2 ns/pF up to 100 pF (Contmued)

Symbol I Parameter Min | Max | Test Conditions

HOST ACCESS CYCLE—NON PIPELINE MODE PARAMETERS (Continued)

T12 HF Inactive to HRDY Float. ) 75.

T13 HF Active to XCVR Lines Low T1+T2 2*T1+T2+75 | (Note 6)
- T14 HF Inactive to XCVR Lines High (Note 7) 75

T15 HF Active to RD Low T14+T2+10

T16 RD Hold after HF Inactive 0

T17 HF Active to Input Add. Valid —-20

T18 Address Hold after HF Inactive 0 (Note 8)

T19 HF Active to 82560 Data Valid 3*T1+80 (Note 9)

T20 Data Hold after HF Inactive T1+T2 '

T21 HF Active to 82560 Add Valid (MAn). 2*T1+T2+75 | (Note9)

T22 - Add Valid or Chip Select Active Time 2*T1 (Note 10)

T23 HF Active to CS Active 2*T1+T2+50 (Note 9)*

T24 CS Enveloping Controls 20

T25 Control Active Time (Note 11) (Note 11)

T26 HF to Data Valid 3*T1-30

T27 Data Hold after HRDY High (Noté 12)

HOST ACCESS CYCLE—PIPELINE MODE PARAMETERS

T28 HF Active Time - T1+10 (Note 13) (Note 9)

T29 HF Active to Port CS Active 2*T1+75 (Note 6)

T30 HF Inactive to HRDY Low 75

T31 HRDY Low to HRDY High - (Note 14)

T32 Port CS Active Time 2*T1 (Note 14)

T33 HF Inactive to Buffer Write 10

T34 Write Active Time T1-10 T1+10

DMA PARAMETERS .

T35 DRQn High or INTR to Clock (Note 15)

Low Setup Time 50

T36 DRQn Low to Clock Low, Hold Time - 10

T37 EOP Pulse Width . T

T38 Address Delay Time T2+75

T39 CS, CSn, DAKn Delay Time T2+50

T40 CSn Delay Time (Slave to SRAM Flyby) 50

Ta1 [ORD_MWR, IOWR Delay Time 45

T42 TORD_MWR, IOWR Active Time (Note 16) (Note 16)
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A.C. CHARACTERISTICS
CL on all outputs is 50 pF. The user should add 0.2 ns/pF up to 100 pF (Continued)

Symbol I Parameter Min l Max | Test Conditions
INTERRUPT PARAMETERS
T43 Interrupt Delay Time 75
T44 Interrupt Gap 3*T1-10
RESET PARAMETERS
T45 Reset Setup Time 50
T46 Reset Active Time (High) 4*T1

*For pin HRDY 4 mA.

NOTES:

1. Measured at Vgg/2.

2.3.2V to 1.8V.

3. 1.8V to 3.2V.

4. The following configuration affect the HRDY output going active (high).

Legend:

TID—The configuration of HRDY delay (master mode register, TID = 0,.5,1.5,2.5 ).
TIO—The configuration of 1/0 access delay (Control register,
TIO = 0,1,2,3).
TMEM—The configuration of MEM access delay (Control register, TMEM = 0,1,2,3).
“If bit 5 of Register at Address 1BH then (TID+2)*T1+75
else [TID+ TIO(or TMEM)+2]*T1 + 75"
5. The user should not that the XCVR lines goes inactive immediately after HF inactivation.
6. Provided that the HOST wins arbitration.
7. In the case of HOST write cycle the XCVR lines will go high at the end of the 82560 cycle even if HF lines are still active.
In the case of HOST read cycles, the 82560 will terminate the local cycle after HF lines are inactivated.
8. Address lines are latched at the end of T1 of 82560 HOST bus cycles.
9. The maximum time specified assumes that the HOST wins the arbitration. If the HOST loses the arbitration to a DMA
request two possible scenerios are:
a) Arbitration lost to a single DMA cycle. In this case [(greater of TIO and TMEM)+2]*T1 should be added to the
max. time.
b) Arbitration lost to a DMA cycle which is followed by four locked DMA cycles. In this case [(greater of TIO and
TMEM)*5 + 10]*T1 should be added to the max. time. This might happen in the rare case when the HOST request
coincides with the last receive or transmit transfer, in the TClI mode.
10. [TIO(or TMEM)+2]*T1 + 10.
In the case of long (HF) HOST memory read requests, it would be extended until the request is removed.
11. Min = [TIO(or TMEM)+ 1]*T1-10, Max = [TIO(or TMEM)+1]*T1+ 10.
12. This parameter depends on T10. In terms of machine states, data remains valid until the end of the cycle (end of state
T2).
13. (TMEM + 2)*T1+75+ Tsystem.
Tsystem = delay from HRDY to HF inactive.
This maximum time refers to a second memory request immediately following a first one, assuming that the first one
was not delayed by a DMA cycle.
14. [TIO(or TMEM) +2]*T1 + 75.
15. This is an asynchronous signal (DRQn only in its leading edge). It is internally synchronized. Meeting this parameter,
assures recognition on the next clock.
16. Min = [(greater of TIO and TMEM)+1]*T1+T2+10
Max = [(greater of TIO and TMEM)+ 1]*T1+T2+10
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A.C. TESTING INPUT & OUTPUT WAVEFORM SYSTEM CLOCK TIMING -

2.4 ‘ ‘ — T4
X 1.5 «——TEST POINTS — 15% VCC=-0.6
0.45 )

290180-21 0.6

A.C. Testing Inputs are Driven at 2.4V for a Logic “1"”
and 0.45V for a Logic “0”. Timing Measurements are
made at 1.5V for both a Logic “1” and “0".

200180-22
WAVEFORMS
HOST READ CYCLE—NON PIPELINE MODE
Ts Ta it ™ 2 Ti Ti
—It6 e T1—] fa13] '
7 'rs——" .
HFn A}
19—+ | | - edT11
} T10 1> T12
HRDY \ \
13— le— ’ T4
XCvn
e T15-] - | T8
RD
<T17» L T18—]
AO=-A12, BMn ) VALID
; HOST READ FROM 82560
T19 ] — 20—
Data Valid | . )
HOST READ FROM 1/0 or SRAM
‘ 121 122
MAO-12, T3n | " A
123 —T22 i
GCS, CS, DACKn 4
- | fT24 | T28 ] |-
T25
JORD/MWR
—| T24 |e o248}
T42
MOE 4
290180-23
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WAVEFORMS (Continued)
HOST WRITE CYCLE—NON PIPELINE MODE
s Ta b2l v T2 m Tl
CTI n_/-\_.__j’_\_/_\_/_\_/_
—~I716 e T1—fe—{T2 | |aT3»]
L4 TB———I
- T6—> fe—
HFn \
9 | - 111
T10 1> T12
HRDY / \
T3 | f« T4
Xcvn
RD ‘
< T17+] <] 718+
A0=A12, BMn VALID
HOST WRITE TO 82560
| 26— f'—T27—->|
Data Valid { ™)
HOST WRITE TO 1/0 or SRAM
1214— T22
MAO-12 |
123 122
TSn, &3S, 5, DACKn |
- ||T24 | 124 4o] o
25
iORD/MWR, iOWR |
! 200180-24
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WAVEFORMS (Continued)
HOST READ CYCLE—PIPELINE MODE
Ts Ta T T2 T Ti T
CTI N
—IT6|
e—{—T28 8 i
HFn \
—={T30|
— 131
HRDY \ /
Xcvi
RD \
! <T|17> le—T18—>|
BMn ALID
T21 - 122
MAO-12, /
123 122
Csn
T29 132
Xcv2/PCS
— | 124 || |T24
- T33pte—T34—
iOWR )
—»{T24 [«—T25|— [« T24
—— T42 —
MOE
290180-25
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WAVEFORMS (Continued)

HOST WRITE CYCLE—PIPELINE MODE

o __{ Ts Ta T T2 m m \_}_

{16
let—T28 8 i
HFn \
T3
[ 132> T8I
HRDY / \ /
<T17>] le—T18—|
BMn VALID
121 122
MAO=12
129 132
Xcv2/PCS
123
Csn
124 = |}~ 1+ T24
<——uz——r
ORD /MWR |
o 290180-26
DMA FLYBY CYCLE—SLAVE TO SRAM
Ts Ta m ™ T2 i ]
oLk " " /" /|
le—T35 T36
‘I 16—+
DRQN 7 \
76— f—
[ T37 —»
FOP
738 —+ e
122 i
MAO-12 | 4
T30+ | I
122 i
DACKn y 4
ulo—— e | [+-T40
Csn
T24~ IiT24e
T46
o T41 e
iORD/MWR A
290180-27
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WAVEFORMS (Continued)
DMA FLYBY CYCLE—SRAM TO SLAVE e
n T
136
DRQn 7 i - \
16— |+
e T37 —
FoP
T38—» [
122
MAO-12
T39-» | )
124
DACKn, CSn
! le T25»
T4l |
T26
OWR )
25> {725}
« T42
e T41 —
MOE
) 200180-28
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e

WAVEFORMS (Continued)
INTERRUPT
CLK P »../"'\../'*./_\_/—\_/_
T4+ fe— o [ T43
T44
INT ) \
- [T35 - T35
INTR
290180~-29
RESET
CLK u—\_/—\_/_\
T46
- |T45
RESET ‘
290180-30
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PRELIMINARY

ADVANCED CSMA/CD LAN CONTROLLER
WITH 8-BIT DATA PATH

m Supports Industry Standard LANs

— Ethernet and Cheapernet (IEEE 802.3

10BASES5 and 10BASE2)
— StarLAN (IEEE 802.3 1BASED5) .
—IBM™ PC Network—Baseband and
Broadband

Iintegrates Physical and Data Link
Layers of OSI Model

Efficient Memory Use via Buffer and

- Frame Chaining

DMA Interface for Retransmission and
Continuous Reception without CPU

- Intervention

~ —Complete CSMA/CD Medium Access

Control (MAC) Functions

— Manchester, Differential Manchester,
or NRZI Encoding/Decoding

— On-Chip, Logic-Based Collision
Detection

— IEEE 802.3 or HDLC Frame Delimiting

— Broadband Ethernet (IEEE 802.3
10BROAD36) -

Two Modes of Operation
— Bit Rates up to 4 Mb/s with On-Chip

— EOP Signal Generation for 8237 and
82380

— Tightly Coupled Interface to 82560
Host Interface and Memory Manager

m 82588 Pin- and Software-Compatible

Encoder/Decoder (High-Integration

Mode) ‘

— Bit Rates up to 20 Mb/s with
External Encoder/Decoder (High-
Speed Mode)

High-Performance System Interface
— 16-MHz Clock, 2 Clocks per Transfer
— 64 Bytes of Configurable FIFO

Mode

Local and Remote Power-Down Modes
Deterministic Collision Resolution
24-Bit General Purpose Timer

On-Chip Jabbér Inhibit Function

Network Management and Diagnostics

— Monitor Mode

— CRC, Alignment, and Short Frame
Error Detection

— Three 16-Bit Event Counters

— Short or Open Circuit Localization

— Self-Test Diagnostics

— Internal and External Loopback
Operation

— Internal Register Dump
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Figure 1. 82590 Block Diagram
*IBM, PC, PCAT, PCXT are trademarks of International Business Machines.
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Figure 2. 82590.Pin Configuration (DIP)
, HEESPFIL8 52
The 82590 is a second-generation, 8-bit data path Fige®
CSMA/CD controller. Its system interface enables =
efficient operation with a wide variety of Intel micro- 200147-3

processors (such as iAPX 188, 186, 286, or 386) and
industry standard buses (such as the IBM PC 1/0
channel or Personal System/2™ Micro Channel™),
The 82590 can be configured to support a wide vari-
ety of industry standard networks, including StarLAN
and Ethernet/Cheapernet.

The 82590 provides a natural upgrade path for exist-
ing 82588 applications, since it is pin and software
compatible with its predecessor. Its rich incremental
functionality compared to the 82588 can be utilized
by selectively modifying existing software drivers.

Together with the 82560 (Host Interface and Memo-
ry Manager) the 82590 offers a complete solution for
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Figure 3. 82590 Pin Configuration (PLCC)

CSMA/CD LAN adapters oriented to the IBM PC en-
vironment. The 82590 fully conforms to existing
IEEE 802.3 standards (1BASE5, 10BASES5,
10BASE2, and 10BROAD36). Intel also offers the
82592, a 16-bit data path version of the 82590, for
higher performance applications.

The 82590 is available in a 28-pin Plastic DIP or a
44-pin PLCC package. It is fabricated with Intel’s reli-
able CHMOS Il technology.
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Table 1. 82590 Pin Description

Pin No. | Pin No.

Symbol (OP) | (PLCC) Type ‘ Name and Function

D7 6 10 1/0 | DATA BUS—The Data Bus lines are bidirectional, three-state lines

D6 7 11 connected to the CPU’s Data Bus for transfers of data, commands,

D5 8 T 12 status, and parameters. .

D4 9 | 13

D3 10 14

D2 1 18

D1 12 19

Do 13 20

RD 5 9 I READ—Together with CS0, CS1, DACKO, or DACKT, Read controls
data or status transfers out of the 82590.

WR 3 4 | WRITE—Together with CS0, CS1, DACKO, or DACKT, Write
controls data or command transfers into the 82590.

CS0 | 2 3 | CHIP SELECT (PORT 0)—When LOW, the 82590 is selected by
the CPU for command or status transfer through PORT 0.

RESET 25 40 1 RESET—A HIGH signal on this pin causes the 82590 to terminate
current activity. This signal is internally synchronized and must be
held HIGH for at least four Clock (CLK) cycles.

When the Clock signal is provided internally (CLKSRC is strapped
HIGH), the RESET signal must be held HIGH for at least 50 us.
(PLCC version only.)
INT 26 41 (0] INTERRUPT—A HIGH signal on this pin notifies the CPU that the
‘ 82590 is requesting an interrupt.
DRQO . 17 26 (0] DMA REQUEST (CHANNEL 0)—This pin is used by the 82590 to

request DMA transfer. DRQO remains HIGH as long as the 82590
requires DMA transfers. Burst transfers are thus possible.

When the 82590 is programmed for Tightly Coupled Interface, the
82590 notifies the DMA controller of the status of transmission or
reception, using this pin together with EOP.

DRQ1 18 27 (o} DMA REQUEST (CHANNEL 1)—This pin is used by the 82590 to
request DMA transfer. DRQ1 remains HIGH as long as the 82590
requires DMA transfers. Burst transfers are thus possible.

When the 82590 is programmed for Tightly Coupled Interface, the
82590 notifies the DMA controller of the status of transmission or
reception, using this pin together with EOP.

[,
>
Q
A
ol
M)

DMA ACKNOWLEDGE (CHANNEL 0)—When LOW, this input
signal from the DMA controller notifies the 82590 that the requested
DMA cycle is in progress. This signal acts similarly to Chip Select for
data and parameter transfers, using DMA channel 0.

DMA ACKNOWLEDGE (CHANNELS 0 AND 1)—When the
DACK1/CS1/EOP pin is programmed to CS1/EOP, this pin
provides a DMA acknowledge for both channels 0 and 1. Two DMA
acknowledge signals from the DMA controller, DACKO and DACK1,
must be externally ANDed in this mode of operation.

:
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Table 1. 82590 Pin Description (Continued)

Symbol

Pin No.

(DIP)

Pin No
(PLCC)

‘| Type

Name and Function

DACKT
CS1/EOP

27

42

170

.| provides an open-drain output.

This is a multifunction, bidirectional pin which can be programmed to
DACKT or CS1/EOP during configuration. When it is configured for EOP, it

DMA ACKNOWLEDGE (CHANNEL 1)—When LOW, this input signal from
the DMA controller notifies the 82590 that the requested DMA cycle is in
progress. This signal acts similarly to Chip Select for data and parameter
transfers, using DMA channel 1.

CHIP SELECT (PORT 1)—When LOW, the 82590 is selected by the CPU
for command or status transfer through PORT 1.

END OF PROCESS—A LOW output signal requests the DMA controller to
terminate the active DMA service.

CLK

/0

CLOCK—In the 28-p|n DIP, this is only an input pin. A TTL-compatible
clock input to this pin provides the timing for the 82590 parallel
subsystem.

In the 44-pin PLCC, this pin can be a clock input or output, depending on
the state of CLKSRC. If CLKSRC is strapped LOW, this pin is a clock input
which provides timing for the 82590 parallel subsystem. If CLKSRC is
strapped HIGH, the clock for the 82590 parallel subsystem is generated
from the internal clock generator. The CLK pin is then a clock output and
provides a clock signal whose frequency can be one-half of or identical to,
the frequency of the internally generated parallel subsystem clock,
depending on the state of FREQ. Note that the maximum frequency of the
clock signal supplied by the CLK pin is 8 MHz.

CLKSRC|FREQ CLK " Clock for the
Type| - Signal Parallel Subsystem

0 (LOW) | Don't| 1 |Clock: Clock as Provided on the CLK Pin
Care ‘

1(HIGH)| 1 O |internal Prescaled Clock Generated from
Parallel the Internal Clock Generator
Subsystem
Clock Divided
by Two

1 0 O |Internal Prescaled Clock Generated from
o Parallel the Internal Clock Generator
J0 | Subsystem .
- |Clock

CLKSRC

NA

CLOCK SOURCE-—-When strapped LOW, a clock signal on the CLK pin
provides timing for the parallel subsystem. When strapped HIGH, tlmmg
for the parallel subsystem is internally generated from the clock generator
provided in the serial subsystem. The internal prescaler is programmed
during conflguratlon to determlne the frequency of the clock for the
parallel subsystem. i

FREQ

NA

FREQUENCY—When strapped LOW CLK has an output frequency equal
to that of the internal parallel subsystem clock. When strapped HIGH, CLK
has an output frequency one-half that of the internal parallel subsystem
clock. The state of this pin is re|evant only when CLKSRC is strapped
HIGH.
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Table 1.

82590 Pin Description (Continued)

Symbol

Pin No.

(DIP)

Pin No.
(PLCC)

Type:

Name and Function .

X1/X2

15/16

- 24/25

‘generator also provides a clock for the parallel subsystem.

High Integration Mode

OSCILLATOR INPUTS—These inputs may be used to connect a
quartz crystal which controls the-internal clock generator for the
serial subsystem. When CLKSRC is strapped HIGH, the clock

X1 rhay also be driven by a MOS-level clock whose frequency is 8,
10, 16, or 18 times the bit rate of Transmit/Receive data. X2 must
be left floating if X1 is connecteéd to an external MOS clock.

™>C

15

16

24

25

High Speed Mode

TRANSMlT CLOCK—This sngnal provides the fundamental timing
for the serial subsystem. The clock is also used to transmit data
synchronously on'the TxD pin. For NRZ encoding, data is
transferred to the TxD pin on the HIGH to LOW clock transition. For
Manchester encoding, the transmltted bit center is aligned with the
LOW to HIGH transition. -

RECEIVE CLOCK—This clock is'used to synchronously sample
data on the RxD pin. Only NRZ data format is supported for
reception. The state of the RxD pln is sampled on the HIGH to LOW
transition. .

24

.36

: TRANSMIT CLOCK—In High Integration Mode this pin is Transmit

CARRIER SENSE—In Hugh Speed Mode this pin is Carrier Sense,
CRS, and is used to notify the 82590 that the serial link is active

Clock, TCLK

g

23

35

COLLISION DETECT'—‘-This input notifies the 82590 that a collision
has occurred. In.High Speed Mode a collision is sensed by this pin
only when the 82590 is configured for external Collision Detect
(external means are then required for collision detection). In High
Integration Mode collisions are sensed by this pin regardless of the
internal or external Collision Detect configuration of the 82590.

RxD

19

31

RECEIVE DATA—This pin receives serial data. It must be HIGH
when not receiving.

TxD

20

32

TRANSMIT DATA—This pin transmits data to the serial link. It is
HIGH when not transmitting.

RTS

21

33

REQUEST TO SEND—When this signal is LOW the 82590 notifies
the channel that it has data to transmit. It is forced HIGH after a
reset or when transmission is stopped.

CTS/LPBK

34

170

CLEAR TO SEND—An active LOW signal which enables the 82590
to start transmitting data Asserting this signal HIGH stops the
transmission.

LOOPBACK-—This pin, in'conjunction with a pull-down resistor, can
be programmed to provide an active HIGH loopback signal to the
external interface device.

28

| POWER: +5V +10%

Vss

14

GROUND: 0V

1-90
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FUNCTIONAL DESCRIPTION

Internal Architecture

The 82590 consists of a parallel subsystem, a serial
subsystem, and a FIFO subsystem (see Figure 1).

Parallel Subsystem

The parallel subsystem consists of a bus interface
unit (BIU), command and status registers, a 24-bit
general purpose timer, and three 16-bit event coun-
ters. ‘

The BIU provides an 8-bit data bus interface to the
external system bus. It handles all data transfers to
and from memory (at speeds up to 8 Mbytes/sec.),
accepts commands from the CPU, and provides
status to the CPU. There are two separate 1/0 ports,
Port 0 and Port 1; and two separate DMA channels,
Channel 0 and Channel 1. Port 0 is the 82588-com-
patible 1/0 port through which the CPU issues com-
mands such as Transmit and Receive Enable. The
82590’s enhanced features, such as the general
purpose timer and event counters, are accessed
through Port 1. The two DMA channels are indepen-
dent of each other and can be used for high-per-
formance operations such as simultaneous trans-
mission and reception.

The 24-bit timer consists of a 24-bit maximum count
register, a 24-bit count register, and associated con-
trol bits in the command registers. its clock source
can be the transmit clock or the parallel subsystem
clock. The timer can be programmed to halt or con-
tinue on a terminal count with or without causing an
interrupt.

The three 16-bit event counters can be programmed
to count valid frames, collided frames, and errored
(CRC or Alignment) frames. When. these event
counters are used in Monitor mode, the 82590 is
capable of maintaining the network statistics by it-
self; i.e., without requesting DMA services or causing
interrupts to the CPU.

Serial Subsystem

The serial subsystem consists of a CSMA/CD unit, a
data encoder and decoder, collision detect and car-
rier sense logic, and a clock generator.

The 82590’s CSMA/CD unit is highly flexible in im-
plementing the CSMA/CD protocol. It can operate in
a variety of |IEEE 802.3 and other CSMA/CD LAN
environments, including 1BASE5  (StarLAN,
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10BASE5 (Ethernet), 10BASE2 (Cheapernet), and
the IBM™ PC Network (Baseband and Broadband).
The programmable parameters include:

® Framing (IEEE 802.3 Framing or HDLC Framing)
Address Field Length

Station Priority

Interframe Spacing

Slot Time ’

e CRC-32 or CRC-16

The CSMA/CD unit also has a mode of operation
which implements deterministic collision resolution
(DCR). The DCR algorithm is fully compatible with
the MULTIBUSTM || Serial System Bus (SSB) specifi-
cations.

The encoder and decoder in the serial subsystem is
capable of NRZI, Manchester, and Differential Man-
chester encoding and decoding at bit rates up to 4
Mb/s in High-Integration Mode, and Manchestér en-
coding at bit rates up to 20 Mb/s in High-Speed
Mode. A digital phase-lock loop is used in High-Inte-
gration Mode to decode the receive data and to gen-
erate the synchronous receive clock.

The collision detect and carrier sense logic generate
the internal collision detect and carrier sense signals
for the CSMA/CD unit. ‘ o

The 82590 implements several different internal,
logic-based collision detect mechanisms. Two of
these, Code Violation and Bit Comparison, are also
available with the 82588. The Code Violation meth-
od defines a collision where a transition edge occurs
outside the area of normal transitions (as specified
by the data encoding method). For example, if there
are no mid-bit cell transitions in the Manchester en-
coded data, this method interprets that condition as
a collision. The Bit Comparison method compares
the signature of the transmitted frame to the signa-
ture of the received frame. If the signatures are dif-
ferent, a collision is assumed to have occurred. Two
other internal collision detect methods implemented
in the 82590 are Source Address Comparison and
StarLAN CPS (Collision Presence Signal) Recogni-
tion. The Source Address Comparison compares the
source address field of the transmitted frame to the
source address field of the received frame. If the
source addresses are different, it assumes that a
collision has occurred resulting in data corruption in
the source address field. The StarLAN CPS Recog-
nition method looks for the specific collision pres-
ence signal defined by the IEEE 802.3 1BASE5
standard. Other abnormal circumstances, such as
no carrier for more than one-half slot time in the
receive channel during transmission, are interpreted
as collisions by the 82590.



intel

82590

PRELIMINARY

In addition to these internal, logic-based collision de-
tection methods, an external means of collision de-
tection can be used in parallel by usmg the CDT
input pin.

The clock generator in the serial subsystem is avail-
able only in High-Integration Mode and provides tim-
ing for the serial subsystem. The clock signal can
also be routed to the parallel subsystem, if so de-
sired. The oscillator circuit is designed for use with
an external, parallel resonant, fundamental mode
crystal. The crystal frequency should be selected at
8X, 10X, 16X, or 18 X the required serial bit rate.

FIFO Subsystem

The FIFO subsystem is located between the parallel
subsystem and the serial subsystem. It consists of a
transmit FIFO, a receive FIFO, and FIFO control log-
ic. The transmit and receive FIFOs are independent
of each other and individually provide optimal inter-
faces between the two subsystems:-which may have
different speeds. There is a total of 64 bytes that can
be used for the two separate FIFOs. During configu-
ration these 64 bytes can be divided into one of four
possible combinations: 16 and 16 bytes, 16 and 48
bytes, 32 and 32 bytes, or 48 and 16 bytes for the
transmit and receive FIFO respectively. The FIFO
threshold is also programmed during configuration.

PROGRAMMING MODEL—REGISTER
OVERVIEW :

Figure 4 shows the 82590 internal registers that are
directly accessible through the 8-bit 170 ports: Port 0
and Port 1, The registers enclosed in darker lines
are 82588-compatible registers and are accessible
only through Port 0.

Figure 5 shows the Port 0 commands. All of the Port
0 commands are compatible with the 82588 except
for the NOP. ‘command with, the.channel bit set to 1.
If the NOP. command is executed with the channel
bit set to 1, the active port is switched to Port 1. Port
0, which is selected by CS0 in hardware; logically
becomes Port 1. When the hardware does not sup-
port.the second chip select, CS1, this software port
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switch commandis used. Figure 6 shows the Port 1
commands. When the SWT-TO-PORT-0 command
is executed, the active port is switched back to Port
0. o -

The 82590 can be configured to have 4 or 6 bytes of
status registers in Port 0 (see Figures 4 and 7).
When configured to 4 bytes of status registers, for-
mats of these registers are identical to those of the
82588. The first three status registers (STATUS 0
through 2) contain the information about the last
command executed or the last frame received. The
last status register, STATUS 3, contains the state of
the 82590. When the 82590 is configured to 6 bytes
of status registers, the two additional bytes are used
to report a more complete status of the most recent-
ly received frame.

Status of the timer and event counters is available in
the Port 1 status registers as shown in Figure 8.

82590 AND HOSf INTERACTION

The CPU interacts with the 82590 through the sys-
tem’s memory and the 82590’s on-chip registers.
The CPU creates a data structure in memory, pro-
grams the external DMA controller with the start ad-
dress and byte count of the memory block, and is-
sues a command to the 82590.

The chip select and interrupt lines are used to com-
municate between the 82590 and the CPU as shown
in Figure 9. The interrupt signal is used by the 82590
to attract the CPU'’s attention. The chip select signal
is used by the CPU to attract the 82590’s attention.
Note that the 82590 does not have any address
lines.

There are two kinds of transfers over the bus: com-
mand/status and data transfers. The command/
status transfers are always performed by the CPU.
The data transfers are requested by the 82590, and
are usually performed by a DMA controller. Table 2
shows the command/status and data transfer con-
trol signals. The CPU writes commands to the 82590
using the CSO (or CST) and WR signals, and reads
status using the CS0 (or CS1) and RD signals. When
data transfers are performed, DACKO or DACK1
must be asserted by the DMA controller instead of
the Chip Select.
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STATUS 0

STATUS 1=0

STATUS 1=1

STATUS 2-0

STATUS 2-1

STATUS 3

6 or4
Bytes of
Status
Registers

PORT 0 COMMAND (WRITE ONLY)

COMMAND

Port O Status (Read Only)

=]

7

0

STATUS 0
STATUS 1

7

STATUS 2
STATUS 3

PORT 1 COMMAND (WRITE ONLY)

0

COMMAND

PARAMETER 0

PARAMETER 1

PARAMETER 2

Port 1 Status (Read Only)

7

0

STATUS 0

STATUS 1

STATUS 2

STATUS 2

Port 1 Timer/Counter Count Registers (Read Only)
8 7 0

23 16 15

| TIMER l
COUNTER 1
COUNTER 2
COUNTER 3

Port 1 Timer/Counter Maximum Count Registers (Read Only)

23 16 15 8 7 0
l ™R | '
COUNTER 1
COUNTER 2
COUNTER 3

290147-4

Figure 4. Programming Model—Directly Accessible Registers
(Accessible Through 8-Bit 1/0 Pop‘t[s])
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NOP

0

0
|A = SETUP 1
CONFIGURE 2
MC = SETUP 3
TRANSMIT 4
TDR 5
DUMP 6
DIAGNOSE 7
RETRANSMIT 1
ABORT 1
RCV = ENABLE 8
ASSIGN = ALT= BUF 9
RCV =DISABLE 10
STOP = RCV 11
FIX=PTR
RLS = PTR
L RESET

CHANNEL 0 0
CHANNEL 1 1

[ STATUS 0 00

=P OPCODE

ey CHNL

e ———L

STATUS 1 01
STATUS 2 10
{ STATUS 3 1

NO ACKNOWLEDGE 0

e— [N =
IN ACK[ACKNOWLEDGE 1

(CHNL =0)
(CHNL=1)

15 (CHNL=1)
15 (CHNL =0)
14

290147-5

Figure 5. Port 0 Commands

GENERAL PURPOSE
TIMER/COUNTERS

[ NoP
SWT=T0=PORT=0
SET-TS

RST=TS

LCL = PWR = DWN
RMT = PWR = DWN
FIX=PTR
RLS=PTR

RESET

" SEL=RST

[ NOP

START

STOP

RESUME

LD & START
ACK = INT

COUNT

L—> 0PCODE
(T¢/GP =0)

(Tc/GP=1)

SET= VAL
SET = CONF

RD = COUNT=VAL
| RESET

[ STATUSO
STATUS1
STATUS2
L sTaTUS3

TIMER

COUNTER1
COUNTER2
COUNTER3

NO ACKNOWLEDGE
> INT=
INT ‘CK{ ACKNOWLEDGE

PTR
(T¢/GP =0)

(Tc/GP=1)

START = ALL = COUNTERS

ONOWLWNLO

9
10
1

RD=MAX=COUNT = VAL 12

13
14

290147-6

Figure 6. Port 1 Commands
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Status Registers—6 Bytes
7 6 5 4 3 2 1 0
L )
INT RCV EXEC CHNL \ EVENT , STATUS O
RESULT 1 STATUS 1=0
RESULT2 STATUS 1=1
RECEIVE BYTE COUNT (LOW)/FRAME COUNTER STATUS 2-0
RECE'VE(HBII?LE) COUNT STATUS 21
RCV BUF. CHAIN'G EXEC !
CHNL RCV STATE NO. OF BUF. CHNL EXEC ‘STATE STATUS 3
290147-7
Status Registers—4 Bytes
(82588 Compatible Modes)
7 6 5 4 3 2 1 0
T T
INT RCV EXEC | CHNL ' EVENT , STATUS 0
RESULT 1 ' 'STATUS 1
RESULT 2 STATUS 2
RCV BUF. CHAIN'G EXEC T :
_CHNL RCV STATE NO. OF BUF. CHNL EXEC .S.TATE STATUS 3
290147-8
Value Value
Events (Status 0) Events (Status 0)
CMOs* 0 (CHNL = 1) Diagnose-Passed 7
|1A-Setup-Done 1 End-Of-Frame 8
Configure-Done 2 Request-Next-Buffer | 9
MC-Setup-Done 3 Reception-Aborted 10
Transmit-Done 4 Retransmit-Done 12
TDR-Done 5 Execution-Aborted 13
Dump-Done 6 Diagnose-Failed 15
*Available only after Hardware or Software Reset
Figure 7. Port 0 Status Registers
7 6 5 4 3 2 1 0 Timer/Counter Events | Value*
INT |><r P l R | Y oeent STATUS 0 c=1 (Status 0)
: 4 1 1 Timer Expired Bit0 = 1
TIMER/COUNTER STATUS STATUS 1 Counter 1 Expired | Bit1 =1
TIMER/COUNTER CONFIGURATION STATUS 2 Counter 2 Expired Bit2 = 1
" PORT1 COMMAND ' I " TIMER/COUNTER STATUS 3 Counter 3 Expired Bit3 = 1
STATUS . .CONFICYRATION, General Purpose Event | Value*
290147-9 (GP = 1) (Status 0)
REM-PWR-UP 9
*The 82590 may have more than one EVENT bit set by the time the CPU reads the status register.

Figure 8. Port 1 Status Registers
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MEMORY

f

CPU

19
V)
(=]

INT

NN o
2

8 = BIT SYSTEM BUS

DMA
CONTROLLER

ﬁ DRQO, DRQ1 ﬁ

2
DACKO, DACK

LINE DRIVERS
OR RF MODEM

SERIAL LINK

290147-10

Figure 9. 82590/Host CPU Interaction

Table 2. Data Bus Control Signals and Functions

Pin Name
CSO0 N Function
s RD R
1 X X No Transfer To/From
0 1 1 Command/Status
0 0 0 lllegal
0 0 1 Read from Status
Register
0 1 0 Write to Command
Register '
DACKO | == | ws
DACK1* RD | WR
1 X X No DMA Transfer
0 1 1
0 0 0 llegal
0 0 1 Data Read from DMA
Channel 0 (or 1)
0 1 Data Write t6 DMA
: Channel O (or 1)

*Only one of CSO, CST, DACKO or DACKT may be active -

at any time.
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To initiate an operation such as Transmit or Config-
ure (see Figure 5), the command from the CPU must
first be written to the 82590. Any parameters or data
associated with the command are transferred from
memory to the 82590 using DMA. Upon completion
of the operation, the 82590 updates the appropriate
status registers and sends an interrupt to the CPU.

FRAME TRANSMISSION

To transmit a frame, the CPU prepares a Transmit
Data Block in memory as shown in Figure 10. Its first
two bytes specify the length of the rest of the block.
The next few bytes (up to six) contain the destination
address of the station the frame is being sent to.
The rest of the block is the data field. The CPU pro-.
grams the DMA controller with the start address of
the block, length of the block, and other control in-
formation and then issues a Transmit command to
the 82590. Upon receiving this command, the 82590
fetches the first two bytes of the block to determine
its length. If the link is free and the first data byte
was fetched, the 82590 begins transmitting the pre-
amble and concurrently fetches more bytes from the
Transmit Data Block and loads them into the trans-
mit FIFO to keep them ready for transmission.
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PREAMBLE

BLOCK BYTE COUNT

SFD (BOF FLAG)

} GENERATED BY 82590

DESTINATION ADDRESS

A 4

DESTINATION ADDRESS

FROM 82590

DATA FIELD

SOURCE ADDRESS

44— INDIVIDUAL

LENGTH FIELD

ADDRESS

CPU GENERATED L_l—>

INFORMATION FIELD

DATA STRUCTURE IN MEMORY
(TRANSMIT DATA BLOCK)

PADDING (OPTIONAL)

FRAME CHECK SEQUENCE

EOF FLAG (OPTIONAL)

GENERATED BY 82590

PADDING (OPTIONAL)

290147-11

Figure 10. The 82590 Frame Structure and Location of Data Element in System Memory

The destination address is transmitted after the pre-
amble. This is followed by the source or the station
individual address, which was previously stored in
the 82590 by the |A-Setup command. After this, the
entire information field is transmitted, followed by a
CRC field calculated by the 82590. If a collision is
encountered during transmission of the frame, then
the transmission is aborted after a jam pattern is
sent. If the collision is detected during preamble or
SFD (Start Frame Delimiter) transmission, the 82590
transmits the jam pattern after the SFD is transmit-
ted. An interrupt is then generated to inform the CPU
of the unsuccessful transmission due to a collision.
The CPU reinitializes the DMA controller and issues
a Retransmit command to the 82590. Retransmis-
sion is done by the CPU exactly as the Transmit
command is done, except the Retransmit command
keeps track of the number of collisions encountered.
When the 82590 gets the Retransmit command and
the backoff timer is expired, it transmits the frame
again. Retransmission is repeated until the attempt
is successful, or until the preprogrammed retry num-
ber expires.

If the 82590 is programmed to generate the EOP
signal to the 8237 or 82380 DMA controller, or if it is
used with a DMA controller which implements the
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Tightly Coupled Interface, retransmission is per-
formed without CPU intervention.

FRAME RECEPTION

The 82590 can receive frames when its receiver has
been enabled. The 82590 checks for an address
match for an Individual address, a Multicast address,
or a Broadcast address. In the Promiscuous mode
the 82590 receives all frames. When the address
match is successful, the 82590 transfers the frame
to memory using the DMA controller. Before en-
abling the receiver, it is the CPU’s responsibility to
make a memory buffer area available to the receiver
and to properly program the starting address of the
DMA controller. The received frame is transferred to
the memory buffer in the format shown in Figure 11.
This method of reception is called Single Buffer re-
ception; the entire frame is contained in one continu-
ous buffer. Upon completion of reception, the status
of the reception is appended at the end of the re-
ceived frame in the memory buffer, and the total
number of bytes transferred to the memory buffer is
loaded into the internal status registers 1 and 2. An
interrupt is then generated to inform the CPU of the
frame reception.
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Figure 11. Single Buffer Reception

If the frame size is unknown, memory usage can be
optimized by using Multiple Buffer reception. In this
mode of operation, the CPU and DMA Controller can
dynamically allocate memory space as it receives
frames. This method requires both DMA channels to
receive the frame alternately. As frame reception be-
gins, the 82590 interrupts the CPU and automatically
requests assignment of the next available buffer.
The CPU does this and loads the second DMA
channel with the next buffers information so the
82590 can immediately switch to the other channel
when the current buffer is full. When the 82590
switches from the first to the second buffer it again
interrupts the CPU and requests another buffer to be
allocated on the previous channel. This process
continues until the entire frame is received. The re-
ceived frame is spread over multiple memory buff-
ers. The link between the buffers is easily main-
tained by the CPU, using a buffer chain descriptor
structure in memory as shown in Figure 12. This dy-
namic allocation of memory buffers results in effi-
cient use of available storage when handling frames
of widely differing sizes.

If the 82590 is programmed to generate the EOP
signal to the 8237 or 82380 DMA controller, or if it is
used with a DMA controller which implements the
Tightly Coupled Interface, buffer reclamation and
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more advanced data structures for the buffer area
can significantly improve system performance.

EOP SIGNAL TO THE DMA
CONTROLLER

The 82590 can be programmed to assert the EOP
signal to the 8237 or 82380 DMA controller when
one or more of the following occurs:

e A collision during transmission
e An error (CRC or alignment) during reception
e A good frame reception

If the 8237 or 82380 is programmed for Auto-initial-
ize mode and if the 82590 is programmed to assert
the EOP signal on a collision during transmission,
the retransmission following a collision is done auto-
matically by the 8237 and the 82590. The 8237 will
reinitialize itself automatically and the 82590 will re-
transmit the same frame from the same memory
area without CPU intervention. When the 82590 is
programmed for this mode it does not interrupt the
CPU upon a collision, and the CPU does not need to
issue a Retransmit command to the 82590. The CPU
is interrupted only after a successful transmission or
retransmission, or after a transmission failure, such
as DMA underrun.
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Figure 12. Multiple Buffer Reception

If the 82590 is programmed to assert the EOP signal
when an error occurs during reception, the 8237 or
the 82380 in Auto-initialize mode will be able to re-
claim the memory area which would otherwise be
wasted for the errored frame reception. If the 82590
is programmed to assert EOP at the end of a frame
reception, automatic buffer switching can be accom-
plished by alternating the DMA channels with the
8237 or the 82380. When the 82380 is used, the
buffer switching can be done with only one DMA
channel.

The EOP EOP signal must be derived from the DACKi/
CS1/EOP pin using external logic (see Figure 13).

82590/82560 TIGHTLY COUPLED
INTERFACE

The 82590 has a mode of operation called “Tightly
Coupled Interface.” In this mode the 82590 provides
a tightly coupled interface to a DMA controller in or-
der to execute some of the time-critical processes of
the CSMA/CD protocol without any CPU interven-
tion. By using the 82590’s companion chip, the
82560, or by implementing the Tightly Coupled Inter-
face in a DMA controller operations such as auto-
matic retransmission,  continuous back-to-back
frame reception, and transmlt and/or receive buffer
chaining can be accomplished.

The 82590 provides the status of the current active
transmission or reception to the DMA controller by
using the DRQ and EOP signals at the end of every
DMA cycle. The status is encoded according to Ta-
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ble 3. As long as the 82590 generates DRQ High
and EOP Floating at the rising edge of RD or WR,
the DMA controller repeats DMA transfers. If the
transmission is completed without collisions or if the
reception is good (no collision, no CRC, or no Align-
ment error), then DRQ and E EOP both become Low
at the end of a DMA transfer which follows the last
DMA data transfer. If the transmission encountered
a collision or if the 1e reception had an error, DRQ be-
comes High and EOP becomes Low. The DMA con-
troller must decode these signals appropriately and
must reinitialize the DMA channel so it can retrans-
mit the same frame or reclaim the otherwise wasted
buffer. It is the DMA controller’s responsibility to re-
program itself for the next appropriate operation.

The 82560 fully implements the Tightly Coupled In-
terface and provides very high-performance DMA
services for the 82590 with minimal CPU involve-
ment.

NETWORK MANAGEMENT AND
DIAGNOSTICS

The 82590 provides a large set of diagnostic and
network management functions -including: internal
and external loopback, monitor mode, optional cap-
ture of all frames regardless of destination address
(Promiscuous mode), and time domain reflectometry
for locating fault points in the network cable. The
82590 Dump command ensures software reliability
by dumping the contents of the 82590 internal regis-
ters into the system memory.
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Figure 13. Demultiplexing DACK/CS1/EOP Pin
Table 3. Transmit/Receive Status Encoding on DRQ and EOP

'DRQ EOP Status Information
0 - Hi-Z Idle
1 Hi-Z DMA Transfer
0 0 Transmission or Reception Terminated OK
1 0 Transmission or Reception Aborted .

OTHER ENHANCEMENTS

Compared to the 82588 the 82590 has a number of
functional and performance enhancements. This
section lists some of these enhancements which are
not covered in other sections.

@  Multi-lA—The 82590 impléments multiple-indi-

vidual address (Multi-1A) filtering. It can receive
more than one IA frame in this mode.

@ Power Down Modes—Two power down ®
. modes, Local Power Down and Remote Power
Down, are available. When the 82590 is in Re-
mote Power Down mode, it can be powered up

remotely by sending a special frame to it. ®

® Automatic Padding and IEEE 802.3 Length
Field—If a frame to be transmitted is shorter
than the configured Slot Time, the 82590 auto-
matically appends pad bytes up to the shortest
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frame greater than the Slot Time. If the data
field of a received frame is longer than the byte
count indicated in the Length field, the extra
bytes are stripped automatically according to
the Length field. Erroneous conditions are de-
tected and reported by the 82590. An example
of such conditions is reception of a frame
which is shorter than the byte count indicated
in the Length field. :

Automatic Retransmission on Collision Dur-
ing Preamble—The 82590 can be pro-
grammed to retransmit automatically if it deé-
tects a collision during transmission of the
preamble. '

On-Chip Jabber Inhibit Function—The 82590

-can be programmed to provide an on-chip jab-

ber inhibit function.
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©® CRC Transfer to Memory—The 82590 can
be programmed to transfer the CRC field of a
received frame into memory.

@ Loopback Signal to the 82C501—The 82590
can be programmed to provide an active High
loopback signal to the 82C501 (see Figure 14).

® StarLAN—The 82590 can be configured to
recognize the |EEE 802.3 1BASES5 Collision
Presence Signal (CPS). In this mode it also de-
lays deactivation of the RTS signal at the end
of a frame transmission in order to insert an
end-of-frame marker according to the stan-
dard.

APPLICATIONS

The 82590 can be used in a variety of applications.
When it is used in High-Integration Mode, it imple-
ments most of the Data Link' and Physical Layer
functions required by the IEEE 802.3 1BASES5 (Star-
LAN) and the IBM PC Network—Baseband and
Broadband. When it is used in High-Speed Mode, it
can work with the 82C501 and a standard transceiv-
er for |[EEE 802.3 10BASE5 (Ethernet) and
10BASE2 (Cheapernet) implementations.
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If the desired network requires determinism, the
82590’s Deterministic Collision Resolution (DCR)
method can be used.

Figure 15 shows a block diagram of an
82590/82560 High Integration adapter board. The
82560 provides the following functions: DMA for the
82590 with Tightly Coupled Interface and dual-port
memory control for the static RAM. The 82590 is
configured to High-Integration mode to minimize the
serial interface logic.

82590 82C501

74HCTO4

€TS/LPBK »* Do— PBK
%wka

290147-15

Figure 14. Loopback Output to the 82C501
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Figure 1. 82592 Block Diagram

*IBM is a trademark of International Business Machines Corporation.

October 1988
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Figure 2. 82592 Pin Configuration (DIP)

The 82592 is a second-generation, 16-bit data path
CSMA/CD controller. Its system interface enables
efficient operation with a wide variety of Intel micro-
processors (e.g., 80186, 80286, or 80386) and in-
dustry standard buses (such as the IBM PC I/0
channel or Personal System/2 Micro Channel). The
82592 can be configured to support a wide variety of
industry standard networks, including StarLAN, IBM
PC Network, and Ethernet/Cheapernet.

The 82592 is ideal for integrated LAN on mother-
board solutions. The 82592 architecture offers low
cost, high performance and minimal real estate re-
quirements. The 82592’s Tightly Coupled Interface
mode allows it to use host DMA without local buffer-
ing. An integrated 82592 Ethernet motherboard LAN

-
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will occupy less than five percent of the total moth-
erboard area.- The CHMOS 82592 can be used in
low power or no-fan systems such as diskless work-
stations and laptop PCs. The 82592 provides two
power-down modes for these environments.

Together with the 82560 (Host Interface and Memo-
ry Manager) the 82592 offers a complete solution for
CSMA/CD LAN adapters oriented to the IBM PC en-
vironment. The 82592 fully conforms to existing
IEEE -802.3 standards (1BASE5, 10BASES,
10BASE2, and 10BROAD36). Intel also offers the
82590, an 8-bit data path version of the 82592. The
82590 is pin and software compatible with the
82588.

The 82592 is available in a 40-pin Plastic DIP or a

44-pin PLCC package. It is fabricated with Intel’s reli-
able CHMOS Il technology.
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Table 1. Pin Description

Symbol P(Ig:;;» f;:gg) Type Name and Function

D15 22 36 1/0 | DATA BUS: The Data Bus lines are bidirectional, three-state lines

D14 23 37 connected to the CPU’s Data Bus for transfers of data, commands,

D13 24 38 status, and parameters.

D12 25 39

D11 37 9

D10 38 10

D9 39 11

D8 40 12

D7 1 13

D6 2 14

D5 3 15

D4 4 16

D3 5 17

D2 6 18

D1 7 19

Do 8 20

RD 36 8 | | READ: Together with CS0, CS1, DACKO, or DACK, Read controls
data or status transfers out of the 82592.

WR 34 4 I | WRITE: Together with CS0, CS1, DACKO, or DACK1, Write controls
data or command transfers into the 82592.

Cso 33 3 | CHIP SELECT (PORT 0): When LOW, the 82592 is selected by the
CPU for command or status transfer through PORT 0.

RESET 26 40 | RESET: A HIGH signal on this pin causes the 82592 to terminate
current activity. This signal is internally synchronized and must be held
HIGH for at least four Clock (CLK) cycles.

When the Clock signal is provided internally (CLKSRC is strapped
HIGH), the RESET signal must be held HIGH for at least 50 us. (PLCC
version only.)

INT 27 41 O | INTERRUPT: A HIGH signal on this pin notifies the CPU that the

’ 82592 is requesting an interrupt.

DRQO 14 27 O | DMA REQUEST (CHANNEL 0): This pin is used by the 82592 to
request DMA transfer. DRQO remains HIGH as long as the 82592
requires DMA transfers. Burst transfers are thus possible.

When the 82592 is programmed for Tightly Coupled DMA Interface,
the 82592 notifies the DMA controller of the status of transmission or
reception, using this pin together with EOP.

DRQ1 15 28 O | DMA REQUEST (CHANNEL 1): This pin is used by the 82592 to

request DMA transfer. DRQ1 remains HIGH as long as the 82592 .
requires DMA transfers. Burst transfers are thus possible.

When the 82592 is programmed for Tightly Coupled DMA Interface,
the 82592 notifies the DMA controller of the status of transmission or
reception, using this pin together with EOP.
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Table 1. Pin Description (Continued)

Pin No. | Pin No.

Symbol (DIP) | (PLCC) Type| | Name and Functio‘n)
DACKO/ | 32 | 2 | | DMA ACKNOWLEDGE (CHANNEL 0): When LOW, this input signal
DACK : from the DMA controller. notifies the 82592 that the requested DMA cycle

is in progress. This sugnal acts similarly to Chip Select for data and
parameter transfers, using DMA channel 0.

DMA ACKNOWLEDGE (CHANNELS 0 AND 1): When the DACKT /CS1 /
EOP pin is programmed to CS1/EOP, this pin provides a DMA
acknowledge for both channels 0 and 1. Two DMA acknowledge signals
from the DMA controller, DACKO and DACKT, must be externally ANDed
in this mode of operation.

DACK1 28 42 | | This is a multifunction, bidirectional pin which can be programmed to
CS1/ECP DACK1 or CS1/EOQP during configuration. When it is configured for EOP,

it provides an open-drain output.

DMA ACKNOWLEDGE (CHANNEL 1): When LOW, this input signal
from the DMA controller notifies the 82592 that the requested DMA cycle
is in progress. This sngnal acts similarly to Chip Select for data and
parameter transfers, using DMA

channel 1.

1/0 |CHIP SELECT (PORT 1): When LOW, the 82592 is selected by the CPU |
for command or status transfer through PORT 1.

END OF PROCESS: A LOW output signal requests the DMA controller to
terminate the active DMA service.

CLK 35 5 I | CLOCK: in the 40-pin DIP, this is only an input pin. A TTL-compatible

. clock input to this pin provides the timing for the 82592 parallel .
subsystem.
170 |In the 44-pin PLCC, this pin can be a clock input or output, depending on
the state of CLKSRC. If CLKSRC is strapped LOW, this pin is a clock
input which provides timing for the 82592 parallel subsystem. If CLKSRC
is strapped HIGH, the clock for the 82592 parallel subsystem is
generated from the internal clock generator. The CLK pin is then a clock
output and provides a clock signal whose frequency can be one-half of,
or identical to, the frequency of the internally generated parallel
subsystem clock, depending on the state of FREQ.
Note that the maximum frequency of the clock signal supplied by the
CLK pin is 8 MHz.

CLKSRC | FREQ ‘ CLK - Clock for the
- Type Signal Parallel Subsystem
0 (LOW) Don’t | Clock Clock as provided on
_ Care ' the CLK pin.
1 (HIGH) 1 | O \|lInternal Parallel |Prescaled clock
) Subsystem generated from the
Clock Divided |internal clock
, , by Two generator.
1 (VI O |Internal Parallel | Prescaled clock
Subsystem generated from the
‘ Clock internal clock generator
CLKSRC NA 6 I |CLOCK SOURCE: When strapped LOW, a clock signal on the CLK pin

provides timing for the parallel subsystem. When strapped HIGH, timing
for the parallel subsystem is internally generated from the clock
generator provided in the serial subsystem. The internal prescaler is
programmed during configuration to determine the frequency of the
clock for the parallel subsystem.
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FUNCTIONAL DESCRIPTION

Internal Architecture

The 82592 consists of a parallel subsystem, a serial
subsystem, and a FIFO subsystem (see Figure 1).

PARALLEL SUBSYSTEM

The parallel subsystem consists of a bus interface
unit (BIU), command and status registers, a 24-bit
general purpose timer, and three 16-bit event coun-
ters.

The BIU provides an 8- and/or 16-bit interface to the
external system bus. It handles all data transfers to
and from memory (at speeds up to 16 Mbytes/sec.),
accepts commands from the CPU, and provides
status to the CPU. There are two separate 8-bit I/0
ports, Port 0 and Port 1; and two separate 8- or 16-
bit DMA channels, Channel 0 and Channel 1. The 8-
bit 1/0 ports are interfaced to the CPU via the data
lines Dg-D7. The DMA channels can be configured
for an 8- or 16-bit data path during initialization, and
are typically interfaced to an external DMA control-
ler. When the 82592 is reset by hardware or soft-
ware, the DMA channels are initialized for an 8-bit
data path. The CPU can then configure the 82592
for a 16-bit data path if desired. Once the DMA
channels are configured for a 16-bit data path all
subsequent DMA transfers are performed on the
data lines Dgp—D1s. The two DMA channels are inde-
pendent and can be used for high-performance op-
erations such as simultaneous transmission and re-
ception.

The 24-bit timer consists of a 24-bit maximum count
register, a 24-bit count register, and associated con-
trol bits in the command registers. Its clock source
can be the transmit clock or the paraliel subsystem
clock. The timer can be programmed to halt or. con-
tinue on a terminal count with or without causing an
interrupt.

The three 16-bit event counters can be programmed
to count valid frames, collided frames, and errored
(CRC or Alignment) frames. When these event
counters are used in Monitor mode, the 82592 is
capable of maintaining the network statistics by it-
self; i.e., without requesting DMA services or causing
interrupts to the CPU.

SERIAL SUBSYSTEM

The serial subsystem consists of a CSMA/CD unit, a
data encoder and decoder, collision detect and car-
rier sense logic, and a clock generator.

The 82592’s CSMA/CD unit is highly flexible in im-
plementing the CSMA/CD protocol. It can operate in
a variety of IEEE 802.3 and other CSMA/CD LAN
environments, including 1BASE5 (StarLAN),
10BASES5 (Ethernet), 10BASE2 (Cheapernet), and
the IBM PC Network (Baseband and Broadband).
The programmable parameters include:

* Framing (IEEE 802.3 Framing or HDLC Framing)
o Address Field Length ’

o Station Priority

® |nterframe Spacing

® Slot Time

e CRC-32 or CRC-16

The CSMA/CD unit also has a mode of operation
which implements deterministic collision resolution
(DCR). The DCR algorithm is fully compatible with
the MULTIBUS™ || Serial System Bus (SSB) specifi-
cations.

The encoder and decoder in the serial subsystem is
capable-of NRZI, Manchester, and Differential Man-
chester encoding and decoding at bit rates up to 4
Mb/s in High-Integration Mode, and Manchester en-
coding at bit rates up to 20 Mb/s in High-Speed
Mode. A digital phase-lock loop is used in High-Inte-
gration Mode to decode the receive data and to gen-
erate the synchronous receive clock.

The collision detect and carrier sense logic generate
the internal collision detect and carrier sense signals
for the CSMA/CD unit.

The 82592 implements several different internal,
logic-based collision detect mechanisms. Two of
these, Code Violation and Bit Comparison, are also
implemented in the 82588 (8-bit NMOS High Integra-
tion LAN Controller), and have been used in a vari-
ety of applications. The Code Violation method de-
fines a collision where a transition edge occurs out-
side the area of normal transitions (as specified by
the data encoding method). For example, if there are
no mid-bit cell transitions in the Manchester encod-
ed data, this method interprets that condition as a
collision. The Bit Comparison method compares the
signature of the transmitted frame to the signature of
the received frame. If the signatures are different, a
collision is assumed to have occurred. Two other
internal collision detect methods are Source Ad-
dress Comparison and StarLAN CPS (Collision Pres-
ence Signal) Recognition. The Source Address
Comparison compares the source address field of
the transmitted frame to the source address field of
the received frame. If the source addresses are dif-
ferent, it assumes that a collision has occurred re-
sulting in data corruption in the source address field.
The StarLAN CPS Recognition method looks for the
specific collision presence signal defined by the
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Table 1. Pin Description (Continued)

' Pin No. | Pin No.
Symbo! (DIP) | (PLCC) Type Name and Function

FREQ "NA 7 I | FREQUENCY: When strapped LOW, CLK has an output freqgency
equal to that of the parallel subsystem clock. When strapped HIGH,
CLK has an output frequency one-half that of the parallel subsystem
clock. The state of this pin is relevant only when CLKSRC is strapped
HIGH.

X1/X2 12/13 | 25/26 I |HIGH INTEGRATION MODE OSCILLATOR INPUTS: These inputs
may be used to connect a quartz crystal which controls the internal
clock generator for the serial subsystem. When CLKSRC is strapped
HIGH, the clock generator also provides a clock for the parallel
subsystem.

X1 may also be driven by a MOS-level clock whose fregency is 8, 10,
16, or 18 times the bit rate of Transmit/Receive data. X2 must be left
floating if X1 is connected to an external MOS clock.

TC 12 25 | [HIGH SPEED MODE TRANSMIT CLOCK: This signal provides the
fundamental timing for the serial subsystem. The clock is also used to
transmit data synchronously on the TxD pin. For NRZ encoding, data is
transferred to the TxD pin on the HIGH to LOW clock transition. For
Manchester encoding, the transmitted bit center is aligned with the
LOW to HIGH transition.

RxC 13 26 | | RECEIVE CLOCK: This clock is used to synchronously sample data
on the RxD pin. Only NRZ data format is supported for reception. The
state of the RxD pin is sampled on the HIGH to LOW transition.

TCLK/CRS| 21 35 | | CARRIER SENSE: In High-Speed Mode this pin is Carrier Sense, CRS,
and is used to notify the 82592 that the serial link is active.

O | TRANSMIT CLOCK: In High-Integration Mode this pin is Transmit
Clock, TCLK.

CDT 20 34 | | COLLISION DETECT: This input notifies the 82592 that a collision has
occurred. In High-Speed Mode a collision is sensed by this pin only
when the 82592 is configured for external Collision Detect (external
means are then required for collision detection). In High-Integration
Mode collisions are sensed by this pin regardless of the internal or
external Collision Detect configuration of the 82592.

RxD 16 30 | JRECEIVE DATA: This pin receives serial data. It must be HIGH when
' " | not receiving. .
TxD 17 31 O | TRANSMIT DATA: This pin transmits data to the serial link. Itis HIGH -
when not transmitting.
RTS 18 32 O | REQUEST TO SEND: When this signal is LOW the 82592 notifies the

channel that it has data to transmit. It is forced HIGH after a reset or
when transmission is stopped.

CTS/LPBK | 19 33 1/0 | CLEAR TO SEND: An active LOW signal which enables the 82592 to
start transmitting data. Asserting this signal HIGH stops the
transmission. ‘ , , :
LOOPBACK: This pin, in conjunction with a pull-down resistor, can be
programmed to provide an active HIGH loopback signal to the external

: ‘ interface device.
Veo 29 1 POWER: +5V +10%.
30 43
31 44
Vss 9 21 GROUND: OV.
10 22
11 23
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|EEE 802.3 1BASES5 standard. Other abnormal cir-
cumstances, such as no carrier for more than one-
half slot time in the receive channel during transmis-
sion, are interpreted as collisions by the 82592.

In addition to these internal, logic-based collision de-
tection methods, an external means of collision de-
tection can be used in parallel by using the CDT
input pin.

The clock generator in the serial subsystem is avail-
able only in High-Integration Mode and provides tim-
ing for the serial subsystem. The clock signal can
also be routed to the parallel subsystem, if so de-
sired. The oscillator circuit is designed for use with
an external, parallel resonant, fundamental mode
crystal. The crystal frequency should be selected at
8X, 10X, 16X, or 18X the required serial bit rate.

FIFO SUBSYSTEM

The FIFO subsystem is located between the parallel
subsystem and the serial subsystem. It consists of a
transmit FIFO, a receive FIFO, and FIFO control log-
ic. The transmit and receive FIFOs are independent
of each other and individually provide optimal inter-
faces between the two subsystems which may have
different speeds. There is a total of 64 bytes that can
be used for the two separate FIFOs. During configu-
ration these 64 bytes can be divided into .one of four
possible combinations: 16 and 16 bytes, 16 and 48
bytes, 32 and 32 bytes, or 48 and 16 bytes for the
transmit and receive FIFO respectively. The FIFO
threshold is also programmed during configuration.

Programming Model—Register
Overview

Figure 4 shows the 82592 internal registers that are
directly accessible through the 8-bit I/0 ports: Port 0
and Port 1.

Figure 5 shows the Port 0 commands, and Figure 6
shows the Port 1 commands. The two separate |/0
ports can be accessed at two different addresses
selected by CS0 and CST, or at one address select-
ed by CS0. When the hardware does not support
two chip select signals, port switch commands are
used to access both ports alternately at one ad-
_dress. If the SWT-TO-PORT-1 command is executed

while in Port 0, the port logically becomes Port 1.
Software overhead associated with port switching is
eliminated if two chip select signals are supplied in
hardware.

The 82592 can be configured to have 4 or 6 bytes of
status registers in Port 0 (see Figures 4 and 7).
When configured to 4 bytes of status registers the
first three status registers (STATUS O through 2)
contain the information about the last command ex-
ecuted or the last frame received. The last status
register, STATUS 3, contains the state of the 82592.
When the 82592 is configured to 6 bytes of status
registers, the two additional bytes are used to report
a more complete status of the most recently re-
ceived frame.

The status of the timer and event counters is avail-
able in the Port 1 status registers as shown in Figure
8.

82592 and Host Interaction

The CPU interacts with the 82592 through the sys-
tem’s memory and the 82592’s on-chip registers.
The CPU creates a data structure in memory, pro-
grams the external DMA controller with the start ad-
dress and byte count of the memory block, and is-
sues a command to the 82592.

The chip select and interrupt lines are used to com-
municate between the 82592 and the CPU as shown
in Figure 9. The interrupt signal is used by the 82592
to attract the CPU’s attention. The chip select signal
is used by the CPU to attract the 82592’s attention.
Note that the 82592 does not have any address
lines.

There are two kinds of transfers over the bus: com-
mand/status and data transfers. The 8-bit com-
mand/status transfers are always performed by the
CPU. The 8- or 16-bit data transfers are requested

by the 82592, and are usually performed by a DMA

controller. Table 2 shows the command/status and
data-transfer control signals. The CPU writes com-
mands to the 82592 using the TS0 (or CS1) and WR
signals, and reads status using the CSO (or CS1)
and RD signals. When data transfers are performed,
DACKO or DACK1 must be asserted by the DMA
controller instead of the Chip Select.
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PORT O COMMAND (WRITE ONLY)
7 0

Port O Status (Read Only)

7 0
STATUS 0 STATUS 0
STATUS 1=0 STATUS 1
6or4
STATUS 1=1 | | Bytes of STATUS 2
‘| Status
STATUS 2-0 _ Registers STATUS 3
STATUS 2=1
PORT 1 COMMAND (WRITE ONLY)
STATUS 3 ‘ 7 0
COMMAND
PARAMETER 0
PARAMETER 1
PARAMETER 2

Port 1 Status (Read Only)
7 0

STATUS 0
STATUS 1
STATUS 2
STATUS 2

Port 1 Timer/Counter Count Registers (Read Only)
0

23 16 15 8 7

| TIMER
COUNTER 1
COUNTER 2
COUNTER 3

Port 1 Timer/Counter Maximum Count Registers (Read Only)

23 16 15 8 7 0
| TIMER

COUNTER 1

COUNTER 2

COUNTER 3

290146-4

Figure 4. Programming Model—Directly Accessible Registers
(Accessible Through 8-Bit 1/0 Port[s])
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ABORT

RCV = ENABLE
ASSIGN = ALT~ BUF 9
RCV =DISABLE 10

[ NOP 0 (CHNL =0)
SWT=TOPORT =1 0 (CHNL=1)
1A= SETUP
CONFIGURE
MC - SETUP
TRANSMIT
TOR

DUMP

DIAGNOSE
=== OPCODE| pETRANSMIT

00— - -
qu\lGUI-LOIN

STOP = RCV 11
FiX = PTR 15 (CHNL =1)
RLS = PTR 15 (CHNL =0)
L RESET 14
CHANNEL 0 0
e r———
CHNL 1 CHANNEL 1 1
[ STATUS 0 00
STATUS 1 o1
b ————
PTR status 2 10
| sTatus 3 11
_ NO ACKNOWLEDGE 0
> IN = ACK { ACKNOWLEDGE 1
200146-5
Figure 5. Port 0 Commands
Port 1 Command
76543210
(UGN, [ N —
s GENERAL PURPOSE 0
>TC/6P [ TIMER/COUNTERS 1
[ NOP 0
SWT=TO=PORT-0 1
SET=TS 5
RST=TS ¢ 7
‘ LCL = PWR ~ DWN 8
—_("Tc%“fgg RMT = PWR = DWN 9
=0) | Fix-pTR 12
RLS = PTR 13
RESET 14
| SEL=RST 15
[ NoP 0
START 1
SToP 2
RESUME 3
LD & START 5
_ ACK= INT 7
(TC/GP =1){ COUNT 8
START = ALL= COUNTERS 9
SET= VAL 10
SET= CONF 1
RD= MAX = COUNT=VAL 12
RD~ COUNT = VAL 13
| RESET 14
[ STATUSO 00
p1r| STATUST ot
> PTR) Status2 10
(TC/GP=0) | sratUS3 11
[ TIMER 00
5 _ .y | COUNTER1 ot
(T1C/GP=1)1 Counterz 10
L CouNTER3 1
_ NO ACKNOWLEDGE 0
b N=ACK [ ACKNOWLEDGE
200146-6
Figure 6. Port 1 Commands
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7 6 5 4 3 2 1 [
INT ] RCV l EXEC l CHNL I : EV%NT : STATUS O
RESULT 1 STATUS 1-0
RESULT 2 STATUS 1-1 7 8 S hd 3 2 L 0
RECEIVE BYTE COUNT (LOW)/FRAME INT I Rov I EXEC I CHNL l : E"ém : STATUS 0
COUNTER STATUS 20 RESULT 1 STATUS 1
RECEIVE BYTE COUNT (HIGH) STATUS 2-1 RESULT 2 STATUS 2
T T T T T T
:::L RCV S:TATE B::g::r: z::‘i ::;(; STATUS 3 ;CJL RCV SlTATE B::g;::?f ‘E::zt SETX;_CE STATUS 3
Status Registers—6 Bytes Status Registers—4 Bytes
Value
Events (Status 0)
CMOS* O (CHNL = 1)
|IA-Setup-Done 1
Configure-Done 2
MC-Setup-Done 3
Transmit-Done 4
TDR-Done 5
Dump-Done 6
Diagnose-Passed 7
End-of-Frame 8
Request-Next-Buffer 9
Reception-Aborted 10
Retransmit-Done 12
Execution-Aborted 13
Diagnose-Failed 15
*Available only after Hardware or Software Reset.

Figure 7. Port 0 Status Registers
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Timer/Counter Value*
z L ) 4 LI S S Events (T/C = 1) | (Status0)
INT N 6P | 1/C I EVENT STATUS 0 Timer Expired Bit0 = 1
TIMER/COUNTER STATUS STATUS 1 Counter 1 Expired Bit1 =1

a Counter 2 Expired Bit2 = 1

TIMER/COUNTER CONFIGURATION ‘ STATUS 2 - -
v v - Counter 3 Expired Bit3 =1
COUN

POSTS}A%’SAWD I Aggt?le\GUBATTI%RN . STATUS 3 General Purpose Value*

2001467 Event (GP = 1) (Status 0)
REM-PWR-UP 9

*The 82592 may have more than one
EVENT bit set by the time the CPU
reads the Status register.

Figure 8. Port 1 Status Registers

Table 2. Data Bus Control Signals and Functions
- Pin Name
MEMORY CPU —
CS0 == | T Function
&6 o3 RD | WR
I INT| g—s-? cst*
< T B LTES > 1 X | X | No Transfer to/from
Command/Status
i | 0 1 1
-l 0 0| 0 |lilegal
DMA
CONTROLLER j——per s | 82592
0 0 1 | Read from Status Register
0 1 0 | Write to Command Register
DACKO | == | o
pAcki* | D | WR
C SERAL TR ] 1 3 )1( )1( No DMA Transfer
200me-9 o | o] o |egal
Figure 9. 82592/Host CPU Interaction 0 0 1 | Data Read from DMA
Channel 0 (or 1)
0 1 0 | Data Write to DMA
Channel 0 (or 1)

*Only one of TS0, CS1, DACKO, or DACKT may be active
at any time.
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To initiate an operation such as Transmit or Config-
ure (see Figure 5), the command from the CPU must
first be written to the 82592. Any parameters or data
associated with the command are transferred from
memory to the 82592 using DMA. Upon completion
of the operation, the 82592 updates the appropriate
status registers and sends an interrupt to the CPU.

Frame Transmission

To transmit a frame, the CPU prepares a Transmit
Data Block in memory as shown in Figure 10. Its first
two bytes specify the length of the rest of the block.
The next few bytes (up to six) contain the destination
address of the station the frame is being sent to.
The rest of the block is the data field. The CPU pro-
grams the DMA controller with the start address of
the block, length of the block, and other control in-
formation and then issues a Transmit command to
the 82592. Upon receiving this command, the 82592
fetches the first two bytes of the block to determine
its length. If the link is free and the first data byte
was fetched, the 82592 begins transmitting the pre-
amble and concurrently fetches more bytes from the
Transmit Data Block and loads them into the trans-
mit FIFO to keep them ready for transmission.

The destination address is transmitted after the pre-
amble. This is followed by the source or the station
individual address, which was previously stored in
the 82592 by the IA-Setup command. After this, the
entire information field is transmitted, followed by a
CRC field calculated by the 82592. If a collision is
encountered during transmission of the frame, then
the transmission is aborted after a jam pattern is
sent. If the collision is detected during preamble or
SFD (Start Frame Delimiter) transmission, the 82592
transmits the jam pattern after the SFD is transmit-
ted. An interrupt is then generated to inform the CPU
of the unsuccessful transmission due to a collision.

The CPU reinitializes the DMA controller and issues
a Retransmit command to the 82592. Retransmis-
sion is done by the CPU exactly as the Transmit
command is done, except the Retransmit command
keeps track of the number of collisions encountered.
When the 82592 gets the Retransmit command and
the backoff timer is expired, it transmits the frame
again. Retransmission is repeated until the attempt
is successful, or until the preprogrammed retry num-
ber expires.

If the 82592 is programmed to generate the EOP
signal to the 8237 or 82380 DMA controller, or if it is
used with a DMA controller which implements the
Tightly Coupled Interface, retransmission is per-
formed without CPU intervention.

Frame Reception

The 82592 can receive frames when its receiver has
been enabled. The 82592 checks for an address
match for an Individual address, a Multicast address,
or a Broadcast address. In the Promiscuous mode
the 82592 receives all frames. When the address
match is successful, the 82592 transfers the frame
to memory using the DMA controller. Before en-
abling the receiver, it is the CPU’s responsibility to
make a memory buffer area available to the receiver
and to properly program the starting address of the
DMA controller. The received frame is transferred to
the memory buffer in the format shown in Figure 11.
This method of reception is called Single Buffer re-
ception; the entire frame is contained in one continu-
ous buffer. Upon completion of reception, the status
of the reception is appended at the end of the re-
ceived frame in the memory buffer, and the total
number of bytes transferred to the memory buffer is
loaded into the internal status registers 1 and 2. An
interrupt is then generated to inform the CPU of the
frame reception.

PREAMBLE

BLOCK BYTE COUNT

GENERATED BY 82592
SFD (BOF FLAG)

DESTINATION ADDRESS | i

DATA FIELD

CPU GENERATED

_,[

DESTINATION ADDRESS
FROM 82592
SOURCE ADDRESS [¢— INDIVIDUAL
ADDRESS
LENGTH FIELD
INFORMATION

DATA STRUCTURE IN MEMORY
(TRANSMIT DATA BLOCK)

PADDING (OPTIONAL)

FRAME CHECK SEQUENCE

GENERATED BY 82592

EOF FLAG (OPTIONAL)

PADDING (OPTIONAL)

290146-9

Figure 10. The 82592 Frame Structure and Location of Data Element in System Memory
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BLOCK LENGTH DESTINATION
BL ADDRESS
DESTINATION SOURCE
ADDRESS ADDRESS
BLOCK
LENGTH

INFORMATION

% INFORMATION

TRANSMISSION

DATA BLOCK IN MEMORY FOR

FRAME STATUS

SINGLE BUFFER RECEPTION

200146-10

Figure 11. Single Buffer Reception

If the frame size is unknown, memory usage can be
optimized by using Multiple Buffer reception. In this
mode of operation, the CPU and DMA controller can
dynamically allocate memory space as it receives
frames. This method requires both DMA channels to
receive the frame alternately. As frame reception be-
gins, the 82592 interrupts the CPU and automatically
requests assignment of the next available buffer.
The CPU does this and loads the second DMA
channel with the next buffer's information so the
82592 can immediately switch to the other channel
when the current buffer is full. When the 82592
switches from the first to the second buffer it again
interrupts the CPU and requests another buffer to be
allocated on the previous channel. This process
continues until the entire frame is received. The re-
ceived frame is spread over multiple memory buff-
ers. The link between the buffers is easily main-
tained by the CPU, using a buffer chain descriptor
structure in memory as shown in Figure 12. This dy-
namic allocation of memory buffers results in effi-
cient use of available storage when handling frames
of widely differing sizes.

If the 82592 is programmed to generate the EOP
signal to the 8237 or 82380 DMA controller, or if it is
used with a DMA controller which implements the
Tightly Coupled Interface, buffer reclamation and

more advanced data structures for the buffer area
can significantly improve system performance.

EOP Signal to the DMA Controller

The 82592 can be programmed to assert the EOP
signal to the 8237 or 82380 DMA controller when
one or more of the following occurs:

® A collision during transmission
e An error (CRC or alignment) during reception
e A good frame reception

If the 8237 or 82380 is programmed for Auto-initial-
ize mode and if the 82592 is programmed to assert
the EOP signal on a collision during transmission,
the retransmission following a collision is done auto-
matically by the 8237 and the 82592. The 8237 will
reinitialize itself automatically and the 82592 will re-
transmit the same frame from the same memory
area without CPU intervention. When the 82592 is
programmed for this mode it does not interrupt the
CPU upon a collision, and the CPU does not need to
issue a Retransmit command to the 82592. The CPU
is interrupted only after a successful transmission or
retransmission, or after a transmission failure, such
as DMA underrun.
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@ BUFFER 1

@ BUFFER 1

@ BUFFER 1

@ BUFFER 1

@
@ BUFFER N

@ .
@
@

BUFFER CHAIN DESCRIPTION °
(MANAGED BY CPU)

@ BUFFER 2
@ \
@

INFO 2 BUFFER No. 2
L]
[ ]
®
INFO N
BUFFER No. N
STATUS

290146-11

Figure 12. Multiple Buffer Reception

If the 82592 is programmed to assert the EOP signal
when an error occurs during reception, the 8237 or
the 82380 in Auto-initialize mode will be able to re-
claim the memory area which would otherwise_be
wasted for the errored frame reception. If the 82592
is programmed to assert EOP at the end of a frame
reception, automatic buffer switching can be accom-
plished by alternating the DMA channels with the
8237 or the 82380. When the 82380 is used, the
buffer switching can be done with only one DMA
channel.

The EOP signal must be derived from the DACK1/
CS1/EOP pin using external logic (see Figure 13).

82592/82560 Tightly Coupled Interface

The 82592 has a mode of operation called “Tightly
Coupled Interface.” In this mode the 82592 provides
a tightly coupled interface to a DMA controller in or-
der to execute some of the time-critical processes of
the CSMA/CD protocol without any CPU interven-
tion. By using the 82592’s companion chip, the
82560, or by implementing the Tightly Coupled Inter-
face in a DMA controller, operations such as auto-
matic retransmission, continuous back-to-back
frame reception, and transmit and/or receive buffer
chaining can be accomplished.

The 82592 provides the status of the current active
transmission or reception to the DMA controller by
using the DRQ and EOP signals at the end of every

DMA cycle. The status is encoded according to Ta-
ble 3. As long as the 82592 generates DRQ High
and EOP Floating at the rising edge of RD or WR,
the DMA controller repeats DMA transfers. If the
transmission is completed without collisions or if the
reception is good (no collision, no CRC, or no Align-
ment error), then DRQ and EOP both become Low
at the end of a DMA transfer which follows the last
DMA data transfer. If the transmission encountered
a collision or if the reception had an error, DRQ be-
comes High and EOP becomes Low. The DMA con-
troller must decode these signals appropriately and
must reinitialize the DMA channel so it can retrans-
mit the same frame or reclaim the otherwise wasted
buffer. It is the DMA controller’s responsibility to re-
program itself for the next appropriate operation.

The 82560 fully implements the Tightly Coupled In-
terface and provides very-high-performance DMA
services for the 82592 with minimal CPU involve-
ment.

Network Management and Diagnostics

The 82592 provides a large set of diagnostic and
network management functions including: internal
and external loopback, monitor mode, optional cap-
ture of all frames regardless of destination address
(Promiscuous mode), and time domain reflectometry
for locating fault points in the network cable. The
82592 Dump command ensures software reliability
by dumping the contents of the 82592 internal regis-
ters into the system memory.
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5V
s
$
or <J
__ '\ 82592
s>
DACK1/CS1 /EOP
DACKO DACKO
DACKA &:
DrRO0 <} DRQO
ORQ1 <J— DRQ1
R > RD
WwR > WR
o D> €so
20014612

Figure 13. Demultiplexing DACK/CS1/EOP Pin

Table 3. Transmit/Receive Status Encoding on

DRQ and EOP
DRQ EOP Status Information
0 Hi-Z Idle
1 Hi-Z DMA Transfer
0 0 Transmission or Reception
Terminated OK
1 0 Transmission or
Reception Aborted

Other Enhancements

Compared to the previous generation LAN control-
lers such as the 82588, the 82592 has many func-
tional and performance enhancements. This section

sts some of these enhancements which are not

covered in other sections.

1.

Multi-IA—The 82592 implements multiple-individ-
ual address (Multi-1A) filtering. It can receive more
than one IA frame in this mode.

2. Power Down Modes—Two power down modes,

Local Power Down and Remote Power Down, are
available. When the 82592 is in Remote Power
Down mode, it can be powered up remotely by
sending a special frame to it.

3. Automatic Padding and IEEE 802.3 Length

Field—iIf a frame to be transmitted is shorter than
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the configured Slot Time, the 82592 automatically
appends pad bytes up to the shortest frame great-
er than the Slot Time. If the data field of a re-
ceived frame is longer than the byte count indicat-
ed in the Length field, the extra bytes are stripped
automatically according to the Length field. Erro-
neous conditions are detected and reported by
the 82592. An example of such conditions is re-
ception of a frame which is shorter than the byte
count indicated in the Length field.

. Automatic Retransmission on Collision During

Preamble—The 82592 can be programmed to re-
transmit automatically if it detects a collision dur-
ing transmission of the preamble.

. On-Chip Jabber Inhibit Function—The 82592

can be programmed to provide an on-chip jabber
inhibit function.

. CRC Transfer to Memory—The 82592 can be

programmed to transfer the CRC field of a re-
ceived frame into memory.

. Loopback Signal to the 82C501—The 82592

can be programmed to provide an active High
loopback signal to the 82C501 (see Figure 14).

. StarLAN—The 82592 can be configured to rec-

ognize the IEEE 802.3 1BASE5 Collision Pres-
ence Signal (CPS). In this mode it also delays de-
activation of the RTS signal at the end of a frame
transmission in order to insert an end-of-frame
marker as required by the standard. -
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APPLICATIONS

The 82592 can be used in a variety of applications.
When it is used in High-Integration Mode it imple-
ments most of the Data Link and Physical Layer
functions required by the IEEE 802.3 1BASES
(StarLAN) and the IBM PC Network (Baseband and
Broadband). When it is used in High-Speed Mode it
can work with the 82C501 and the 82502 for IEEE
802.3 10BASE5 (Ethernet) and 10BASE2
(Cheapernet) implementations.

If the desired network requires determinism, the
82592’s Deterministic Collision Resolution (DCR)
method can be used.

Figure 15 shows a block ‘diagram of an
82592/82560 Cheapernet adapter board. The
82560 provides the Tightly Coupled DMA Interface

for the 82592 and dual-port memory control for the
static RAM. The 82592 is interfaced to the 82C501
to provide the Ethernet channel and then to the
transceiver to provide the Cheapernet channel. Due
to the CMOS process used for these chips, such a
board uses much less power than a board based on
NMOS or bipolar chips.

82592 82C501
74HCTO4
CTS/LPBK 31iPBK
10kQ
290146-13

Figure 14. Loopback Output to the 82C501
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High Integration LAN Controller

m Integrates ISO Layers 1 and 2 m 2 Clocks per Data Transfer
—gﬂﬂé\)/co Medium Access Control m User Configurable

— Up to 2 Mb/s Bit Rates with On-chip

— On-Chip Manchester, NRZI i
Encoding/Decoding ﬁrg:’oec)!erloecoder (High Integration
—gn-ChtIp ngc“’ Blasesd Collision — Up to 5 Mb/s with External Encoder/
etect and Carrier Sense Decoder (High Speed Mode)
" ﬁ:‘:{”"s Mid-Range Industry Standard o Ng TTL Glue Required with iAPX 186
s
— StarLAN (IEEE 802.3 1BASES) and 188 Microprocessors
— IBM/PC Network-Baseband and m Network Management and Diagnostics
Broadband — Short or ?pen Ciirc:uutE Locallzlatlon
m High Level Command Interface —f:’a;:,%t;?k?gnost cs (Externa
Offloads the CPU — Self Test Diagnostics
m Efficient Memory Use Via Multiple Internal Loopback
Buffer Reception User Readable Registers

The 82588 is a highly integrated CSMA/CD controller designed for cost sensitive, mid-range Local Area
Network (LAN) applications, such as personal computer networks.

At data rates of up to 2 Mb/s, the 82588 provides a highly integrated interface and performs: CSMA/CD Data
Link Control, Manchester, Differential Manchester or NRZI encoding/decoding, clock recovery; Carrier Sense,
and Collision Detection. This mode is called “High Integration Mode.” In the 82588 “High Speed Mode”, the
user can transfer data at a rate of up to 5 Mb/s. In this mode the physical link functions are done external to
the 82588.

The 82588 is available in a 28 pin DIP and 44 lead PLCC package and fabricated in Intel’s reliable HMOS Il 5
volt technology.
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Table 1. Pin Description

Pin No.
Symbol Type * Name and Function
DIP PLCC

D7 6 10 110 DATA BUS: The Data Bus lines are bi-directional three

D6 7 1 state lines connected to the system’s Data Bus for the

D5 8 12 transfer of data, commands, status and parameters.

D4 9 13

D3 10 14

D2 1 18

D1 12 19

DO 13 20

RD 5 9 | READ: Together with CS, DACKO or DACKT, Read controls
data or status transfers out of the 82588 registers.

WR 3 4 I WRITE: Together with CS, DACKO or DACKT, Write
controls data or command transfers into the 82588
registers.

CS 2 3 ! CHIP SELECT: When this signali is LOW, the 82588 is
selected by the CPU for transfer of command or status.
The direction of data flow is determined by the RD or WR
inputs.

CLK 4 5 l CLOCK: System clock. TTL compatible signal.

RESET 25 40 | RESET: A HIGH signal on this pin will cause the 82588 to
terminate current activity. This signal is internally
synchronized and must be held HIGH for at least four Clock
cycles.

INT 26 41 (0] INTERRUPT: Active HIGH signal indicates to the CPU that
the 82588 is requesting an interrupt.

DRQO 17 26 (0] DMA REQUEST (CHANNEL 0): This pin is used by the
82588 to request a DMA transfer. DRQO remains HIGH as
long as 82588 requires data transfers. Burst transfers are
done by having the signal active for multiple transfers.

DRQ1 18 27 (o] DMA REQUEST (CHANNEL 1): This pin is used by the
82588 to request a DMA transfer. DRQ1 remains HIGH as
long as 82588 requires data transfers. Burst transfers are
done by having the signal active or multiple transfers.

DACKO 1 2 | DMA ACKNOWLEDGE (CHANNEL 0): When LOW, this
input signal from the DMA Controller notifies the 82588 that
the requested DMA cycle is in progress. This signal acts
like chip select for data and parameter transfer using DMA
channel 0.

DACK1 27 42 | DMA ACKNOWLEDGE (CHANNEL 1): When LOW, this
input signal from the DMA controller notifies the 82588 that
the requested DMA cycle is in progress. This signal acts
like chip select for data and parameter transfer using DMA
channel 1.
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Table 1. Pin Description (Continued)

Symbol

Pin No.

DIP

PLCC

Type

Name and Function

X1/X2

15/16

15

16

24/25

24

25

High Integration Mode

OSCILLATOR INPUTS: These inputs may be used to
connect a quartz crystal that controls the internal clock
generator for the serial unit.

X1 may also be driven by a MOS level clock whose
frequency is 8 or 16 times the bit rate of Transmit/Receive
data. X2 must be left floating if X1 has an external MOS
clock.

High Speed Mode

TRANSMIT CLOCK: This signal provides timing
information to the internal serial logic, depending upon the
mode of data transfer. For NRZ encoding, data is
transferred to the TxD pin on the HIGH to LOW clock
transition. For Manchester encoding the transmitted bit
center is aligned with the TxC LOW to HIGH transition.

RECEIVE CLOCK: This signal provides timing information
to the internal serial logic. NRZ data should be provided for
reception (RxD). The state of the RxD pin is sampled on
the HIGH to LOW transition of RxC.

The operating mode of the 82588 is defined when
configuring the chip.

TCLK/CRS

24

36

In High Spéed Mode, this pin is Carrier Sense, input CRS,
and is used to notify the 82588 that there is activity on the
serial link.

In High Integration Mode, this pin is Transmit Clock, TCLK,

and is used to output the transmit clock.

CoT

23

35

COLLISION DETECT: This input notifies the 82588 that a
collision has occurred. It is sensed only if the 82588 is
configured for external Collision Detect (external circuitry is
then required for detecting the collision).

RxD

19

31

RECEIVE DATA: This pin receives serial data.

TxD

20

32

TRANSMIT DATA: This pin transmits data to the Serial
Link. This signal is HIGH when not transmitting.

21

33

REQUEST TO SEND: When this signal is LOW, the 82588
notifies an external interface that it has data to transmit. It
is forced HIGH after a reset and when transmission is
stopped.

CTS

22

34

CLEAR TO SEND: CTS enables the 82588 to start
transmitting data. Raising this signal to HIGH stops the
transmission.

VvCC

28

1,43,44

POWER: + 5V Supply

VSS

14

21,22,23

Ground
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Table 1. Pin Description (Continued)

Pin No.

Symbol
DIP PLCC

Type

Name and Function

NC 6
7
8

15

16

17

28

29

30

37

38

39

NO CONNECT: These pins are reserved for future use.

FUNCTIONAL DESCRIPTION

High Integration Mode

The 82588 LAN Controller is a highly integrated
CSMA/CD controller for cost sensitive LAN applica-
tions such as personal computer networks. included
on chip is a programmable CSMA/CD controller, an
NRZI and Manchester encoder/decoder with clock
recovery, and two collision detection mechanisms.
With the addition of simple transceiver line drivers or
RF Modem, the 82588 performs all the major func-
tions of the ISO Physical and Data Link Layers.

CSMA/CD Controller

The 82588 on-chip CSMA/CD controller is program-
mable, which allows it to operate in a variety of LAN
environments, including industry standards such as
StarLAN (IEEE 802.3 1BASES5) and the 2 Mb/s IBM
PC Network (both baseband and broadband trans-
mission). Programmable parameters include:

— Framing (End of Carrier of SDLC)

— Address field length

— Station priority

— Interframe spacing

— Slot time

— CRC-32 OR CRC-16

Encoder/Decoder

The on-chip NRZ| and Manchester encoder/decod-
er supports data rates up to 2 Mb/s. Manchester
encoding is typically used in baseband applications
and NRZI is used in broadband applications.

Collision Detection

One of the 82588’s unique features is its on-chip
logic based collision detection. To ensure a high
probability of collision detection two mechanisms
are provided. The Code Violation method defines a
collision when a transition edge occurs outside the
area of normal transitions as specified by either the
Manchester or NRZI encoding methods. Bit Com-
parison method compares the signature of the trans-
mitted frame to the received frame signature (re-cal-
culated by the 82588 while listening to itself). If the
signatures are identical the frame is assumed to
have been transmitted without a collision.

System Interface

In addition to providing the functions necessary for
interfacing to the LAN, the 82588 has a friendly sys-
tem interface that eases the design effort. First, the
82588 has a high level command interface; that is
the CPU sends the 82588 commands such as
Transmit or Configure. This means the designer
does not have to write low level software to perform
these tasks, and it offloads the CPU in the applica-
tion. Second, the 82588 supports an efficient memo-
ry structure called Multiple Buffer Reception in which
buffers are chained together while receiving frames.
This is an important feature in applications with limit-
ed memory, such as personal computers. Third, the
82588 has two independent sixteen byte FIFO’s,
one for reception and one for transmission. The FI-
FO's allow the 82588 to tolerate bus latency. Finally
the 82588 provides an eight byte data path that sup-
ports up to 4 Mbytes/second using external DMA.
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Network Management & Diagnostics

The 82588 provides a rich set of diagnostic and net-
work management functions including: internal and
external loopback, channel activity indicators, op-
tional capture of all frames regardless of destination
address (Promiscuous Mode), capture of collided
frames, (if address matches), and time domain re-
flectometry for locating fault points in the network
cable. The 82588 register Dump command ensures
reliable software by dumping the content of the
82588 registers into the system memory.

The next section will describe the 82588 system bus
interface, the 82588 network interface, and the
82588 internal architecture.

82588/Host CPU Interaction

The CPU communicates with the 82588 through the
system’s memory and 82588's on-chip registers.
The CPU creates a data structure in the memory,
programs the external DMA controller with the start
address and byte count of the block, and issues the
command to the 82588.

The 82588 is optimized for operating with the iAPX
186/188, but due to the small number of hardware
signals between the 82588 and the CPU, the 82588
can operate easily with other processors. The data
bus is 8 bits wide and there is no address bus.

Chip Select and Interrupt lines are used to communi-
cate between the 82588 and the host as shown in
the Figure 3. Interrupt is used by the 82588 to draw
the CPU’s attention. The Chip Select is used by the
CPU to draw the 82588’s attention.

There are two kinds of transfer over the bus: Com-
mand/Status and data transfers. Command/Status
transfers are always performed by the CPU. Data
transfers are requested by the 82588, and are typi-
cally performed by a DMA controller. The table given
in Figure 4 shows the Command/Status and data
transfer control signals.

The CPU writes to 82588 using CS and WR signals.
The CPU reads the 82588 status register using CS
and RD signals.

MEMORY CPU

M

( C 8 BIT SYSTEM BUS ) >

N
Q DRQO

DRQ1
DMA
CONTROLLER

LINE DRIVERS,

OR RF MODEM
= ——

SERIAL LINK

231161-3

Figure 3. 82588/HOST CPU interaction

To initiate an operation like Transmit or Configure
(see Figure 5), a Write command from CPU to 82588
is issued by the CPU. A Read operation from CPU
gives the status of the 82588. Although there are
four status registers they’re read using the same
port in a round robin fashion (Figure 6).

Any parameters or data associated with a command
are transferred between the memory and 82588 us-
ing DMA. The 82588 has two data channels, each
having Request and Acknowledge lines. Typically
one channel is used to receive data and other to
transmit data and perform all the other initialization
and maintenance operations like Configure, Address
Set-Up, Diagnose, etc. The channels are identical
and can be used interchangeably.

When the 82588 requires access to the memory for
parameter or data transfer it activates the DMA re-
quest lines and uses the DMA controller to achieve
the data transfer. Upon the completion of an opera-
tion, the 82588 interrupts the CPU. The CPU then
reads results of the operation (the status of the
82588).
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Pin Name Function
CcS* RD WR
1 X X No transfer to/from Command/Status
0 1 1
0 0 0 lilegal
0 0 1 Read from status register
0 1 0 Write to Command register
DACKO[DACK1]* RD WR
1 X X No DMA transfer
0 1 1
0 0 0 lllegal
0 0 1 Data Read from DMA channel O [or 1]
0 1 0 Data Write to DMA channel 0 [or 1]

* Only one of CS, DACKO and DACKI may be active at any time.

COMMANDS
NOP
IA-SETUP
CONFIGURE
MC-SETUP
TRANSMIT
TDR

DUMP
DIAGNOSE
RETRANSMIT

Figure 4. Databus Control Signals and Their Functions

7 6 5 4 3 2 1 0
T | | |
INT. | oNTR | GHNL COMMANDS
ACK. | “OMMAND:

VALUE

I
NO O A WD =

— 12

COMMAND REGISTER

COMMANDS VALUE
ABORT — 13
RECEIVER-ENABLE — 8
ASSIGN NEXT BUF — 9
RECEIVE-DISABLE — 10
STOP-RECEPTION - 1
RESET — 14
FIX PTR —  15(CHNL=1)
RLS PTR —  15(CHNL=0)

Figure 5. Command Format and Operation Values
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7 6 5 4 3 2 1 0
Status 0 INT RCV EXEC CHNL EVENT
- 1 1 1
Status 1 RESULT 1
1
T
Status 2 RESULT 2
1
RCV BUFF CHNG EXEC
Status 3 CHNL RCV STATE NO. OF BUF CHNL EXEC STATE
1 1 1
EVENTS VALUE (STATUS 0)
IA-SETUP-DONE — 1
CONFIGURE-DONE — 2
MC-SETUP-DONE — 3
TRANSMIT-DONE — 4
TDR-DONE — 5
DUMP-DONE —_ 6
DIAGNOSE-PASSED — 7
END OF FRAME — 8
REQUEST NEXT BUFFER — 9
RECEPTION ABORTED —_ 10
RETRANSMIT-DONE — 12
EXECUTION-ABORTED — 13
DIAGNOSE-FAILED — 15

Figure 6. Status Registers and Event Values

Transmitting a Frame

To transmit a frame, the CPU prepares a Transmit
Data Block in memory as shown in Figure 7. Its first
two bytes specify the length of the rest of the block.
The next few bytes (Up to 6 bytes long) contain the
destination address of the node it is being sent to.
The rest of the block is the data field. The CPU pro-
grams the DMA controller with the start address of
the block, length of the block and other control infor-
mation and then issues the Transmit command to
the 82588.

Upon receiving the command, the 82588 fetches the
first two bytes of the block to determine the length of
the block. If the link is free, and the first data byte
was fetched, the 82588 begins transmitting the pre-
amble and concurrently fetches the bytes from the
Transmit Data Block and loads them into a 16 byte
FIFO to keep them ready for transmitting. The FIFO
is a buffer between the serial and parallel part of the
82588. The on-chip FIFOs help the 82588 to tolerate

system bus latency as well as provide efficient us-
age of system bandwidth.

The destination address is sent out after the pream-
ble. This is followed by the source or the station indi-
vidual address, which is stored earlier on the 82588
using the IA-SETUP command. After that, the entire
information field is transmitted followed by a CRC
field calculated by the 82588. If during the transmis-
sion of the frame, a collision is encountered, then
the transmission is aborted and a jam pattern is sent
out after completion of the preamble. The 82588
generates an Interrupt indicating the experience of a
collision and the frame has to be re-transmitted. Re-
transmission is done by the CPU exactly as the
Transmit command except the Re-Transmit com-
mand keeps track of the number of collisions en-
countered. When the 82588 gets the Retransmit
command and the exponential back-off time is ex-
pired, the 82588 transmits the frame again. The
transmitted frame can be coded to either Manches-
ter, Differential Manchester or NRZI methods.
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Collision Detection

The 82588 eliminates the need for external collision
detection logic, in most applications, while easing or
eliminating the need for complex transceivers. Two
algorithms are used for collision detection: Bit Com-
parison and Code Violation. The Bit Comparison
Method is useful in Broadband networks where
there are separate transmit and receive channels.
Bit Comparison compares the ‘“signature” of the
transmitted data and received data at the end of the

collision window in any network configuration. This
algorithm calculates the CRC after a programmable
number of transmitted bits, holds this CRC in a regis-
ter, and compares it with received data’s CRC. A
CRC or “signature” difference indicates a collision.
The code violation is detected if the encoding of the
received data has any bit that does not fit the encod-
ing rules. The code violation method is useful in
short bus topology and serial backplane applications
where bit attenuation over the bus is negligible.

PREAMBLE
GENERATED BY 82588
BLOCK BYTE COUNT SFD (BOF FLAG)
DESTINATION ADDRESS ——=]  DESTINATION ADDRESS FROM 82588
INDIVIDUAL
DATA FIELD SOURCE ADDRESS ADDRESS
I LENGTH FIELD
CPU GENERATED
DATA STRUCTURE IN MEMORY
(TRANSMIT DATA BLOCK) INFORMATION FIELD
FRAME CHECK SEQUENCE
EOF FLAG (OPTIONAL) GENERATED BY 82588
PADDING (OPTIONAL)

231161-4

Figure 7. The 82588 Frame Structure and Iocation of Data element in System Memory

DESTINATION
BLOCK LENGTH ADDRESS
DESTINATION SOURCE
ADDRESS ADDRESS
BLOCK
LENGTH
INFORMATION | —2»
INFORMATION
DATA BLOCK IN MEMORY FOR
TRANSMISSION
: FRAME STATUS

SINGLE BUFFER RECEPTION
231161-5

Figure 8. Single Buffer Reception
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Recelving a Frame

The 82588 can receive a frame when its receiver
has been enabled. The received frame is decoded
by either on-chip Manchester, Differential Manches-
ter or NRZI decoders in High Integration Mode and
NRZI in High Speed Mode. The 82588 checks for an
address match for an individual address, a Mulitcast
address or a Broadcast address. In the Promiscuous
mode the 82588 receives all frames. Only when the
address match is successful does the 82588 trans-
fer the frame to the memory using the DMA control-
ler. Before enabling the receiver, the CPU makes a
memory buffer area available to the Receive Unit
and programs the starting address of the DMA con-
troller. The received frame is transferred to the
memory buffer in the format shown in Figure 8. This
method of reception is called “Single Buffer” recep-
tion. The entire frame is contained in one continuous
buffer. Upon completion of reception the total num-
ber of bytes written into the memory buffer is loaded
into status reglsters 1 and 2 and the status of the
reception itself is appended to the received frame
An interrupt to the CPU follows.

If the frame size is unknown, memory usage can be
optimized by using “Multiple Buffer” reception..

This way the user does not have to allocate large
memory space for short frames. Instead, the 82588
can dynamically allocate memory space as it re-
ceives frames. This method requires both DMA

channels alternately to receive the frame. As the
frame reception starts, the 82588 interrupts the CPU
and automatically requests assignment of the next
sequential buffer. The CPU does this and loads the
second DMA channel with the next buffer informa-
tion so that the 82588 can immediately switch to the
other channel as soon as the current buffer is full.
When. the 82588 switches from the first to the sec-
ond buffer it again interrupts the CPU requesting it to
allocate another buffer on the other (previous) chan-
nel in advance. This process continues until the en-
tire frame is received. The received frame is spread
over multiple memory buffers. The link between the
buffers is easily maintained by the CPU using a buff-
er chain descriptor structure in memory (see
Figure 9).

This dynamic (pre) allocation of memory buffers re-
sults in efficient use of available storage when han-
dling frames of widely differing sizes. Since the buff-
ers are pre-allocated one block in advance, the sys-
tem is not time critical.

80188 Based System

Figure 10 shows a high performance, high-integra-
tion configuration of the 82588 with the 80188 in a
typical iAPX188-based microcomputer. The 80188
controls the 82588, as well as providing DMA control
services for data transfer, using its on-chip two
channel DMA controller.

DEST ADDR

SOURCE ADDR

BUFFER #1

@ BUFFER 1

INFO 1

@ BUFFER 2

@ BUFFERN

[}
[
(]

BUFFER CHAIN DESCRIPTION
(MANAGED BY CPU)

INFO 2 BUFFER # 2

INFO N
BUFFER #N

STATUS

231161-6

Figure 9. Multiple Buffer Reception
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Link Interface

The Serial Interface Mode configuration parameter
selects either a highly integrated Direct Link inter-
face (High Integration Mode) or a highly flexible
Transceiver Interface (High Speed Mode).

Application

In the High Integration Mode it is possible to connect
the 82588 on a very short “Wired OR” link, on a
longer twisted pair cable, or a broadband connec-
tion.

Twisted Pair Connection

The link consists of a twisted pair that interconnects
the 82588. The transmit data pin is connected via

a driver and the receive data pin is connected via a
buffer. The twisted pair must be properly terminated
to prevent reflections.

In the minimum configuration, TxD and RxD are con-
nected to the twisted pair and CTS is grounded. The
82588 may control the driver with the RTS pin. It is
also possible to use external circuitry for performing
collision detection, and feeding it to the 82588
through the CDT pin.

Broadband Connection

The 82588 supports data communications over a
broadband link in both its modes. Proper MODEM
interface should be provided. Collision Detection by
Bit Comparison, in High Interface Mode, can be ap-
plied to transmission over broadband links.
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Figure 10. 80188 Based System
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Absolute Maximum Ratings*

Ambient Temperature Under Bias ....0°C to +70°C

Storage Temperature .......... —65°C to +150°C
Voltage on Any Pin With

Respectto Ground................ —-1.0Vto 7V
Power Dissipation...................... 1.7 Watts

D.C. Characteristics

*Notice: Stresses above those listed under “Abso-
lute Maximum Ratings’ may cause permanent dam-
age to the device. This is a stress rating only and
functional operation of the device at these or any
other conditions above those indicated in the opera-
tional sections of this specification is not implied. Ex-
posure to absolute maximum rating conditions for
extended periods may affect device reliability.

(Ta = 0°C to +70°C; T¢ (DIP) = 52°C to 108°C, T¢ (PLCC) = 63°C to 116°C; VCC = +5V +10%)

TxC, RxC have MOS levels (See VMIL, VMIH). All other signals have TTL levels (See VIL, VIH, VOL, VOH).

Symbol Parameter Min Max Units Test Conditions
ViL Input Low Voltage —0.5 +0.8 \
(TTL)
VIH Input High Voltage 2.0 VCC + \"
(TTL) 0.5
VOL Output Low Voltage 0.45 \' IOL = 2.0 mA
(TTL)
VOH Output High Voltage 2.4 Vv IOH = —400 pA
(TTL)
VMIL Input Low Voltage —0.5 0.6 Vv
(MOS)
VMIH Input High Volatge 3.9 VCC + Vv
(MOS) 05
ILI Input Leakage Current +10 nA 0 = VIN = VCC
ILO Output Leakage Current +10 pA 0.45 = VOUT = VCC
ICC Power Supply Current 400 mA Ta = 0°C
300 mA Ta = +70°C

A.C. Characteristics

(TA = 0°C to +70°C; Tg (DIP) = 52°C to 108°C, T¢ (PLCC) = 63°C to 116°C; VCC = +5V £10%)

System Clock Parameters

Symbol Parameter Min Max Units Test Conditions
™ CLK Cycle Period 125 ns
T2 CLK Low Time 53 1000 ns *5
T3 CLK High Time 53 ns - *6
T4 CLK Rise Time 15 ns *1
T5 CLK Fall Time 15 ns *2
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A.C. Characteristics (Continued)
| Symbol | Parameter Min Max Units Test Conditions
Reset Parameters
T6 Reset Active to 20 ns *3
Clock Low
T8 Reset Pulse Width 4T1 ns
T9 Control Inactve ™ ns
After Reset
Interrupt Timing Parameters
T10 CLK High to Interrupt 85 - ns *4
Active
T WR Idle to Interrupt 85 ns *4
Idle
Write Parameters
T12 CS or DACKO or DACK1 0 ns
Setup to WR Low
T13 WR Pulse Width 95 ns
T14 CS or DACKO or DACK1 0 ns
Hold After WR High
T15 Data Setup to WR High 75 ns
T16 Data Hold After WR High 0 ns
Read Parameters
T17 CS or DACKO or DACK1 0 ns
Setup to RD Low
T18 RD Pulse Width 95 ns
T19 CS or DACKO or DACK1 0 ns
Address Valid
After RD High
T20 RD Low to Data Valid 80 ns *7
T21 Data Float After 55 ns *7
RD High
DMA Parameters
T22 CLK Low to DRQO 85 ns *4
or DRQ1 Active
T23 WR or RD Low to 60 ns *4
DRQO or DRQ1 Inactive
NOTES:
*1—0.8V-2.0V *5—measured at 1.5V
*2—2.0V-0.8V *6—measured at 1.5V

*3—to guarantee recognition at next clock
*4—CL = 50 pF

*7—CL = 20 pF-200 pF
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A.C. TESTING INPUT/OUTPUT WAVEFORM

24
x 1.5 «—TEST POINTS—>15
0.45

231161-8

AC Testing Inputs are Driven at 2.4V for a Logic 1 and 0.45V for a
Logic Q Timing Measurements are Made at 1.5V for Both a Logic
1and Q:

Rise and Fall Time of Input/Output Signals are Measured Be-
tween 0.8V to 2.0V Respectively.

TTL Input/Output Voltage Levels for Timing Measurements

3.5V

3.0v
2.5V
1.5V

0.6V

1.0V -

T4 —p]

b o —— —— — o ]

3 —> /TR

o — [ =\

Rise and Fall Time of Input Signals are Measured Between 1.0V
to 3.5V Respectively.

HIGH LEVEL MAY
VARY WITH VCC

231161-9

Clocks MOS Input Voltage Levels for Timing Measurements

cLK _JM

INT

231161-10

Interrupt Timing (Going Active)
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cs \ /|
o7 / N
wR AN /L
—T11
INT

231161-11

Interrupt Timing (Going Inactive)

— T6 PR
RESET < 8
:::oo. DRQ1 \\
N —» T9 |e—
518

231161-12

Reset Timing

1-134




lnter 82588

Serial Interface A.C. Timing Characteristics
High Integration Mode

TFC is the crystal or serial clock input at the X1 pin. When a serial clock is provided at the X1 pin, the
maximum capacitive load allowed on the X2 pin is 15 pF.
TFC Frequency Range:

For Osclilator Frequency = 1 to 16 MHz (High)

X 8 Sampling X 16 Sampling

TCLK Frequency 0.125—2 MHz 62.5 kHz—1 MHz

T29 = TCLK Cycle Time 8 X T24 16 X T24

T30 = TCLK High Time T24 (Typically) T24 (Typically)

T31 = TCLK Low time 7 X T24 (Typically) 15 X T24 (Typically)
For Osclllator Frequency = 0 to 1 MHz (Low)*

X 8 Sampling X 16 Sampling

TCLK Frequency 0—0.125 MHz 0—6.25 kHz
T29 = TCLK Cycle Time 8 X T24 16 X T24
T30 = TCLK High Time T25 (Typically) T25 (Typically)
T31 = TCLK Low Time 7 X T24 + T26 (Typically) 15 X T24 + T26 (Typically)

*A non-symmetrical clock should be provided so that T25 is less than 1000 ns.
T24 = Serial Clock Period

T25 = Serial Clock High Time

T26 = Serial Clock Low Time

High Speed Mode

® Applies for TxC, RxC

e fmax = 5 MHz +100 ppm 1

® For Manchester, symmetry is required: Tgz, Teg = Py +5%

High Integration Mode
| Symbol l . Parameter Min Max Units Test Conditions
External (Fast) Clock Parameters
T24 Fast Clock Cycle 62.5 ns *1
T25 TFC High Time 18.5 1000 ns *1, *14
T26 TFC Low Time 235 ns *
T27 TFC Rise Time 5 ns *1
T28 TFC Fall Time 5 ns *1
Transmit Clock Parameters
T29 Transmit Clock Cycle 500 ns *3, *12
T30 TCLK High Time *8 1070 ns *3
T31 TCLK Low Time *9 *3
T32 TCLK Rise Time 15 ns *3
T33 TCLK Fall Time 15 ns *3
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High Integration Mode (Continued) ‘
I Symbol l Parameter | Min I Max | Units Test Conditions
Transmit Data Parameters (Manchester, Differential Manchester)
T34 TxD Transition- 4T24-10 ns *2
Transition
T35 TCLK Low to TxD “*10 *2, %12
Transition Half
Bit Cell
T36 TCLK Low to TxD *11 *2, %12
Transition Full
Bit Cell
T37 TxD Rise Time 15 ns *2
T38 TxD Fall Time 15 ns *2
Transmit Data Parameters (NRZI)
T39 TxD Transition- 8T24-10 ns *12
Transition )
T40 TCLK Low to TxD *10 *2,*12
Transition
T41 TxD Rise Time 15 ns *2
T42 TxD Fall Time 15 ns *2
RTS, CTS, Parameters
T43 TCLK Low To RTS Low *10 *3, *12
T44 CTS Low to TCLK Low 65 ns
CTS Setup Time
T45 TCLK low to RTS *10 . *3,*%12
High
T46 TCLK Low to CTS 20 ns *4,*13
Invalid. CTS Hold
Time
T47 CTS High to TCLK 65 ns *4
Low. CTS Setup
Time to Stop
Transmission
IFS Parameters
L T48 Interframe Delay *5
Collision Detect Parameter
T49 CDT Low to TCLK 50 ns *13
High. External
Collision Detect
Setup Time
T50 CDT High to TCLK 50 ns *13
Low
T51 TCLK High to CDT 20 ns *13
Inactive. CDT Hold
Time
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High Integration Mode (Continued)

| Symbol | Parameter I Min Max Units Test Conditions
Collision Detect Parameters (Continued)
T52 CDT Low to Jamming Start *6
T53 Jamming Period *7
Received Data Parameters (Manchester)
T54 RxD Transition- 4T24 ns *12
Transition

Received Data Parameters (Manchester)

T55 RxD Rise Time 10 ns *1
T56 RxD Fall Time 10 ns *1
Received Data Parameters (NRZI)
T57 RxD Transition- 8T24 ns *12
Transition
T58 RxD Rise Time 10 ns *1
T59 RxD Fall Time 10 ns *1
NOTES: *7—T53 = 32 X T29
*1—MOS levels. *8—Depends on T24 frequency range:
*2—1 TTL load + 50 pF. High Range: T24 — 10
*3—1 TTL load + 100 pF. Low Range: T25 — 10

*4—Abnormal end to transmission: CTS expires before *9—T31 = T29 — T30 — T32 —T33
RTS. *10—2T24 + 40 ns
*5—Programmable value: T48 = NIFS X T29 (ns) NIFS— *11—6T24 + 40 ns

the IFS configuration value. ) *12—For X 16 sampling clock parameter minimum value
If NIFS is less than 12, then it is enforced to 12. should be multiplied by a factor of 2.
*6—Programmable value: *13—To guarantee recognition on the next clock.

T62 = NCDF X T29 + (12 to 15) X T29 (if collision oc- *14—62.5 ns minimum in Low Range.
curs after preamble). *

T2 |e— -» T4
g
| [
[ T13 ——|
WR
le— T15 —»!
—»T16
Do-7 vaLio X
| 231161-13
Write Timing
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High Speed Mode
| Symbol I Parameter Min Max | Units Test Conditions
Transmit/Receive Clock Parameters
T60 RxC TxC Cycle 200 *13 ns
T61 TxC Rise Time 10 ns *1
T62 TxC Fall Time 10 ns *q
T63 TxC High 80 1000 ns *1,*3
T64 TxC Low 80 ns *1,*3
Transmit Data Parameters
T65 TxD Rise Time 20 ns *4
T66 TxD Fall Time 20 ns *4
T67 TxC Low to TxD 60 ns *4,*6
Valid
T68 TxC Low to TxD 60 ns *2,*4
Transition
T69 TxC High to TxD 60 ns *2,*4
Transition
T70 ‘TxD Transition— 70 *2,%4
Transition
T71 TxC Low to TxD High 60 ns *4
. (At the Transmission End)
RTS, CTS Parameters
T72 TxC, Low to RTS Low 60 ns *5
Time to Activate RTS
T73 CTS Low to TxC Low 65 ns
CTS Setup Time
T74 TxC Low to RTS High 60 ns *5
T75 TxC Low to CTS Invalid 20 ns
T75A CTS High to TxC Low 65 ns *7
CTS Set-up Time to
Stop Transmission
Interframe Spacing Parameters
I T76 I Inter Frame Delay *9
CRS, CDT, Parameters
T77 CDT Low to TxC High 45 ns
External Collision
Detect Setup Time
T78 TxC High to CDT Inactive 20 ns *14
CDT Hold Time
T79 CDT Low to Jamming *10
Start
T80 Jamming Period *11
T81 CRS Low to TxC High 45 ns *14
Carrier Sense Setup Time
T82 TxC High to CRS Inactive 20 ns *14
CRS Hold Time
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High Speed Mode (Continued)

| Symbol I Parameter I Min Max Units Test Conditions
CRS, CDT, Parameters (Continued)
T83 CRS High to Jaming *12
(Internal Collision Detect)
T84 CRS High to RxC High. 80 ns
End of Receive Packet
T85 RxC High to CRS High. 20 ns
End of Receive Packet.
Receive Clock Parameters
T86 RxC Rise Time 10 ns *1
T87 RxC Fall Time 10 ns *1
T88 RxC High Time 80 ns *1
T89 RxC Low Time 80 ns *1
Received Data Parameters
T90 RxD Setup Time 45 ns *1
T91 RxD Hold Time 45 ns *1
T92 RxD Rise Time ) 20 ns *1
T93 RxD Fall Time 20 ns *1
NOTES:

*1 — MOS levels.

*2 — Manchester only.

*3 — Manchester. Needs 50% duty cycle.

*4 — 1 TTL load + 50 pF.

*5—1TTL load + 100 pF.

*6 — NRZ only. o o
*7 — Abnormal end to transmissions: CTS expires before RTS.
*8 — Normal end to transmission. :

*9 — Programmable value.

T76 = NIFS X T60 (ns)

NIFS - the IFS configuration value.

If NIFS is less than 12, then NIFS is enforced to 12.

*10 — Programmable value:

T79 = NCDF X T60 + (12 to 15) X T60 (ns) (if collision occurs after preamble).

*11 — T80 = 32 X T60

*12 — Programmable value:

NCSF X TTRC + (12 to 15) X TTRC

T83 = NCSF X T60 + (12 to 15) X T60

NCDF - collision detect filter configuration value.

*13 — 2000 ns if configured for Manchester encoding.
*14 — To guarantee recognition on the next clock.
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82560
HOST INTERFACE AND MEMORY CONTROLLER

B Host Interface to the IBM PC/XT/AT m Implements Tightly Coupled Interface

and PS/2™ Buses for 82590, 82592, Mode to 82590/82592

and 82588 LAN Controliers . — Automatic Retransmission upon
m Allows 32-, 16-, and 8-Bit Data Collision .

Transfers — Transmit Chaining

— Back-to-Back Frame Reception

m Supports Local Static RAM — Automatic Buffer Reclamation

— Up to 32 Kilobytes — Address PROM or Other Peripheral

— Programmable Access Time Support
m Zero-Wait-State Host Interface Option - Iaterfage:dMemory-Mapped or I/0-
B Dual-Channel DMA Controller with Ring appe apters

Buffer Management Scheme ® CHMOS Il Technology

m 68-Lead PLCC Package

The 82560 Host Interface and Memory Controller is a companion chip for the Intel 82590 and 82592 Ad-
vanced CSMA/CD LAN Controllers as well as the Intel 82588. The 82560 interfaces these controllers to IBM
PC/XT/AT and PS/2 systems. It integrates all the interface functions required to implement a nonintelligent,
locally buffered LAN solution. The zero wait state and 32-bit data transfers improve the system performance
by minimizing the LAN’s requirement for Host bandwidth. The 82560’s DMA performs data transfers between
the LAN controller and the ring-configured local memory. Ring buffer implementation results in highly efficient
use of the local memory. The 82560 supports the 82590 and 82592 in their Tightly Coupled Interface (TCl)
mode. Without CPU intervention, the 82560 performs transmit chaining, automatic retransmission, back-to-
back frame reception, and frame reclamation. The TCI support reduces the software and hardware overhead
between frame transfers, and increases the average sustained transfer rate. Combined with the 82590 or
82592, the 82560 provides a high-performance LAN solution for industry standard or custom CSMA/CD
networks.

November 1988
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Table 1. 82560 Pin Description

Symbol Pin No. Type . Name and Function

Vee 5, 23, 57 | POWER: Connected to + 5V power éupply.

Vss 10,29,43,63| | | GROUND: Ground connection.

CLK 11 I | CLOCK INPUT: This is the system clock input for the 82560. It

_| controls the internal operations of the 82560 and its cycle timing.

RESET 42 | RESET: Active high. When active it resets the 82560 to a known
passive state.

Do-D7 40,41,44-49 | /0 | 82560 DATA BUS: Tri-state bus. Used for programmatic access to
the 82560 registers. They are also used in the tightly coupled
interface (TCl) mode.

Ag-Aq2 26-39 | ADDRESS LINES: The 13 address lines select either an 82560
register, or an address in the Local Memory.

HFO, HF1 25, 24 | HOST FUNCTION SELECT: These two inputs indicate the type of

access requested by the host. These signals are generated by
external decode logic and are completely asynchronous to the
82560 system clock. The proper combinations for each access

type are shown below:
HOST FUNCTION
HF1 | HFO |Access Type

1 1 Idle (No Access Being Requested)

1 -0 Request to Access Shared Portion of Local
Memory

0 1 Request to Access 82560 Registers or the Slave
Controller (SCS)

0 0 Request to Access External PROMs or Latches
(GCS) ’ «

RD 17 I READ: Active low. This signal is used to indicate the direction of

the host transfer. When active, data is being read from the
destination (RAM, 560, or GCS port).

HRDY 20 (0] HOST READY: Active high. This signal from the 82560 is activated
when the device on the Local Bus of the LAN adapter is ready to
accept data (write cycle) or to output data (read cycle). When no

"access is being requested by the host (i.e., both HFO and HF1 are
high), this signal is tri-stated in the normal mode, and is driven high
in the pipeline mode.

x
3]
S

22 O | TRANSCEIVER ENABLE 1: Enables the transceiver that connects
the lower byte of the host and Local data buses. In pipeline mode it
enables the transceiver during non-memory host cycles.

XCV2/PCS 21 o TRANSCEIVER ENABLE 2: Enables the transceiver that connects
the upper byte of the host and Local data buses. In pipeline mode it
enables the latch during memory host cycles.

INT 50 (0] INTERRUPT OUT: This signal is a logical OR of all enabled
interrupt requests. When active it indicates an interrupt request to
the CPU. This signal is tristated after reset.

[0
)
o

59 (0] GENERAL CHIP SELECT: Active low. This signal is asserted by
the 82560 when the host requests access to external ROMs or
latches. :
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Table 1. 82560 Pin Description (Continued)

Symbol Pin No. Type Name and Function

28]
m
[=]

18 | BYTE ENABLE: Active low. This signal is asserted in 16- or 32-bit-
wide host memory cycles to select the lower memory bank. it may be
connected to the processor's Ag pin.

BE1 19 | BYTE ENABLE 1: Active low. This signal is asserted in 16- or 32-bit-
wide host memory cycles to select the upper memory bank. It may
be connected to the processor’'s BHE signal. These two signals are
connected as follows:

Host Bus Local Bus BEO BE1
8-Bit 8-Bit 0 0
8-Bit 16-Bit SAO 1
16-Bit 16-Bit SA0 SHBE
16-Bit 32-Bit SA1 SA1
32-Bit* 32-Bit BEO + BE1 BE2 + BE3
*80386 address pins
+ stands for logical OR
DRQO 54 | DMA REQUEST CHANNEL 0: Active high. This is an input from the

LAN controller or other peripherals, it requests DMA service. The
DMA cycles are run on an on-demand basis, and are prioritized
between themselves (two channels) and with the host cycles on an
alternating basis. In 82590 Tightly Coupled mode this signal is
sampled by the 82560 at the last clock of the Read or Write signal
along with DACK1/EOP to determine the state of the transmit or
receive process (see Tightly Coupled Interface for more details).

DRQ1 52 | DMA REQUEST CHANNEL 1: Active high. This is an input from the
LAN controller or other peripherals, requesting DMA service. The
DMA cycles are run on an on-demand basis, and are prioritized
between themselves (two channels) and with the host cycles on an
alternating basis. In Tightly Coupled mode this signal is sampled by
the 82560 at the last clock of the Read or Write signal (see Tightly
Coupled Interface for more details).

DACKO0/DACK 55 (0] Dual Function: This is a dual function pin which serves as DACKO,
DMA acknowledge for Channel 0, in all modes except the Tightly
Coupled Interface mode. It serves as DACK, DMA acknowledge for
both channels, in Tightly Coupled Interface mode.

DMA ACKNOWLEDGEDO: Active low. Acknowledge DMA requests
on channel 0. During special chip select cycles, this signal is
controlled by the CPU.

DMA ACKNOWLEDGE: Active low. Acknowledge DMA requests on
either channel 0, or channel 1. It operates in this mode only when
programmed for Tightly Coupled Interface with the 82590 or 82592.
This pin can be directly connected to the DACKO/ DACK pin of the
82590 or 82592 LAN controllers.

DACK1/EOP 53 I1/0 | Dual Function: This is a dual function, bidirectional pin which serves
as DACK1, DMA acknowledge for channel 1, in all modes except
8259X Tightly Coupled Interface mode. It serves as EOP, End of
Process indicator, an input, during this Tightly Coupled Interface
mode.

DMA ACKNOWLEDGE 1: Output. Active low. DMA acknowledge for
channel 1. During Special Chip Select (SCS) cycles this signal is
controlled by the CPU and can be used for accessing the 8259X port
1. The output level is determined by the address of the SCS.
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Table 1. 82560 Pin Description (Continued)

Symbol Pin No. Type Name and Function’
DACK1/EOP . 53 I/0 | END OF PROCESS: Input. In the Tightly Coupled interface mode,

this input, along with the DRQ pin, is sampled by the 82560 at the
last clock of the Read or Write signal. The combination of the two
pins indicates the status of the Transmit or Receive process. When
low, the EOP signal indicates that the active DMA service should be
terminated.

56 e 1/0 WRITE. Active low. This is the write strobe to the LAN controller
or /0 device. It is asserted when data is being written to the LAN
controller by either the Host CPU or the 82560 internal DMA. During
pipeline read transfers it is the write control signal to the buffer.

RD/MWR 58 (0] Dual Function: Active low. This signal is used for two different
operations. It is a control signal during read cycles from the LAN
controller or another I/0 device. It is a write strobe during write
cycles to the local memory.

1/0 READ: Active low. It is asserted when data is being read from
the LAN controller by either the host CPU or the 82560 internal DMA.
During pipeline write transfers it is the read control signal to the
buffer. :

MEMORY WRITE: Active low. It is asserted when data is being
written to local memory.

INTR 51 | INTERRUPT REQUEST: This signal when active indicates an
interrupt request. It is usually connected to the interrupt output of the
LAN controller. It may be programmed as active high or low, level or
edge triggered, and it can also be masked.

]
D

fo!

MAO-12 9-1,68 (0] MEMORY ADDRESS 0-12: These 13 address lines can support two
| 8-kilobyte or 8-kiloword banks of static memory.
CSC 62 (o] RAM CHIP SELECT (LOW BANK): Active low. This signal is

activated during all static-RAM accesses in 8-bit mode, even-byte
accesses in 16-bit mode, and even-word accesses in 32-bit mode.

CSH 61 o RAM CHIP SELECT (HIGH BANK): Active low. This signal is
. activated during odd-byte accesses in 16-bit mode or odd-word
accesses in 32-bit mode.

MOE 60 O | MEMORY OUTPUT ENABLE: Active low. This signal is used to
enable the memory array’s output buffers during memory read
cycles. -

GPI 16 | GENERAL PURPOSE: Input. This is a general purpose input pin, its
state may be read by the CPU.

Cs , 12 O | CHIP SELECT: Active low. This pin is normally connected to the

Chip Select input of the LAN controller or other peripherals. It is
activated during non-DMA accesses to the LAN controller. The CPU
‘activates this signal when it accesses addresses 0, 1, 2, or 3 in the
Special Chip Select address space of the 82560.

RSV1, RSV2 13, 14 | Thése pins are reserved and should be tied to Vee
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FUNCTIONAL OVERVIEW

The 82560 is a dual-port memory controller using
interrupt logic and DMA to implement a nonintelli-

gent, buffered LAN adapter for the IBM PC/XT/AT
bus. This type of adapter uses on-board memory as
a buffer to store frames during transmission and re-
ception. It also uses on-board DMA to transfer data
between its local memory and the LAN controlier. A
block diagram of the buffered, nonintelligent LAN
adapter is shown in Figure 3. The architecture is
termed nonintelligent because it does not use an on-
board CPU to process the transmit or receive
frames. The host CPU processes the frames and
programs the DMA and LAN controllers. The host
interface logic, arbitration logic, and the bus trans-
ceivers connect the host bus to the adapter’s local
bus. They also control all host accesses to the local
bus. The local memory is shared by the host and the
LAN controller. It stores information that the host
wishes to transfer to the LAN controller, and infor-
mation received by the LAN controller which should
be read by the host. The memory can be shared in
two ways—mapping into the host memory space, or
mapping into the host I/0 space. The DMA control-
ler transfers data between the local buffer memory
and the LAN controller. The host CPU may use ei-
ther string move instructions or a system DMA chan-
nel to move data into the buffer memory. The host
also accesses the LAN controller registers, the DMA
controller registers the boot ROM, and the address
ROM through the local bus.

The 82560 integrates the host interface, arbitration
I6gic, memory control logic, interrupt logic, and DMA
into one component. It replaces 20-30 MSI and SSI
components (see Figure 1). It also provides a Tightly
Coupled Interface to the 82588, 82590, and 82592
LAN controllers, and an efficient buffer management
scheme, which allows the 82588/82560, 82590/
82560, and 82592/82560 combinations to handle

time-critical processes such as retransmission, buff-
er reclamation, and continuous back-to-back frame
reception without host CPU intervention. This im-
proves the overall data throughput in the network;
and, consequently, system performance. The follow-
ing discussion describes the 82560 interface to the
PC/XT/AT bus, its support of locally buffered mem-
ory, and the operation of DMA and the Tightly Cou-
pled Interface (including the buffer management
scheme).

HOST INTERFACE

The host interface port connects the 82560 to the
PC-bus through external decode logic and bus trans-
ceivers. The external decode logic generates the
HFO and HF1 signals indicating the kind of access
the host desires. When the request is detected by
the 82560 (non-pipeline- mode) it deasserts the
HRDY signal, thereby suspending the host cycle.
HRDY is reactivated when the local device being ac-
cessed by the host is ready to accept (Write cycle)
or output (Read cycle) data. HRDY reactivation time
is programmable as mentioned in the register sec-
tion; it is described in detail in the 82560 Reference
Manual. The request undergoes arbitration, and, if
granted, the 82560 activates the XCV1 and XCV2
signals. The XCV signals control the transceiver(s)
which interfaces the host data bus to the local data
bus. By using one or both transceiver control signals
the 82560 can support an 8-, 16-, or 32-bit-wide bus.
Once the arbiter grants the host access, the 82560
begins the local bus cycle by generating the appro-
priate address and control signals.

The host CPU can access the internal registers of
the 82560, the local memory controlled by the
82560, or other devices—such as Boot ROM or ex-
ternal Latch—that share the same bus as the 82560.
Table 2 lists the various access types that can be
requested by the host.

Table 2. Host Access Types

Access Type HF1 HFO Address Cycle Status Indications
82560 Registers 0 1 Between 8h and 3Fh HRDY
Local Memory Access 1 0 User Defined HRDY, Memory Control
) Signals, XCV Signals

GCS Access (Boot ROM) 0 0 User Defined HRDY, GCS, IOWR,

(General Chip Select) . IORD/MWR

Special Chip Select 0 1 Less Than 8h HRDY, DACK Lines, CS,
IOWR, IORD/MWR
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The 82560 provides eight semaphore ports to re-

solve contention in a shared resource system. Only

the most significant bit of these ports is used. The
CPU writes all 0’s to the port to clear it. When the
port is read, its current value is reported and the
most significant bit becomes a 1 at the end of the
cycle. The 82560 also supports devices on the local
bus other than memory and the LAN controller.
These devices can be accessed in two ways: by us-
ing the General Chip Select (GCS) signal, or by us-
ing the Special Chip Select (SCS) addresses in the
82560 register space. The first method typically sup-
ports EPROMSs, external latches, and similar devic-
es. The second method is used for accessing the
registers of controllers which use the 82560 DMA
channels; e.g., the 82590, 82592, or 82588. Each
address in the SCS port provides a unique combina-
tion of the DACKO-, DACK1-, and CS-pin output
states. The CPU activates the chip select of the de-
vice being accessed by asserting or deasserting the
appropriate signals.

The host CPU can access the 82560 registers and
other devices on the local bus at any time. However,
local memory can only be accessed by the host after
the 82560 memory control registers are initialized.
The host accesses local memory in two ways: Page
Access or Sequential (/O mapped or pipeline) Ac-
cess. After reset, the memory access is I/0-mapped
mode but host access to local memory is disabled.
The 82560 must be configured for the appropriate
memory access mode before local memory can be
accessed by the host. ' .

The 82560 memory control logic provides the sig-
nals required to interface to static memory. The
82560 can address up to 32 kB of local memory.
Each memory address can refer to a byte, a word, or
a double word of local memory. Thus the 82560 with
its two memory chip selects (low to high bank) and
its MOE and MWR outputs, can support 8-, 16-, or
32-bit-wide local buses.

In Page Access mode the local memory is mapped
into the host memory space. In this mode the host
can directly access local memory through -a fixed
size window which can be moved around in local
memory space. This window is referred to as a
“page”. Figure 5 shows the paging scheme. The
page size can vary from 1 kilobyte to 8 kilowords,
and can be located anywhere in local memory. The
exact location of the page in the local ‘memory is
defined by a page register. By reprogramming the

page register the user can relocate the page in Iooala

memory

In I/0-mapped Access mode the memory is mapped
into the host I/0 address space. Data is transferred
between host and local memory using host DMA or
string 170 instructions. The 82560 can be pro-
grammed to support memory accesses through a
single 1/0 port. The I/0 port is defined by an ad-

- dress programmed into an 82560 register. The

82560 maintains the current address, which is up-
dated each time a memory cycle is run. The host
does not directly access the local memory. It outputs
the 1/0 address onto the A0-A12 address lines,
with the HF lines indicating a memory access. If the
1/0 address matches the address programmed into
the 82560, then the 82560 executes the local mem-
ory cycle by outputting the current address onto the
memory address lines MAO-12.

The 82560 can be configured to interface with the
host in a pipeline mode. In this mode, transparent or
edge-trigged latches are needed to isolate the host
and local bus during memory cycles. Data is written
to the latch (from the host bus) and copied (from the
latch) to the local memory. In the host read cycles,
data is copied from the latch to the host bus. In an-
ticipation of the next host memory request (sequen-
tial), the 82560 then copies the next byte or word
from local memory to the latch. Thus the host CPU
can operate with 0 wait states by reading from and
writing to the latch.

ARBITER

All requests for access to devices on the local bus,
whether by the host or by the 82560 DMA, undergo
arbitration. The host requests are indicated on the
HF lines; the DMA requests are indicated on the
DRQ lines. Figure 4 shows the basic arbitration cy-
cle of the 82560. Arbitration for the local bus is pipe-
lined. It can take place at any time when the 82560
is idle, or one clock before the end of the current
local bus cycle. All requests are sampled on the fall-
ing edge of the 82560 clock. Arbitration is completed
within one clock cycle. The resultant local bus cycle
is started on the falling edge of the next clock. If
more than one request is active, arbitration lS re-
solved on an alternating priority basis.

The 82560 deactivates its HRDY line when a host
request is detected; the request is synchronized and
then arbitrated. If the request is granted, the appro-
pnate local bus cycle beglns After a programmable
number of clock cycies HRDY will be reactivated,
and the handshake. with the host will be complete
DMA requests are synchronized and acknowledged
once DMA has been granted access to the local
bus. The acknowledge lines are kept inactive until
the DMA is granted access to the local bus.
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82560
CLOCK

* HOST

(FF)
HRDY >

|

(oRQ)

CYCLE IDLE HOST

Dl

HOST DMA

. This Diagram Assu_mes:

The default prioﬁty bit to be 1 (bit 7 of the master mode)
1/0 or MEM wait states to be 1 clock (Tw = 1)
Non-Pipeline Mode

290180-4

In the case of host read cycles (in any mode) or host write cycles (in pipeline mode only), “Twh” cycles
will be asserted in addition to “Tw", between “T1"* and “T2” of the host cycles

Figure 4. 82560 Arbitration Cycles
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Figure 5. Page Mechanism

DMA MACHINE

The 82560 provides two DMA channels. Each chan-
nel can access 16 kb of memory address, and has
request and acknowledge lines and address regis-
ters. The DMA normally operates in the Demand
mode, and becomes active in response to a DMA
request being granted. The requests come in on the
DRQ lines and, if granted, are acknowledged by the
DACK lines becoming active. Each channel has a
control register that includes an enable bit, a direc-
tion bit, and output enable bits (CS, DACKO, and
DACK1 are active low signals that can be enabled/
disabled during DMA cycles). Each channel also has
a base, current, stop, lower-limit, and upper-limit reg-

ister. The current address register (CAR) is incre-
mented after every DMA transfer except when in
double host bus mode. The lower-limit register
points to the beginning of the ring buffer; the upper-
limit register points to the end of the ring buffer. The
82560 performs the wraparound (lower limit to
CAR), each time the CAR equals the upper limit.
When the contents of the CAR equal those of the
stop register, DMA transfer stops and the 82560
generates an interrupt to the CPU. When the double
host bus mode is invoked, the DMA machine will
alternately activate low and high banks of memory
and will increment the address after each high-bank
transfer.
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LOOSELY COUPLED MODE

The 82560 performs flyby DMA transfers (read from
slave and write to memory or vice versa). The opera-
tion continues until the current address register
equals the stop register or until the DRQ is removed.
When the stop register is reached, the 82560 gener-
ates an interrupt.

82590 TIGHTLY COUPLED MODE

The Tightly Coupled Interface is a hardware inter-
face between the 82560 and the 82590. This inter-
face allows transmission and reception events to be
processed without CPU intervention. It allows the
implementation of the time-critical CSMA/CD pro-
cesses: automatic retransmission, buffer reclama-
tion, and continuous frame reception and transmis-
sion. The basic interface is a two-signal DMA hand-
shake between the 82560 and the 82590; this oc-
curs over the DRQ and EOP pins. The 82590 pro-
vides the status of the current transmit or receive
process, or requests another DMA cycle at the end
of each DMA cycle. When configured for the Tightly
Coupled Interface, the 82560 and the 82590 use a
specific interrupt scheme to minimize CPU overhead
and to improve data throughput. The 82590 will not
generate interrupts when events occur that can be
handled by the 82560 without CPU intervention. Fig-
ure 5 illustrates the Tightly Coupled Interface mech-
anism. Table 3 lists the various combination of the
DRQ and EOP signals, and the events they repre-
sent.

Table 3. DMA Handshake Encoding

DRQ EOP Event Status
0 0 Operation Done
0 1 Idle
1 0 Retry Request .
1 1 New DMA Transfer Request

If both DRQ and EOP are sampled high, the Current
Address Register of the channel is incremented and
another DMA cycle begins. If a frame is transmitted
or received without errors, both DRQ and EOP are
low at the end of the DMA cycle and the 82560 will
generate an interrupt. If DRQ is high and EOP is low,
a collision occured during transmission, or an error
occurred during reception. In this case the Current
Address Register will be reloaded with the value in
the Base Address Register; and, once again, it will
point to the beginning of the frame structure in mem-

ory.

The DACK1/CS1.EOP pin of the 82590 is multi-
plexed and requires external logic to derive the EOP
and CS1 signals (see 82590 data sheet). Because
the 82560 integrates this logic, its DACK1/EOP pin
can be connected (with a pullup resistor) directly to
the DACK1/CS1/EOP pin of the 82590, and its
DACKO/DACK pin can be connected directly to the
DACK pin of the 82590. For more details, see the
8259X Users Manual.

w NS\ S —

(¢
DRQn ))
REQUEST .

R A\

—

FOR DMA
£(
— J)
DACKn BEGIN }
DMA
(C
PR — JJ
WR, RD

82560 SAMPLES
DRQ AND EOP

EOP 82590 OUTPUTS STATUS EOP AND DRQ # \ v / '

290180-6

Figure 6. 82560, 82590 DMA Handshake
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Transmit"

The 82590 can transmit consecutive frames without
using the CPU to issue the Transmit command each
time. This improves data throughput during transmis-
sion and eliminates CPU overhead. The CPU can
place multiple transmit frames in memory, with each
frame separated from the next by a Transmit Com-
mand byte. (For further information see 82590 and
82592 user manuals.) The 82560 supports: transmit
chaining. It also supports automatic retransmit on

collision (provided that the maximum number of col-
lisions is not reached). In this case the current ad-
dress register is reloaded with the value of the base

" address register, and the DMA transfer is resumed

without CPU involvement. If the maximum number of
collisions has been reached, or if transmit failed for
any other reason, the 82560 will need CPU interven-
tion. Thus it will generate an interrupt to the CPU. At
the end of transmission of each frame, the 82560
updates the status byte (indicating the number of
collisions) in the memory.

LOWER
LIMIT

UPPER
LIMIT

>
C
2l 2
g| &
<\ z
; > m
£\ 3
g 3
04 o
STATUS
B
BYTE COUNT LOW | ) BASE
BYTE COUNT HIGH | @
HE
DATA <3 CURRENT
; m
5%
ES 3
g +
gl =
STOP
7

290180-7

Figure 7. Example of a 4-kB Transmit Ring Buffer
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Recelve

Immediately after a channel is enabled for receive,
the 82560 will write FFh into the first two bytes of the
frame (pointed to by the base register). The current
address register is loaded with the contents of the
base register and is incremented twice (past the two
reserved bytes). If an error occurs during reception,
and the save bad frame bit is 0, the CAR is reloaded
with the content of the BAR and incremented past
the two reserved bytes; however, if the save bad
frame bit is set, the CAR is incremented for the next

frame and the 82560 generates an interrupt to the
CPU. If no error occurs, the last two bytes received
(which are always stored in 82560 internal registers)
are copied back to the first two bytes of the frame.
These are the byte counts. If the 82590 generates
an interrupt on each frame reception the 82560 will
relay that interrupt to the CPU. At this time the value
of the CAR will be copied into BAR, FF will be writ-
ten into the next two bytes, and CAR will be incre-
mented as before to point to the new frame recep-
tion area.

LOWER 1000h
T |,
1FFFh

UPPER | 70y,

LIMIT
c
s
z
(7'}
=
<
o
(.
L
r
+
c
S
z
<
o
L

CURRENT

ADDRESS

BASE |

ADDRESS

CPU HAS PROCESSED
THIS PART OF THE
RECEIVE BUFFER

(FROM 82560)
(FROM 82560)

(FROM 82590)

DATA

STATUS BYTE 1 | STOP

STATUS BYTE 2

BYTE COUNT LOW

BYTE COUNT HIGH

BYTE COUNT LOW | (FROM 82560)

BYTE COUNT HIGH

(FROM 82560)

DATA
BYTE COUNT LOW

BYTE COUNT HIGH

DATA (FROM 82590)

(FROM 82590)
(FROM 82590)
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Figure 8. Example of a 4-kB Receive Ring Buffer
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Table 4. Address Map
RESERVED 3Fh .
HOST MODE REGISTER. 2Fh
‘ 2Eh 3Eh
STOP O 2Dh 3Dh | STOP1
2Ch 3Ch
RESERVED 2Bh 3Bh
‘ 2Ah 3Ah
UPPER LIMIT REGISTER 0 2oh 39h UPPER LIMIT REGISTER 1
28h 38h
RECEIVE TEMP. REGISTERS 27h 37h
, 26h 36h
LOWER LIMIT REGISTER 0 25h 35h LOWER LIMIT REGISTER 1
‘ 24h 34h
DMA CONTROL REGISTER 0 23h 33h DMA CONTROL REGISTER 1
BASE 22h 32h BASE Base/
ADDRESS gﬁs: ?”“9"‘ 21h 31h | ADDRESS Current
REGISTER 0* 20h 30h REGISTER1 . Bit=1
CURRENT 22h 32h CURRENT
ADDRESS Base 21h 31h | ADDRESS Base
REGISTER 07 20h 30h REGISTER 1%
DMA MODE REGISTER 1Fh
HOST 1Eh * Base/Current bit refers to the read cycles
ADDRESS 1Dh only. When writing, both base and current
REGISTER H 1Ch are updated.
SELECT 1Bh T O refers to DMA channel 0.
REGISTER 1Ah
RESERVED | 19h I 1 refers to DMA channel 1.
18h
INT MASK REGISTER 17h § In the 8259X, address 03h and 05h are
INT CONTROL/STATUS REGISTER 16h :’g:deggvzﬁcessmg Port 0 and Port 1
82588 STATUS 2 REGISTER 15h pecivel-
82588 STATUS 1 REGISTER 14h
RESERVED ‘ 13h
CONTROL REGISTER 12h
IDENTIFICATION REGISTER 11h
MASTER MODE REGISTER 10h
OFh ,
SEMAPHORES
08h
CS DACKi DACKO ‘
1 -1 1 07h
1 1 0 06h
1 - 0 1 05h
| SCS PORTSS 1 0 0 04h
0 1 1 03h
0 1 0 02h
0 0 1 01h
0 0 0 00h
NOTE: ,

When writing to 3-byte registers, the most significal

nt byte (higher address) should be written last. The value written into the
most significant bytes should be 0. The third bytes are reserved for possible future use.
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82588 TIGHTLY COUPLED MORE

The 82560 supports a Tightly Coupled Interface
(TCI) with the 82588. This interface allows transmit
and receive events to be processed without CPU
intervention. It allows the combination of the 82588
and 82560 to implement time-critical, CSMA/CD
events: automatic retransmission, buffer reclama-
tion, and continuous frame reception (see 82588
Reference Manual). When configured for the 82588
TCl mode, the 82560 uses the 82588 INT pin to de-
termine if an event has occurred. The 82560 then
reads the 82588 status register(s) to determine the
cause of the interrupt. If the interrupt is due to a
collision during transmission, a good frame recep-
tion, or errors during frame reception then the 82560
will update its DMA address registers and issue the
82588 the commands necessary for minimizing CPU
intervention. The 82560 will regenerate all 82588 in-
terrupts except those generated when a collision oc-
curs during transmission (with the maximum retry
count not exceeded). Because transmit and receive
interrupts are time-critical processes the 82560 au-
tomatically acknowledges such interrupts to reduce
dependency on the CPU. it will regenerate the inter-
rupt on its INTOUT pin unless the interrupt is due to
a transmit collision.

If the 82588 issues an interrupt due to a collision
during transmission, and the maximum retry count
has not been exceeded, the 82560 will automatically
reload the Current Address Register with the value
in the Base Address Register, acknowledge the in-
terrupt, and issue a retransmit command to the
82588. If the interrupt is due to the reception of a
good frame, the 82560 will update its Base and Cur-
rent Address Registers and prepare for a new in-
coming frame. If the interrupt is due to a receive
frame error, the 82560 will reclaim the buffer by re-
setting the Current Address Register to the begin-
ning of the frame buffer.

If the 82588 is unable to transmit due to having ex-
ceeded the maximum retry count or a Lost-CTS con-
dition or a Lost-CRS condition, an interrupt is gener-
ated; the 82560 will not update its DMA address reg-
isters. It will, however, acknowledge the 82588 inter-
rupt and regenerate the interrupt on its INOUT pin.

PROGRAMMING

The 82560 registers may be logically grouped into
Device Configuration registers, Status registers and
DMA address registers. Table 4 shows all of the
82560 registers and their addresses. All registers ex-
cept receive temporary registers, 82588 status 1
and 2 registers, and the identification register, which
are read only, are read/write registers.

The registers can be accessed by the host CPU. The
RD signal indicates the direction of data transfer be-
tween the 82560 and the CPU. The actual data
transfer takes place over the 82560’s 8-bit data bus
lines (D7-Dg). The address of the register being ac-
cessed is taken from the address lines As-Ag.

Since the 82560’s data bus is 8-bits wide, all access
to its registers is on a byte basis. If a register is
longer than 1 byte, each byte has to be accessed
individually through its unique address in the 82560
register space.

On power-up or reset, the 82560 registers are set to
a default configuration. The user must initialize the
82560 for the proper system configuration.

The SCS ports occupy eight addresses in the 82560
register space. The SCS ports should not be thought
of as registers. They are merely addresses: in-the
register space which, when addressed, activate a
combination of the DACKO, DACKT or CS pins. The
particular combination of these pins signal levels de-
pends on the SCS port address being accessed.
The semaphore ports allow resource sharing in a
dual processor (intelligent adapter) environment.
Each port can be used as a semaphore to imple-
ment mutual exclusion.

CONFIGURATION REGISTERS

By programming these registers, the 82560 can be
tailored to support different PCs, slaves and memo-
ries. The memory access mode (I/O or memory
mapped) and the type of DMA support (loosly or
tightly coupled) can also be programmed.
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MASTER MODE REGISTER (10h)

D, [ o]ps[o,[os] 0 [p;]Dg

% Host bus interface

» 00 equal data bus width
> 01 double data bus width*

" » 01 double data bus width*
with special receive

> 10 reserved
e R@SErVEd \

Base/Current select (1,/0)
HRDY delay

» 00 no delay

» 01 0.5 clock delay

» 10 1.5 clock delay

» 11 2.5 clock delay

Reserved

Host/DMA Idle priority (1 or 0)

v Y

v Yy

* IN SOME VERSIONS OF 82560, THIS MODE IS NOT TESTED. .

290180-9
CONTROL REGISTER (12h)
oJo[o][b,[D3]D,[D;]Dg
P 1/0 access delay (0 to 3)
— Early/Late write option (1/0)

» Memory access delay (0 to 3)

» Reserved
290180-10

HOST MODE REGISTER (2Fh)

ofofJofofo]ol]p,]pg

——p Enable/Disable pipeline mode (1/0)
P> Pipeline direction read/write (1/0)
Reserved

v Y

General purpose input
290180-11
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INTERRUPT MASK REGISTER (17h)

D7 De DS D4 D3 Dz D1 DO

% Low byte of the host=selected address
(1/0=mapped memory access)

290180-12

SELECT REGISTER, HIGH BYTE (1Bh)

D, |pg[Ds [, [Ds[D, D4 [Dg

High bits of the host=selected address
HRDY delay reference source

Memory or 1/0 mapped (1/0)
Enable/Disable memory access (1/0)

vyvVeYyYwvwvy

290180-13

DMA MODE REGISTER (1Fh)

D, |og[os[ofofofofo

Reserved

Save/Discard bad frame (1/0)

DMA Mode ‘

» 00 loosely coupled (regular)

» 10 8259X Tightly Coupled Interfaced
» 01 82588 TCI

» 11 reserved )

v JV v

290180-14
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INTERRUPT MASK REGISTER (17h)

D,[og[ 0 [ o [os]p,[o;]Dg

P Level/Edge sensitive (1/0)
e High/Low true assert (1/0)
» » 00 no change*
» 01 enable slave interrupt
» 10 disable slave interrupt
» 11 reserved

Reserved
Disable/Enable Tx chain (1/0)

Enable/Disable interrupt tri=state (1/0)
290180-15

vyvvy

*Whenever one of these bits is “1”” while writing to this register, other bits are not affected.

Host Address Registers
Contain the initial memory address when the host accesses memory in 1/0 mapped or pipeline mode.

Identification/Software Reset Register
Writing to this address will reset the chip. Reading from it will provide the user with 82560 stepping information.

MASTER MODE REGISTER (10h) DMA Control Register* (23h or 33h)

D7 Ds D5 D4 D3 D2 D1 Do

> Disable/Enable DACKO during
DMA cycles (1/0)
L} Disable /Enable, DACK1/EOP during
DMA cycles (1/0)
b} Disable CS during DMA cycles (1/0)
$ Direction bit: memory read/write (1/0)
» Enable/Disable DMA channel (1/0)
~p Receive/Execution channel (1/0)t

» Reserved
290180-16
D5 D3 DMA Channel Function
0 0 Transmit
0 1 Dump (588 or 590/592)
1 0 Reserved (Do Not Use)
1 1 Receive

*Each DMA channel has its own control register.
TThe following table shows the encoding of bits 3 and 5:
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INTERRUPTS

In the non-tightly coupled mode, the 82560 will gen-
erate an interrupt when the Current Address register
equals the Stop register or when the interrupt input
pin is active.

In the tightly coupled modes, the conditions for gen-
erating Stop register interrupts are the same howev-
er, the 82560 will generate 82590 interrupts only if
its source was one of the following.

e Transmission of every frame, or last frame, in the
chain is completed (programmable).

INTERRUPT STATUS READ REGISTER (16h)

e Transmission failed because of a collision, and
the maximum number of Transmit retries is
reached.

e Transmission failed for a reason other than colli-
sion; e.g., lost CRS/CTS.

® Reception failed, and the Save Bad Frame bit is
set.

® Reception completed.

The interrupt control register is read by the interrupt
routines to determine the exact source of the inter-
rupt.

o]o[os[o,[ps]0,

0 [pg

= External interrupt

ey R@SErVE

DMA channel=0~done interrupt

DMA channel=0=stop interrupt

DMA channel=1=done interrupt

DMA channel=1=stop interrupt

NOTE:

The interrupt control register is written to acknowledge and reset the interrupt.

vVyVvyVYYVYY

Reserved
290180-17

INTERRUPT CONTROL WRITE REGISTER (16h)

Dol

— G AL
> Test/ACK DMA channel=0=done interrupt

—— Test/ACK external interrupt

v

Test/ACK DMA channel=0=stop interrupt

» Test/ACK DMA channel=1=done interrupt

v

Test/ACK DMA channel=1=stop interrupt

» Reserved

Test/ACK interrupt control register

v

290180-18
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SYSTEM INTERACTION

A typical 82560 system mteractlon is descrlbed be-
low.

1. The CPU configures the 82560 by writing to con-
figuration registers.

2. The CPU accesses the local memory (through the
82560) and prepares a block of transmit frames.

3. The CPU writes the proper addresses into the
82560’s DMA address registers, (base, current, low-
er limit upper limit and stop).

4. The CPU writes to the 82560’s DMA control regis-
ters to configure and enable the channels.

5. The CPU issues a transmit command to the
82590.

6. The 82560 responds to the 82590’s DMA request
by transferring data from memory to the 82590.

7. Upon completion of transmission, the 82560
sends an interrupt to the CPU.

8. The CPU reads the 82560 interrupt control regis-
ter to find the source of the interrupt.

9. The CPU issues a command to the 82590 to clear
its interrupt. (If the source of the interrupt was the
82590.)

10. The CPU acknowledges the 82560 interrupt by
writing a “1” into the corresponding interrupt control
register bit(s).

APPLICATIONS

Figure 9 shows a buffered, nonintelligent StarLAN
adapter for the IBM PC bus (using the 82560 and the

82590). Figure 10 shows a buffered, nonintelligent
Ethernet adapter for the IBM PC bus (using the

82560, 82592, 82C501 and the 82502).

82560 MACHINE CYCLE

The 82560 machine cycle can be broken down into
three basic cycles: Idle. (T\pLg), Arbitration (Ta) and
Transfer (Ttsp). The.machine cycle begins when a
request (HF or DRQ) becomes active and the 82560
is in the idle state (T pLg). The requests are synchro-
nized and then undergo arbitration (Ta). Once arbi-
tration is completed, the transfer cycle (TTSF) be-
gins.

Synchronization (Tg) is completed on the falling
edge of the clock. If the previous cycle was non-idle,
arbitration begins and is completed within one clock
period (by the next falling edge of the clock).

The Transfer cycle consists of the following sequen-
tial states: the first transfer state (T4), memory or I/0
wait states (Tw), and the second transfer state (T5).
There may be another transfer state, Ty (wait host),
during host read or pipeline cycles. When no re-

- quests are pending, and the 82560 is not in the

transfer or arbitration cycle, it is said to be in the idle
state (T\pLg). If the previous cycle was non-idle, the
arbitration period (Ta and T2 of the previous cycle
will be done in parallel. (See Figure 4.)

Tw is the programmable portion of the transfer cy-
cle. It can be zero to three clocks long depending on
the programmed memory or |I/0O access delays. If
the programmed delay is zero, then there will be no
Tw; the first state of the transfer cycle will be T4.
During T the transfer cycle is completed unless the
cycle is a host read cycle. In that case the cycle will
be-extended by inserting Ty. The 82560 will remain
in Twn until the HF lines are deasserted. Once HF
lines are deasserted, T, will begin and one clock
period later the bus cycle is complete.

1-164



ntel | sose0  ADVANGCE INFORMATION

290180-19

sN8 1va01
2]
ol -
~
el
z
<
I
o
(=]
S L 4
O -
& L 4 w
by N WO N N
> -
3 8 31 3 e
® g
04H' L4H UMW/ QNI » ay
‘ Mol > am g %
ay SY] T
= 8 odua e ovds 9 M E 3
4 n -
9 10ya [« 1o¥a 8 axy = z
Ziv=-0v © ¥INI ¢ INI u F
N %OVa/0MOv9 »] ova axt £ e
9 ] 0S80 [
d03/1%0va f——9—>] 403/159/1%0va
> ] .
g % g
X (3] 3 ﬂ
A A X 9
W (3] 3
+ 4 *

f

OSCILLATOR
10 MHz

" Figure 9. 590 High-Integration Adapter (560 and 590)
1-165



o s2se0  ADVANGCE INFORMATION

§
8
)
(=]
N
2 3
(72 Lond o
5 b3 \.U ﬂ .:w (2]
& o ! J "
Q & 0
<
=, - Q = Q w
18 38 28 2 2Be k&
F -~ -~ A4 YWY p
8\
-
-
[}
z
b4
<
X
(3]
L
& | 8
]
T NN N Jd|IET N n
g3l8 SKRIBE 3 8
=3
04H'L4 YMA/QN0I > ay
YMOI > um «
o o . ~ sl g
@ 0dya [« odya 4 s ol
L8 1oua |« lows g axife—|8 &z
V=0 ) .
DYLINI ¢ INI axt b= L S
INI ova/oxova »{ dova -
$2 $] 0SO
d03/1)I0va |« »1 03/ 1S9/ 1%9va
5« B .
-4 ) ("1} (4]
X (3] a ﬂ [3
A Y bt @
' :Vq O o
+ A 4
S
=N
33
52
[74]
o

Figure 10. Cheapernet Adapter (82560, 82592, 82C501 and 82502)
1-166



intel

82560

ADVANGCE INFORMATION

ABSOLUTE MAXIMUM RATINGS*

Case Temperature (TC)

under Bias
Storage Temperature

Voltage on any Pin with

Respect to Ground

...................... 0°Cto +85°C
.......... —65°Cto +150°C

....... —0.5Vto Vg + 0.5V

*Notice: Stresses above those listed under “Abso-
lute Maximum Ratings” may cause permanent dam-
age to the device. This is a stress rating only and
functional operation of the device at these or any
other conditions above those indicated in the opera-
tional sections of this specification is not implied. Ex-
posure to absolute maximum rating conditions for
extended periods may affect device reliability.

NOTICE: Specifications contained within the
following tables are subject to change.

D.C. CHARACTERISTICS TC = 0°Cto +85°C,Vgc = +5V £10%
CLK pin has MOS levels (see VmiL, VMiIR) All other signals have TTL levels (see V)., V|4, VoL, VoH)-

Symbol Parameter Min Max Units Test Conditions
ViL Input Low Voltage (TTL) -0.5 +0.8 \%

VIH Input High Voltage (TTL) 2.0 Vg + 05| V

VoL Output Low Voltage (TTL) 0.45 V |[loL=32mA

VoH Output High Voltage (TTL) 24 Vee V |loq = —400 pA

VML Input Low Voltage (MOS) -0.5 0.6 )

VMIH Input High Voltage (MOS) Vcg —06|Vogc+ 05| V

L Input Leakage Current +10 pA |0 =V|y=Vcc —045
Lo 1/0 Leakage Current F10 MA |0.45 = Voyt = Voo —0.45
CiN Capacitance of Input Buffer 10 pF |FC =1MHz

Cout Capacitance of Input/Output Buffer 20 pF |FC =1MHz

lcc Power Supply Current 50 mA | 10 MHz

A.C. CHARACTERISTICS C_on all outputs is 50 pF. The user should add 0.2 ns/pF up to 100 pF

Symbol l Parameter Min Max I Test Conditions
SYSTEM CLOCK INPUT PARAMETERS

T CLK Cycle Period 100 (Note 1)
T2 CLK Low Time 45 _(Note 1)
T3 CLK High Time 45 (Note 1)
T4 CLK Rise Time (Note 2)
T5 CLK Fall Time (Note 3)
HOST ACCESS CYCLE—NON PIPELINE MODE PARAMETERS

T6 HF or DREQ Setup Time 10

T7 HF Active Time (Low) 2*T1+10 (Note 5)
T8 HF Inactive Time (High) T1+10

T9 HF to HRDY Low 50

T10 HF Active to HDRY High 2*T1+50 (Note 4) (Note 9)
T11 HRDY High to HF Inactive 0 (Note 5)
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A.C. CHARACTERISTICS
C_ on all outputs is 50 pF. The user should add 0.2 ns/pF up to 100 pF (Continued)

Symbol I Parameter Min Max I Test Conditions

HOST ACCESS CYCLE—NON PIPELINE MODE PARAMETERS (Continued)

T12. HF Inactive to HRDY Float 75

T13 HF Active to XCVR Lines Low T1+T2 2*T1+T2+75 | (Note6)

T14 HF Inactive to XCVR Lines High (Note 7) 75

T15 HF Active to RD Low T1+T2+10

T16 RD Hold after HF Inactive 0

T17 HF Active to Input Add. Valid -20

'I"1 8 Address Hold after HF Inactive 0 (Note 8)

T19 HF Active to 82560 Data Valid 3*T1+80 (Note 9)

T20 Data Hold after HF Inactive T1+T2

T21 HF Active to 82560 Add Valid (MAn). 2*T1+T2+75 (Note 9)

T22 Add Valid or Chip Select Active Time 2*T1 (Note 10)

T23 HF Active to CS Active 2*T1+T2+50 (Note 9)*

T24 CS Enveloping Controls 20

T25 Control Active Time (Note 11) (Note 11)

T26 HF to Data Valid 3*T1-30

T27 Data Hold after HRDY High (Note 12)

HOST ACCESS CYCLE—PIPELINE MODE PARAMETERS

T28 HF Active Time T1+10 (Note 13) (Note 9)

T29 HF Active to Port CS-Active 2*T1+75 (Note 6)

T30 HF Inactive to HRDY Low 75

T31 HRDY Low to HRDY High (Note 14)

T32 Port CS Active Time 2*T1 (Note 14)

T33 HF Inactive to Buffer Write 10

T34 Write Active Time T1-10 T1+10

DMA PARAMETERS .

T35 DRQn High or INTR to Clock 50 (Note 15)
Low Setup Time

T36 DRQn Low to Clock Low, Hold Time 10

T37 EOP Pulse Width T ,

T38 Address Delay Time T2+75

T39 CS, CSn, DAKn Delay Time T2+50

T40 CSn Delay Time (Slave to SRAM Flyby) 50

T41 JORD__MWR, TOWR Delay Time 45

T42 TORD_MWR, IOWR Active Time (Note 16) (Note 16)
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A.C. CHARACTERISTICS
Ci on all outputs is 50 pF. The user should add 0.2 ns/pF up to 100 pF (Continued)

Symbol I Parameter Min l Max I Test Conditions
INTERRUPT PARAMETERS
T43 Interrupt Delay Time 75
T44 Interrupt Gap 3*T1-10
RESET PARAMETERS
T45 Reset Setup Time 50
T46 Reset Active Time (High) 4*T1

*For pin HRDY 4 mA.

NOTES:

1. Measured at Vcp/2.

2.3.2V to 1.8V.

3. 1.8V to 3.2V.

4. The following configuration affect the HRDY output going active (high).

Legend:

TID—The configuration of HRDY delay (master mode register, TID = 0,.5,1.5,2.5 ).
TIO—The configuration of 1/0 access delay (Control register,
TIO = 0,1,2,3).
TMEM—The configuration of MEM access delay (Control register, TMEM = 0,1,2,3 ).
“If bit 5 of Register at Address 1BH then (TID+2)*T1+75
else [TID+ TIO(or TMEM)+2]*T1+75”
5. The user should not that the XCVR lines goes inactive immediately after HF inactivation.
6. Provided that the HOST wins arbitration.
7. In the case of HOST write cycle the XCVR lines will go high at the end of the 82560 cycle even if HF lines are still active.
In the case of HOST read cycles, the 82560 will terminate the local cycle after HF lines are inactivated.
8. Address lines are latched at the end of T1 of 82560 HOST bus cycles.
9. The maximum time specified assumes that the HOST wins the arbitration. If the HOST loses the arbitration to a DMA
request two possible scenerios are:
a) Arbitration lost to a single DMA cycle. In this case [(greater of TIO and TMEM)+2]*T1 should be added to the
max. time.
b) Arbitration lost to a DMA cycle which is followed by four locked DMA cycles. In this case [(greater of TIO and
TMEM)*5 + 10]*T1 should be added to the max. time. This might happen in the rare case when the HOST request
coincides with the last receive or transmit transfer, in the TCI mode.
10. [TIO(or TMEM)+2]*T1+10.
In the case of long (HF) HOST memory read requests, it would be extended until the request is removed.
11. Min = [TIO(or TMEM)+1]1*T1-10, Max = [TIO(or TMEM)+ 1]*T1+10.
12. This parameter depends on T10. In terms of machine states, data remains valid until the end of the cycle (end of state
T2).
13. (TMEM + 2)*T1+75+ Tsystem
Tsystem = delay from HRDY to HF inactive. .
This maximum time refers to a second memory request |mmed|ate|y following a first one, assuming that the first one
was not delayed by a DMA cycle.
14. [TIO(or TMEM)+2]*T1+75. .
15. This is an asynchronous signal (DRQn only in its leading edge) It is internally synchronized. Meeting this parameter,
assures recognition on the next clock.
16. Min = [(greater of TIO and TMEM)+1]*T1+T2+10
Max = [(greater of TIO and TMEM)+1]*T1+ T2+ 10
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A.C. TESTING INPUT & OUTPUT WAVEFORM SYSTEM CLOCK TIMING
2.4 - T4 — 1]
1.5 «——TEST POINTS — 1.5 VCC=0.6 .
0.45
290180-21 0.6
A.C. Testing Inputs are Driven at 2.4V for a Logic “1” T3 T2—>
and 0.45V for a Logic “0”. Timing Measurements are
made at 1.5V for both a Logic “1” and “0”. [ m |
290180-22
WAVEFORMS
HOST READ CYCLE—NON PIPELINE MODE
Ts Ta T1 Tw T2 Ti Ti
CLS ;_/_\_1’_\_/_\_/"\_/_
—T6 e—T1— | T3>
7 T8———| '
HFn 4 AN
T9 — [ —- 711
T10 =1 T12
HRDY y \
T13— l— T14
XCVn \ y
<-|T15-> —> e—T16
RD
< T17» <1 T18—
AO-A12, BMn VALID
HOST READ FROM 82560
T19 <-—T20—->|
Data Valid )
HOST READ FROM 1/0 or SRAM
121 22
MAO=12,CSn
123 T22
GCS, CS, DACKn
- | |-T24 | T2 |=
125
IORD/MWR 4
—{ T24 [ 4-T24}
T42
MOE 4
290180-23
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WAVEFORMS (Continued)
HOST WRITE CYCLE—NON PIPELINE MODE
Ts Ta e w 12 T Ti
CLK \ \..f_‘ﬂ_\_/_\_/_\_/_
{16 e T1—ote—lT2 | T3]
™ T8—
_ 76— fe _’i
HFn \
T | | - |11
T10 1o T12
HRDY 4 \
13— | | T14
XCVn \
RD
<717 <l T18—]
AO=A12, BMn VALID
HOST WRITE TO 82560
r—rzs——l ~—127—l-—|
Data Valid i I ( )
HOST WRITE TO 1/0 or SRAM
121 22
MAO-12 |
123 122
€Sn, G35, G5, DACKn |
- | f-T24 | 124 4| |
.‘ 25
iORD/MWR, IOWR l
! 290180-24
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WAVEFORMS (Continued)
HOST READ CYCLE—PIPELINE MODE
Ts Ta T 12 Ti T Ti
CUS W  V S
e
1128 18 i
HFn \
130
~1— T3t
HRDY \ |/
Xcvi
RD /
<717+ le—T18—
BMn ALID
121 122
MAO=12,
123 T22
Csn
T29 132
Xcv2/FCs
| |24 [ |-T24
e 733l T34—]
fOWR
124 +—T25|—| |eT24
le—Td2—]
MOE
290180-25
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WAVEFORMS (Continued)

HOST WRITE CYCLE—PIPELINE MODE

Ts Ta m 12 T m T
ek T Wan Wan Wan Wan Way
16
et —T28 8 i
HFn \
(T30
e 732+t T31—1+]
HRDY 7 \ /
e T17>| [e—T18—
BMn VALID
121 122
MAO-12
129 132
XCv2/PCS
123
CSn
124 _T = 1 (T24
e T42 —>
{ORD/MWR
Y 290180-26

DMA FLYBY CYCLE—SLAVE TO SRAM

Ts Ta T ™ T2 T T
oK WA WA Wan /|
T35 T36
] -
DRQn ~ / \
T6 — p—
[ 737 —=
FOP
T38 —» fe—
T22 i
MAO=12 | /
T39 — f— '
T22 i
DACKn e
Tl"o - | — [+ T40
CSn
T24» 148 1 T24 |
- T4l |« e
IORD/MWR \

290180-27
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WAVEFORMS (Continued)
DMA FLYBY CYCLE—SRAM TO SLAVE
Ts Ta m ™ T2 m T
cLK " " /|
le—T35 136
“ 76—
DRQn 7 \
T6 — fe—
et T37 —
FOP 4
138 |
122
MAO=12
T39—> |
T24
DACKn, CSn
e 725>
T4l -] fe
— T26
OWR
ke T25>] Je{T25
T42
_ T41 -] e
MOE
290180-28
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WAVEFORMS (Continued)
INTERRUPT
CLK P '\_/_‘NL/_‘L/_
T43 — - [«—T43
T44
INT 4
— T35 - |«T35
INTR y
290180-29
RESET
CLK k_/_\../-_\_f-‘
T46
- [+T45
RESET
290180-30
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INTRODUCTION

This application note describes a design example of an
IEEE 802.2/802.3 compatible Data Link Driver using
the 82586 LAN Coprocessor. The design example is
based on the “Design Model” illustrated in “Program-
ming the 82586”. It is recommended that before read-
ing this application note, the reader clearly understands
the 82586 data structures and the Design Model given
in “Programming the 82586”.

“Programming the 82586 discusses two basic issues in
the design of the 82586 data link driver. The first is
how the 82586 handler fits into the operating system.
One approach is that the 82586 handler is treated as a
“special kind of interface” rather than a standard I/0
interface. The special interface means a special driver
that has the advantage of utilizing the 82586 features to
enhance performance. However the performance en-
hancement is at the expense of device dependent upper
layer software which precludes the use of a standard
1/0 interface.

The second issue “Programming the 82586 discusses
is which algorithms to choose for the CPU to control
the 82586. The algorithms used in this data link design
are taken directly from “Programming the 82586”.
Command processing uses a linear static list, while re-
ceive processing uses a linear dynamic list.

The application example is written in C and uses the
Intel C compiler. The target hardware for the Data
Link Driver is the iSBC 186/51 COMMputer, however
a version of the software is also available to run on the
LANHIB Demo board.

1.0 FITTING THE SOFTWARE INTO
THE OSI MODEL

The application example consists of four software mod-
ules:

® Data Link Driver (DLD): drives the 82586, also
known as the 82586 Handler.

® Logical Link Control (LLC): implements the IEEE
802.2 standard.

® User Application (UAP): exercises the other soft-
ware modules and runs a specific application.

® C hardware support: written in assembly language,
supports the Intel C compiler for I/0, interrupts,
and run time initialization for target hardware.

Figure 1 illustrates how these software modules com-
bined with the 82586, 82501 and 82502 complete the
first two layers of the OSI model. The 82502 imple-
ments an IEEE 802.3 compatible transceiver, while the
82501 completes the Physical layer by performing the
serial interface encode/decode function.

The Data Link Layer, as.defined in the IEEE 802 stan-
dard documents, is divided into two sublayers: the Log-
ical Link Control (LLC) and the Medium Access Con-
trol (MAC) sublayers. The Medium Access Control
sublayer is further divided into the 82586 Coprocessor
plus the 82586 Handler. On top of the MAC is the LLC
software module which provides IEEE 802.2 compati-
bility. The LLC software module implements the Sta-
tion Component responses, dynamic addition and dele-
tion of Service Access Points (SAPs), and a class 1 level
of service. (For more information on the LLC sublayer,
refer to IEEE 802.2 Logical Link Control Draft Stan-
dard.) The class 1 level of service provides a connec-
tionless datagram interface as opposed to the class 2
level of service which provides a connection oriented
level of service similar to HDLC Asynchronous Bal-
anced Mode.

On top of the Data Link Layer is the Upper Layer
Communications Software (ULCS). This contains the
Network, Transport, Session, and Presentation Layers.
These layers are not included in the design example,
therefore the application layer of this ap note interfaces
directly to the Data Link layer.

OSI REFERENCE ~ ___.--
MODEL LAYERS ~ ___.--="""" UAP_MODULE [€—""2____ ;5rr APPLICATION
o 1 gl uLcs UPPER LAYER COMMUNICATION SOFTWARE
""""" ue ;::g “ggﬂ'“z LOGICAL LINK CONTROL
MODULE j&—2
PRESENTATION ;7 wac 7586 82586 HANDLER
/ = DATA LINK COPROCESSOR
, .
SESSION y o ENCODE,/DECODE (ESI)
’ ”
TRANSPORT / e
.
/ L TRANSCEIVER CABLE
NETWORK S
4 .
.
DATA LINK ’,’ ‘ 82502 2 TRANSCEIVER
PHYSICAL € 2 HARDWARE CONNECTOR
5 MEDIUM 5
2314211

Figure 1. Data Link Driver’s Relationship to OSI Reference Mode 1
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AND
STATION MONITOR

R
UART I | IUAP MODULE l ]APPLICATION
T .
T
Y

LLC MODULE ]
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DLD MODULE
82586
82501

DATA LINK

PHYSICAL
82502

. 9

231421-2

Figure 2. Block Diagram of the Hardware and Software

The application layer is implemented in the User Appli-
cation (UAP) software module. The UAP module oper-
ates in one of three modes: Terminal Mode, Monitor
Mode, and High Speed Transmit Mode. The software
initially enters a menu driven interface which allows
the program to modify several network parameters or
enter one of the three modes.

The Terminal Mode implements a virtual terminal with
datagram capability (connectionless “class 1> service).
This mode can also be thought of as an async to IEEE
802.3/802.2 protocol converter.

The Monitor Mode provides a dynamic update on the
terminal of 6 station related parameters. While in the
monitor mode, any size frame can be repeatedly trans-
mitted to the cable in a software loop.

High Speed Transmit Mode transmits frames to the ca-
ble as fast as the software possibly can. This mode dem-
onstrates the throughput performance of the Data Link
Driver.

The UAP gathers network statistics in all three modes
as well as when it is in the menu. In addition, the UAP
module provides the capability to alter MAC and LLC
addresses and re-initialize the data link. (Figure 2
shows a combined software and hardware block dia-
gram.)

2.0 LARGE MODEL COMPILATION

All the modules in this design example are compiled
under the Large Model option. This has the advantages
of using the entire 1 Mbyte address space, and allowing
the string constants to be stored in ROM. In the Large
Model it is important to consider that the 82586’s data
structures, SCB, CB, TBD, FD, and RBD, must reside
within the same data segment. This data segment is
determined at locate time. .

The C__Assy__Support module has a run time start off
function which loads the DLD data segment into a
global variable SEGMT__. This data segment is used
by the 82586 Handler for address translation purposes.
The 82586 uses a flat address while the 80186 uses a
segmented address. Any time a conversion between
82586 and 80186 addresses are needed the SEGMT__
variable is used.

Pointers for the 80186 in the large model are 32 bits,
segment and offset. All the 82586 link pointers are 16
bit offsets. Therefore when trading pointers between the
82586 and the 80186, two functions are called:
Offset (ptr), and Build__Ptr (offset). Offset (ptr) takes a
32 bit 80186 pointer and returns just the offset portion
for the 82586 link pointer. While Build__Ptr (offset)
takes an 82586 link pointer and returns a 32 bit 80186
pointer, with the segment part being the SEGMT__
variable. Offset () and Build__Ptr() are simple func-
tions written in assembly language included in the C__
Assy__Support module.

In the small model, Offset ( ) and Build__Ptr() are not
needed, but the variable SEGMT__ is still needed for
determining the SCB pointer in the ISCP, and in the
Transmit and Receive Buffer Descriptors.

3.0 THE 82586 HANDLER

3.1 The Buffer Model

The buffer model chosen for the 82586 Handler is the
“Design Model” as described in “Programming the
82586”. This is based on the 82586 driver as a special
driver rather than as a standard driver. Using this ap-
proach the ULCS directly accesses the 82586’s Trans-
mit and Receive Buffers, Buffer Descriptors and Frame
Descriptors. This eliminates buffer copying. Transmit
and receiver buffer passing is done entirely through
pointers.
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The only hardware dependencies between the Data
Link and ULCS interface are the buffer structures. The
ULCS does not handle the 82586’s CBs, SCB or initiali-
zation structures. To isolate the data link interface from
any hardware dependencies while still using the design
model, another level of buffer copying must be intro-
duced. For example, when the ULCS transmits a frame
it would have to pass its own buffers to the data link.
The data link then copies the data from ULCS buffers
into 82586 buffers. When a frame is received, the data
link copies the data from the 82586’s buffers into the
ULCS buffers. The more copying that is done the slow-
er the throughput. However, this may be the only way
to fit the data link into the operating system. The 82586
Handler can be made hardware independent by adding
a receive and transmit function to perform the buffer
copying.

The 82586 Handler allocates buffers from two pools of
memory: the Transmit pool, and the Receive pool as
illustrated in Figure 3. The Transmit pool contains
Transmit Buffer Descriptors (TBDs) and Transmit
Buffers (TBs). The Receive pool contains Frame De-
scriptors (FDs), Receive Buffer Descriptors (RBDs),
and Receive Buffers (RBs).

UPPER LAYER
COMMUNICATIONS SOFTWARE

SEND | RECEIVE

TRANSMIT RECEIVE
POOL POOL

() (D
FD
8D
RBD
8 o

82586 HANDLER

231421-3

Figure 3. 82586 Handler Memory
Management Model

When the ULCS wants to transmit, it requests a TBD
from the handler. The handler returns a pointer to a
free TBD. Each TBD has a TB attached to it. The
ULCS fills the buffer, sets the appropriate fields in the
TBD, and passes the TBD pointer back to the handler
for transmission. After the frame is transmitted, the
handler places the TBD back into the free TBD pool. If
the ULCS needs more than one buffer per frame, it
simply requests another TBD from the handler and
performs the necessary linkage to the previous TBD.

On the receive side, the RFA pool is managed by the
82586 itself. When a frame is received, the 82586 inter-

rupts the handler. The handler passes a FD pointer to
the ULCS. Linked to the FD is one or more RBDs and
RBs. The ULCS extracts what it needs from the FD,
RBD:s and RBs, and returns the FD pointer back to the
handler. The handler places the FD and RBDs back
into the free RFA pool.

3.2 The Handler Interface

The handler interface provides the following basic func-
tions:

® initialization

® sending and receiving frames

® adding and deleting multicast addresses

® getting transmit buffers

® returning receive buffers

Figure 4 lists the Handler Interface functions.

On power up, the initialization function is called. This
function initializes the 82586, and performs diagnostics.
After initialization, the handler is ready to transmit and
receive frames, and add and delete multicast addresses.

To send a frame, the ULCS gets one or more transmit
buffers from the handler, fills them with data, and calls
the send function. When a frame is received, the han-
dler calls a receive function in the ULCS. The ULCS
receive function removes the information it needs and
returns the receive buffers to the handler. The addition
and deletion of multicast addresses can be done “on the
fly” any time after initialization. The receiver doesn’t
have to be disabled when this is done.

The command interface to the handler is totally asyn-
chronous—the ULCS can issue transmit commands or
multicast address commands whenever it wants. The
commands are queued by the handler for the 82586 to
execute. If the command queue is full, the send frame
procedure returns a false status rather than true. The
size of the command queue can be set at compile time
by setting the CB—CNT constant. Typically the com-
mand queue never has more than a few commands on it
because the 82586 can execute commands faster than
the ULCS can issue them. This is not the case in a
heavily loaded network when deferrals, collisions, and
retries occur.

The command interface to the 82586 handler is hard-
ware independent; the only hardware dependence is the
buffering. A hardware independent command interface
doesn’t have any performance penalty, but some 82586
programmability is lost. This shouldn’t be of concern
since most data links do not change configuration pa-
rameters during operation. One can simply modify a
few constants and recompile to change frame and net-
work parameters to support other data links.
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Handler Interface Functions Description

Initialize the Handler
Sends a frame to the cable.

ptbd—Transmit Buffer Descriptor pointer
padd—Destination Address pointer

Handler calls this function which resides in the ULCS.
pfd__Frame Descriptor pointer

Adds one multicast address

pma—Multicast Address pointer

Deletes one multicast address

Get a Transmit Buffer Descriptor pointer

Returns a Frame Descriptor and Receive

Buffer Descriptors to the 82586.

Init_586()
Send__Frame (ptbd, padd)
Recv__Frame (pfd)
Add__Multicast_Address (pma)
Delete__Multicast__Address (pma)

Get__Thd()
Put__Free__Rfa (pfd)

Figure 4. List of Handler Interface Functions

CB_TOS
CcB cB cB
STAT=0 STAT=0 STAT=0
EL=1 EL=1 . EL=1
LINK LINK NULL
/\/ f\/ f\/ s
Figure 5. Free CB Pool
TBD_TOS
TBD TBD 8D
| TBUF_SIZE . TBUF_SIZE TBUF_SIZE
LINK -r’ LINK f NULL
—{82586 BUF_PTR 82586 BUF_PTR 82586 BUF_PTR
80186 BUF_PTR 80186 BUF_PTR 80186 BUF_PTR
TBUF (TBUF_SIZE) TBUF (TBUF_SIZE) TBUF (TBUF_SIZE)
231421-4

Figure 6. Free Transmit Buffer Descriptor Pool
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3.3 Initialization

The function which initializes the 82586 handler, Init__
586( ), is called by the ULCS on power up or reinitiali-
zation. Before this function is called, an 82586 hard-
ware or software reset should occur, The Initialization
occurs in three phases. The first phase is to initialize the
memory. This includes flags, vectors, counters, and
data structures. The second phase is to initialize the
82586. The third phase is to perform self test diagnos-
tics. Init__586() returns a status byte indicating the
results of the diagnostics.

Init__586( ) begins by toggling the 82501 loopback pin.
If the 82501 is powered up in loopback, the CRS and
CDT pin may be active. To reset this condition, the
loopback pin is toggled. The 82501 should remain in
loopback for the first part of the initialization function.

Phase 1 executes initialization of all the handlers flags,
interrupt vectors, counters, and 82586 data structures.
There are two separate functions which initialize the
CB and RFA pools: Build__CB() and Build__Rfa().

3.3.1 BUILDING THE CB AND RFA POOLS

Build__CB( ) builds a stack of free linked Command
Blocks, and another stack of free linked Transmit Buff-
er Descriptors. (See Figures 5 and 6.) Each stack has a
Top of Stack pointer, which points to the next free
structure. The last structure on the list has a NULL
link pointer.

The CBs within the list are initialized with O status, EL
bit set, and a link to the next CB. The TBD structures
are initialized with the buffer size, which is set at com-
pile time with the TBUF__SIZE constant, a link to the
next TBD, and an 82586 pointer to the transmit buffer.
This pointer is a 24 bit flat/physical address. The ad-
dress is built by taking the transmit buffer’s data seg-
ment address, shifting it to the left by 4 and adding it to
the transmit buffer offset. An 80186 pointer to the
transmit buffer is added to the TBD structure so that
the 80186 does not have to translate the address each
time it accesses the transmit buffer.

Build__Rfa() builds a linear linked Frame Descriptor
list and a Receive Buffer Descriptor list as shown in
Figure 7. The status and EL bits for all the free FDs are
0. The last FD’s EL bit is 1 and link pointer is NULL.
The first FD on the FD list points to the first RBD on
the RBD list. The RBD:s are initialized with both 82586
and 80186 buffer pointers. The 80186 buffer pointer is
added to the end of the RBD structure. Begin and end
pointers are used to mark the boundaries of the free
lists.

3.3.2 82586 INITIALIZATION

The 82586 initialization data structure SCP is already
set since it resides in ROM, however, the ISCP must be
loaded with information. Within the SCP ROM is the
pointer to the ISCP; the ISCP is the only absolute ad-
dress needed in the software. Once the ISCP address is
determined, the ISCP can be loaded. The SCB base is
obtained from the C__Assy__Support module. The
global variable SEGMT__contains the address of the

BEGIN_FD END_FD
FD FO )
N STAT=0 [Tstat=0
" [EL=s=0 | EL=S=0 I [eL=1s=0
FD LINK [ FD LINK NULL
~—{RBD OFFSET NULL NULL
DA DA DA
SA SA SA
LENGTH LENGTH LENGTH
sEaN_rep |  RED Rep RED g S
ey Lpf ™ ACT, COUNT ACT. COUNT _I-> 'ACT. COUNT
RED LINK RBD LINK NULL
—]82586 BUF_PTR 82586 BUF_PTR 82586 BUF_PTR
RBUF_SIZE RBUF_SIZE RBUF_SIZE_|
80186 BUF_PTR 80186 BUF_PTR 80186 BUF_PTR
. RBUF (RBUF_SIZE) | RBUF (RBUF_SIZE) | RBUF (RBUF_SIZE)
EEY p—

231421-6

Figure 7. Free RFA
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data segment of the handler. The 80186 shifts this value
to the left by 4 and loads it into the SCB base. The SCB
offset is now determined by taking the 32 bit SCB
pointer and passing it to the. Offset( ) function.

The 82586 interrupt is disabled during initialization be-
cause the interrupt function is not designed to handle
82586 reset interrupts. To determime when the 82586 is
finished with its reset/initialization, the SCB status is
polled for both the CX and CNA. bits to be set. After
the 82586 is initialized, both the CX and CNA inter-
rupts are acknowledged.

The 82586 is now ready to execute commands. The
Configuration is executed first to place the 82586 in
internal loopback mode, followed by the IA command.
The address for the IA command is read off of a prom
on the PC board.

3.3.3 SELF TEST DIAGNOSTICS

The final phase of the handler initialization is to run the
self test diagnostics. Four tests are executed: Diagnose
command, Internal loopback, External loopback
through the 82501, and External loopback through the
transceiver. If these four tests pass, the data link is
ready to go on line.

The function that executes these diagnostics is called
Test__Link( ). If any of the tests fail, Test__Link( ) re-
turns immediately with the Self__Test global variable
set to the type of failure. This Self__Test global variable
is then returned to the function which originally called
Init__586( ). Therefore Init__586() can return one of
five results: FAILED__DIAGNOSE, FAILED__
LPBK__INTERNAL, FAILED__LPBK__EXTER-
NAL, FAILED__LPBK__TRANSCEIVER or
PASSED.

INITIALIZATION DIAGNOSTICS

EXECUTE DIAGNOSE

ENABLE RECEIVER

FAILED DIAGNOSE

SEND LOOPBACK FRAMES

T

%

FAILED INTERNAL LOOPBACK I

CONFIGURE 82586
TO EXTERNAL LOOPBACK

¥

SEND LOOPBACK FRAMES

Vel

%

FAILED EXTERNAL LOOPBACK I

I TAKE ESI OUT OF LOOPBACK

SEND LOOPBACK FRAMES

lé

RETURN

FAILED LOOPBACK
THROUGH TRANSCEIVER
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Figure 8. Initialization

Diagnostics: Test__Link ()
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The Diagnose( ) function, called by Test__Link( ), does
not return until the diagnose command is completed. If
the interrupt service routine detects that a Diagnose
command was completed then it sets a flag to allow the
Diagnose() function to return, and it also sets the
Self__Test variable to FAIL if the Diagnose command
failed. If the Diagnose command compléted successful-
ly, the loopback tests are performed.

Before any loopback tests are executed, the Receive
Unit is enabled by calling Ru__Start( ). Loopback tests
begin by calling Send__Lpbk__Frame( ), which sends 8
frames with known loopback data and its own destina-
tion address. More than one loopback frame is sent in
case one or more of them'are lost. Also several of the
frames will have been received by the time flags.Ipbk__
test is checked.

Two flag bits are used for the loopback tests:
flags.lpbk__mode, and flags.lpbk__test. flags.Ipbk__
mode is used to indicate to the receive section that the
frames received are potentially loopback frames. The
receive section will pass receive frames.to the Loopback
Check( ) function if the flags.lpbk__mode bit is set. The
Loopback__Check( ) function first compares the source
address of the frame with its station address. If this
matches then the data is checked with the known loop-
back data. If the data matches, then the flags.Ipbk__test
bit is set, indicating a successful loopback. The flow of
the Test__Link( ) function is displayed in Figure 8.

3.4 Command Processing

Command blocks are queued up on a static list for the
82586 to execute. The flow of a command block is giv-
en in Figure 9. When the handler executes a command
it first has to get a free command block. It does this by
calling Get__CB() which returns a pointer to a free
command block. The CB structure is a generic one in
which all commands except the MC-Setup can fit in.
The handler then loads into the CB structure the type
of command and associated parameters. To issue the
command to the 82586 the Issue__CU__Cmd() func-
tion is. called with the pointer to the CB passed to this

function. Issue__CU__Cmd() places the command on

[GET_CB ()|

LOAD COMMAND
AND PARAMETERS

| 1ssue_cu_cmp (PcB) |

INTERRUPT

PUT_CB (PCB)

Figure 9. The Flow of a Command Block
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the 82586’s static command block list. After the 82586
executes the command, it generates an interrupt. The
interrupt routine, Isr__586( ), processes the command
and returns the Command Block to the free command
block list by calling Put__Cb().

3.4.1 ACCESSING COMMAND BLOCKS-GET_
CB() and PUT__CB()

Get__Cb( ) returns a pointer to a free command block.
The free command blocks are in a linear linked list
structure which is treated as a stack. The pointer cb__
tos points to the next available CB. Each time a CB is
requested, Get__Cb( ) pops a CB off the stack. It does
this by returning the pointer of cb__tos. cb__tos is then
updated with the CB’s link pointer. When the CB list is
empty, Get__Cb() returns NULL.

There are two types of nulls, the 82586 ‘NULL’ is a 16
bit offset, OFFFFH, in the 82586 data structures. The'
80186 null pointer, pNULL’, is a 32 bit pointer; with
OFFFFH offset and the 82586 handler’ s data segment,
SEGMT__, as the base.

Put__Cb( ) pushes a free command block back on the
list. It does this by placing the cb__tos variable in the
returned CB’s link pointer field, then updates cb__tos
with the pointer to the returned CB. ;

3.4.2 ISSUING CU COMMANDS-ISSUE_CU
CMD()

This function queues up a command for the 82586 to
execute. Since static lists are used, each command has
its EL bit set. There is a begin__cbl pointer and an
end__cbl pointer to delineate the 82586’s static list. If
there are no CBs on the list, then begin__cbl is set to
pNULL. (Figure 10 illustrates the static list.) Each
time a command is issued, a deadman timer is set.
When the 82586 interrupts the CPU with a command
completed, the deadman timer is reset.

Issue__Cu__Cmd( ) begins by disabling the 82586’s in-
terrupt. It then determines whether the list is empty or
not. If the list is empty, begin and end pointers are
loaded with the CB’s address. The CU must then be
started. Before a CU__START can be issued, the SCB’s
cbl__offset field must be loaded with the address of the
command, the Wait__Scb( ) function must be called to
insure that the SCB is ready to accept a command, and
the deadman timer must be initialized. If the list is not
empty, then the command block is queued at the end of
the list, and the interrupt service routine Isr__586( ),
will continue generating CAs for each command linked
on the CB list until the list is empty.
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3.4.3 INTERRUPT SERVICE ROUTINE-ISR__
586()

Isr__586( ) starts off by saving the interrupts that were
generated by the 82586 and acknowledging them. Ac-
knowledgment must be done immediately because if a
second interrupt were generated before the acknowl-
edgment, the second interrupt would be missed. The
interrupt status is then checked for a receive interrupt
and if one occurred the Recv__Int__Processing( ) func-
tion is called. After receive processing is check the CPU
checks whether a command interrupt occurred. If one
did, then the deadman timer is reset and the results of
the command are checked. There are only two particu-
lar commands which the interrupt results are checked
for: Transmit and Diagnose. The Diagnose command
_ needs to be tested to see if it passed, plus the diagnose
status flag needs to be set so that the initialization pro-
cess can continue,

The transmit command status provides network man-
agement and station diagnostic information which is
useful for the “Network Management” function of the

ISO model. The following statistics are gathered in the

interrupt routine: good__transmit__cnt, sqe__err__cnt,
defer__cnt, no__crs__cnt, underrun__cnt, max__col__
cnt. To speed up transmit interrupt processing a flag is
tested to determine whether these statistics are desired,
if not this section of code is skipped. '

The sqe error requires special considerations when used
for statistic gathering or diagnostics. The sqe status bit

indicates whether the transceiver passed its self test or

not. The transceiver executes a self test after each trans-
mission. If the transceiver’s self test passed, it will acti-
vate the collision signal during the IFS time.

Figure 10. The Static Command Block List

The sqe status bit will be set if the transceiver’s self test
passed. However if the sqe status bit is not set, the
transceiver ‘may still have passed its self test. Several
events can prevent the sqe bit from being set. For exam-
ple, the first transmit command status after power up
will not have the sqe bit set because the sqe is always
from the previous command. Also if any collisions oc-
cur, the sqe bit might not be'set. This has to do with the
timing of when the sqe signal comes from the transceiv-
er. It is possible that a JAM signal from a remote sta-
tion can overlap the sqe signal in which case the 82586
will not set the sqe status bit. Therefore the'sqe error
count should only be recorded when no collisions oc-
cur. .

One other situation can occur which will prevent the
SQE status bit from being set. If transmit command
reaches the maximum retry count, the next transmit
command’s SQE bit will not be set.

The final phase of interrupt command processing deter-
mines if another command is linked, and returns the
CB to the free command block list. Another command
being linked is indicated by the CB link field not being
NULL. In this case the deadman timer and the 82586’s
CU are re-started. If the CB link is NULL, there are no
further commands to execute, and begin__cbl is set to
pNULL. ' ‘ -

3.4.4 SENDING FRAMES-SEND_FRAME (PTBD,
PADD)

" Send__Frame( ) receives two parameters, a pointer to

the first Transmit Buffer Descriptor, and a pointer to
the destination address. There may be one or more
TBDs attached. The last TBD is indicated by its link

1-184



intel

AP-235

field being NULL and the EOF bit set. It is the respon-
sibility of the ULCS to make sure this is done before
calling Send__Frame( ).

Send__Frame( ) begins by trying to obtain a command
block. If the free command block list is empty, the send
frame function returns with a false result. It is up to the
ULCS to either continue attempting transmission or at-
tempt at a later time. The send frame function calcu-
lates the length field by summing up the TBDs actual
count field. After the length field is determined, send
frame checks to see if padding is required. If padding is
necessary, Send Frame will change the act count field
in the TBD to meet the minimum frame requirements.
This technique transmits what ever was in the buffer as
padding data. If security is an issue, the paddmg data in
the buffer should be changed.

NO

SAVE POINTER IN
BEGIN_PTBD

LINK PREVIOUS
BUFFER WITH NEW ONE

&
y

A
I FILL BUFFER WITH DATA ]

NEED
ANOTHER
BUFFER

YES

SET EOF BIT
AND ACT. COUNT

v

SEND_FRAME (BEGIN_PTBD, PADD) ]
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Figure 11. Flow Chart for Sending a Frame

3.4.5 ACCESSING TRANSMIT BUFFERS-GET__
TBD() AND PUT_TBD()

Get__Tbd() returns a pointer to a free Transmit Buffer
Descriptor, and Put_-Tbd() returns one or more
linked Transmit Buffer Descriptors to the free list. The
TBD which Get__Tbd() allocates has its link pointer
set to NULL, and its EOF bit cleared. If another buffer
is needed, the link field in the old TBD must be set.to
point to the new TBD. The last TBD used should have
its link pointer set to NULL and its EOF bit set. Figure
11 shows the flow chart of getting buffers and sending a
frame.

Put__Tbd (ptbd) is called by the Isr__586() function
when the 82586 is done transmitting the buffers. A
pointer to the first TBD is passed to Put__Tbd().
Put__Tbd( ) finds the end of the list of TBDs and re-
turns them to the free buffer list.

3.4.6 MULTICAST ADDRESSES

The 82586 handler maintains a table of multicast ad-
dresses. Initially this table is empty. To enable a multi-
cast address the Add__Multicast__Address(pma) func-
tion is called; to disable a multicast address, Delete__
Multicast__Address(pma) function is called. Both func-
tions accept a parameter which points to the multicast
address. Add and Delete functions perform linear
searches through the Multicast Address Table (MAT).

Add scans the entire MAT once to check if the address
being added is a duplicate of one already loaded. Add
will not enter a duplicate muilticast address. If there
are no duplicates Add goes to the beginning of the
MAT and looks for a free location. If it finds one, it
loads the new address into the free location and sets the
location status to INUSE. If no free locations are avail-
able, Add returns a false result.

Delete looks for a used location in the MAT. When it
finds one, it compares the address in the table with the
address passed to it. If they match, the location status is
set to FREE and a TRUE result is returned. If no
match occurs, the result returned is FALSE.

If Add or Delete change the MAT, they update the
82586 by calling Set_ Multicast__Address(). This
function executes an 82586 MC Setup command. Set__
Mulitcast__Address() uses the addresses in the MAT
to build the MC Setup command. The MC Setup com-
mand is too big to be built from the free CBs. Free CB
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command blocks are 18 bytes long, while the MC Setup
command can be up to 16,392 bytes. Therefore a sepa-
rate Multicast Address Command Block (ma__cb)
must be allocated and used. The size of the ma__cb and
MAT are determined at compile time based on the
MULTI_ADDR__CNT constant. The design exam-
ple allows up to 16 multicast addresses.

Since there is only one ma__cb, and it is not compatible
with the other CBs, it must be treated differently. Only
one ma__cb can be on the 82586 command list. The
ma__cb command word is used as a semaphore. If it is
zero, the command is available. If not, Set__Multi-
cast__Address() must wait until the ma__cb is free.
Also the interrupt routine can’t return the ma__cb to
the free CB list. It just clears the cmd field, to indicate
that ma__cb is available.

The 82586’s receiver does not have to be disabled to
execute the MC Setup command. If the 82586 is receiv-
ing while this command is accessed, the 82586 will fin-
ish reception before executing the MC Setup comand. If
the MC Setup command is executing, the 82586 auto-
matically ignores incoming frames until the MC Setup
is completed. Therefore multicast addresses can be add-
ed and deleted on the fly.

ENTER INTERFACE FUNCTION

I FLAGS. RESET_SEMA = 1 ]

| execure wrerrace Funcrion |

I FLAGS. RESET_SEMA =0 I

NO
FLAGS. RESET_PEND =1

RESET_586 ( )

231421-11

Figure 12. Reset Semaphore

3.4.7 RESETTING THE 82586-RESET__586()

The 82586 rarely if ever locks up in a well behaved
network; (i.e. one that obeys IEEE 802.3 specifica-
tions). The lock-ups identified were artificially created
and would normally not occur. This data link driver
has been tested in an 8 station network under various
loading conditions. No lock-ups occurred under any of
the data link drivers test conditions. However the reset
software has been tested by simulating a lockup. This
can be done by having the 82586 transmit, and dis-
abling the CTS pin for a time longer than the deadman
timer.

An 82586 deadlock is not a fatal error. The handler is
designed to recover from this problem. As mentioned
before, each time the 82586 is given a CA to begin
executing a command, a deadman timer is set. The
deadman timer is reset when a CNR interrupt is gener-
ated. If the CNR interrupt is not generated before the
deadman timer expires, the 82586 must be reset.

Resetting of the 82586 should not be done while the
handler software is executing. This could create a soft-
ware deadlock by interrupting a critical section of code
in the handler. To insure that the Reset__586( ) func-
tion is not executed while the handler is executing, all
of the entry points to the handler (i.e. interface func-
tions) set a semaphore flag bit called flags.reset__sema.
This flag is cleared when the interface functions are
exited.

If the Deadman timer interrupt occurs while
flags.reset__sema is set, another flag is set (flag.reset__
pend) indicating that the Reset__586( ) func<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>