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COMSTAR Experiment:

An Overview of the Bell Laboratories 19- and
28-GHz COMSTAR Beacon Propagation
Experiments

By D. C. COX
(Manuscript received January 10, 1978)

Radio beacons on the COMSTAR communication satellites transmit
continuously at 19 and 28 GHz to permit the long-term measurement
of the properties of earth-space propagation needed in designing future
high-capacity satellite communication systems. An extensive receiving
facility has been established at Crawford Hill, New Jersey, for mea-
suring attenuation, depolarization, coherence bandwidth and scatter
of the beacon signals by atmospheric processes. The facility includes
a precision 7-meter antenna and multichannel receiving electronics
designed to obtain optimum benefit from the COMSTAR beacons. Other
Bell Laboratories receiving facilities in Georgia and Illinois are accu-
mulating statistics on signal attenuation and diversity improvements
for other climatic conditions.

I. INTRODUCTION

Propagation experiments using the 19- and 28-GHz beacons on
COMSTAR satellites represent a significant milestone in the quest for
design information for future satellite communication systems. The
experimental results also contribute to knowledge of meteorological
processes. Earth-space propagation information above 10 GHz is a key
component in the exploration of concepts for high-capacity domestic
satellite communication systems.1,2
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Future high-capacity satellite communication systems will probably
use frequencies above 10 GHz because of the large segment of unused
frequency spectrum available and because of spectrum crowding at the
lower frequencies. In particular, frequency bands over 2000 MHz wide
are allocated at 19 and 28 GHz, and 500 MHz bands are available at 12
and 14 GHz for common-carrier satellite communication systems; at 4
and 6 GHz the allocated frequency bands are only 500 MHz wide. Even
now satellite systems at 4 and 6 GHz are severely constrained by re-
quirements for avoiding interference with the extensive terrestrial radio
networks that share these same frequency bands.

New systems will probably reuse frequencies on two orthogonal po-
larizations to double the usable bandwidth and may reuse frequencies
among spot antenna beams covering small areas of high traffic concen-
tration. Thus, knowledge of the decrease in cross-polarization isolation
produced by rain and ice is needed and satellite antenna sidelobe control
will be important. Sidelobe levels of earth station antennas and the
scattering of energy from one antenna beam to another by rain will limit
how close communication satellites can be spaced in the geosynchronous
orbit. Other characteristics of future systems operating above 10 GHz
compared to present 4 and 6 GHz systems are as follows: (i) they most
likely will use smaller earth station antennas; (ii) they will experience
more rain attenuation and may use transmitter power control or site
diversity to cope with it; (iit) interaction with the ionosphere will be
significantly less; (iv) they may use wider bandwidths and thus be more
sensitive to delay dispersion, and (v) some systems probably will use
digital modulation. Some system calculations that were used as a guide
in selecting representative values of experimental parameters, such as
earth station antenna size, are presented by Tillotson in Ref. 1.

It is well known that rain affects radio propagation more severely at
frequencies above 10 GHz.2 However, present knowledge of rainstorm
characteristics and atmospheric processes is not adequate for predicting
all earth-space propagation characteristics from terrestrial propagation
measurements, surface rain measurements, or radar measurements.
Thus, the complete information needed for satellite communication
system design can be obtained only from measurements made along
earth-space paths. The complication and expense of placing radio sources
in synchronous orbit has meant that continuously transmitting beacons
were not available in the 1960s for measuring earth-space propagation
characteristics. Advantage was taken of a natural extraterrestrial radio
source, the sun,? and of thermal emission from rain itself34 for indi-
rectly measuring the attenuation of earth-space radio signals above 10
GHz. The sun trackers and radiometers used for these measurements
provided the only continuous attenuation data available in the late 1960s
and early 1970s.5 This data base has several limitations. The sun azimuth
and elevation change continuously during the day and, of course, the sun
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is not available during the night. Radiometer measurements of thermal
emission from rain have a range restricted to about 12 dB because of rain
scatter and uncertainty in effective rain temperature.34 Also, these in-
direct measurement techniques cannot provide any information on de-
polarization or on bandwidth limitations imposed by the propagation
medium. The NASA experimental ATS-5 and ATS-6 satellites carried
beacons transmitting at 15 GHz and at 20 and 30 GHz, respectively.
These beacons did not transmit continuously and were often not avail-
able during rainstorms because of scheduling and total power constraints
on the satellites. Therefore, continuous long term statistics could not
be collected using these sources. In fact, availability of the ATS-5 and
-6 beacons was so limited that a significant depolarizing phenomenon
went undetected until continuously transmitting satellite beacons be-
came available.® Propagation information is needed for the satellite
bands at 12, 14, 19, and 28 GHz; however, expense, power and weight
limitations restrict the number of satellite beacon sources that can be
provided reasonably. Beacons transmitting within the 19- and 28-GHz
bands were a logical choice for sources for earth-space propagation ex-
periments because attenuation and other atmospheric interaction is
greater at the higher frequencies, extrapolation is reasonable from
measurements made at two frequencies, and it is safer to extrapolate
from large numbers to small numbers. The 19- and 28-GHz beacons were
put on the COMSTAR satellites then to satisfy the fundamental need for
continuous long-term measurements of propagation parameters such
as attenuation, depolarization, coherence bandwidth and differential
phase.

In support of this measurement effort, an extensive receiving facility
has been established at Crawford Hill, New Jersey.” The facility is de-
scribed in Section I1I of this paper and in the next two papers.8? of this
issue. An interim receiving facility at Crawford Hill is described in the
fourth paper.10 Bell Laboratories receiving facilities have been estab-
lished near Atlanta, Georgia (Palmetto), and near Chicago, Illinois
(Grant Park), for accumulating attenuation and diversity statistics for
other climatic conditions. These measurements are described in the fifth
paper.l1 Other experimenters outside Bell Laboratories are also making
use of the beacons for accumulating propagation information.1%:20 This
paper describes the COMSTAR beacons and the experimental measure-
ments at Crawford Hill.

Il. THE COMSTAR 19- AND 28-GHz BEACONS

The need for measurements in different climatic regions of the U.S.
along with the need for continuous measurements suggest that satellite
beacons providing signals for propagation experiments should have U.S.
coverage antennas. Such antennas provide about 30-dB gain. Beacons
placed on operational satellites such as COMSTAR logically can make use
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Table | — COMSTAR satellite beacon parameters

Station-keeping tolerance <+0.1° E-W and N-S

Antenna pointing tolerance <£0.1°

Carrier frequencies 19.0400 GHz and 28.5600 GHz
Variation: Diurnal <+1 X 10-%

ﬁfing <+1 X 1076 per year
aximum <5 X 10711 per second
Rate
Jitter 90% of carrier power in bandwidth <£8 X 10-10

EIRP
19 GHz >+52 dBm per polarization
28 GHz >+56 dBm
Variation*: Diurnal <+0.3dB
Aging <+0.5 dB per year
Maximum <+0.1 dB per minute
Rate
Polarization
GHz Switched between two orthogonal linear
28 GHz Linear, laligned with most nearly vertical 19-GHz
signa
Orientationt 4° for satellite at 128°W

21° for satellite at 95°W
Crosspolarized componentst  >32 dB below copolarized level at worst case

within U.S.

Polarization switch (19 GHz only)

Rate 1000.0 Hz £ 0.1 Hz

Stability <1 X 1077 per 10 min.

Switching time <10us.

Asymmetry <+5%
Phase modulation (28 GHz only)  Coherent with carrier

Frequency** 264.4 MHz

Sideband level <7 dB below carrier

* A circuit malfunction has reduced the power output of the 19 GHz beacon at 128°W

by 2 dB since launch.

t Polarization orientation is the angle (<45°) that the received polarization is rotated
from vertical or horizontal at Crawford Hill.

1 >36 dB and >41 dB below 19- and 28-GHz copolarized levels, respectively, toward
Crawford Hill.

** A satellite scheduled for a later launch has a modulation frequency of 528.9 MHz.

of the excess power generated by solar cells at the beginning of satellite
life. Since this power is limited, low beacon power is desirable; for
COMSTAR, about +30 dBm each from the 19- and 28-GHz beacons
could be produced without having a detrimental effect on the primary
communication mission of the satellite. Since a reliable measuring range
of over 30 dB is desirable with simple, relatively inexpensive earth sta-
tions and since a range of 60 to 70 dB at 30 GHz is desirable for extrap-
olating attenuation data to lower frequencies, receiving system signal
margin must be obtained by narrowing receiver noise bandwidth. Nar-
row-band measuring systems, however, require very stable oscillators.
These considerations, along with the needs for measuring depolarization
and delay dispersion, resulted in the COMSTAR beacons with parameters
summarized in Table I.

The spin stabilized COMSTAR satellites illustrated in Fig. 1 were built
by Hughes Aircraft Corporation and are owned and controlled in orbit
by COMSAT General Corporation. They are leased to the AT&T and
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4 AND 6 GHz

ANTENNAS
i Sl %) «——19GHz
Alﬁ?gﬁﬁl/\ "“ , : ANTENNA
DESPUN—""
SECTION

SPINNING—""""
SECTION

Fig. 1 —COMSTAR satellite. Lower solar-cell-covered cylindrical portion is 9 feet high
by 8 feet diameter. Overall height is 20 feet.

GT&E Companies for domestic U.S. communication service.l2 The lower
half of the solar-cell-covered drum spins at between 50 and 60 revolu-
tions/minute while the upper half, which supports the antenna platform,
is despun to keep the antennas pointed towards the earth. The two large
antennas are used by the 4- and 6-GHz communications system, one for
each of two orthogonal linear polarizations. The 19- and 28-GHz beacon
antennas are on opposite sides of the satellite, just below the commu-
nication antennas.

There are to be three beacon-equipped COMSTAR satellites in syn-
chronous orbit. The first satellite was launched in May 1976 and is at
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Fig. 2—28-GHz beacon coverage from satellite at 95°W longitude. Maximum antenna gain is 30 dB. Coverage for 19-GHz beacon is similar.



128°W longitude; the second was launched in July and is at 95°W; the
third is to be launched in the spring of 1978.

The beacons were built by COMSAT Laboratories and are described
in more detail in Ref. 13. The 19.04- and 28.56-GHz beacon signals and
the 264.4-MHz signal that phase-modulates the 28.56-GHz signal are
derived from a common 132.2-MHz quartz crystal oscillator. A common
frequency multiplier chain multiplies the oscillator output to 2.38 GHz.
The signal path splits into separate frequency multipliers after ampli-
fication at 2.38 GHz. The 28.56-GHz multiplier output is phase-modu-
lated before it and the 19-GHz multiplier output are amplified in sepa-
rate negative-resistance IMPATT amplifiers. Polarization is switched
(19 GHz only) with PIN diodes driven from a separate crystal oscillator
and frequency divider. The beacons make use of the surplus dc power
capacity of the solar-cell array that is available until the solar cells de-
terioriate under the radiation environment of space. The projected
availability of this surplus power is over two years (satellite lifetime is
greater than seven years). The expected lifetime of the all-solid-state
beacons is considerably greater than 7 years; however, due to a compo-
nent failure the 19-GHZ beacon on the 128°W satellite has experienced
regular daily power fluctuations since July 1976.

As shown in Fig. 1, a two-horn antenna array transmits the linearly
polarized 28-GHz signal. Another two-horn array transmits two or-
thogonal linearly polarized 19-GHz signals. These two-horn arrays
permit control of the polarization independent of the radiation pattern;
polarization is determined by rotation of the horn apertures relative to
the array centerline* while the pattern is determined largely by the array
separation, the aperture dimension perpendicular to the array centerline,
and the orientation of the centerline. The same antenna is used for both
19-GHz polarizations so that the received differential phase will not be
affected by angular motion of the satellite.t If two antennas with separate
phase centers were used, unavoidable residual angular motion of the
satellite (~0.1°) would produce differential phase shift as in an inter-
ferometer. Although +0.1° is a small variation, it would cause up to £10°
differential phase shift at 19 GHz between two antennas with phase
centers placed as close together as possible. Figure 2 is a beacon an-
tenna-coverage pattern constructed from pre-launch antenna-range
measurements. Antenna patterns for the other frequency and polar-
ization are similar.

* The beacon at 128°W was designed to produce horizontal and vertical polarization at
Crawford Hill with the satellite at 119°W. The beacon at 95°W was designed to produce
horizontal and vertical polarization at Crawford Hill with the satellite at 129°W. Orbital
assignments by the Federal Communications Commission (FCC) and launch scheduling
did not permit placing of the satellites in their requested orbital locations. ,

t M. J. Gans of Bell Laboratories collaborated with engineers at Hughes Aircraft in
adapting the two-horn array for the two polarization application.

COMSTAR OVERVIEW 1237



8261 INNF-AVW “TYNHYNOr TVOINHO3IL W3LSAS T13d 3IHL 8€eh

Fig. 3—Crawford Hill main receiving facility showing 7-meter diameter antenna and control building.



ll. THE CRAWFORD HILL RECEIVING FACILITY

The Crawford Hill receiving facility was designed to obtain optimum
benefit from the COMSTAR beacon emissions? while also demonstrating
techniques applicable to 19- and 28-GHz earth stations. The facility is
located on top of Crawford Hill, New Jersey, about 50 km south-south-
east of New York City at 40.392° north latitude and 74.187° west
longitude. Crawford Hill is 115 meters above sea level. The main facility
shown in Fig. 3 comprises the 7-meter diameter millimeter-wave an-
tenna, receiving electronics, antenna pointing and data collection
equipment, and computer programs indicated in the simplified block
diagram in Fig. 4. The antenna, antenna feed and receiver front ends
could function as communication system components. For example, the
antenna size and gain are representative of the needs of typical high-
capacity earth stations.! The antenna does not have any aperture
blockage because of the offset geometry. This clean aperture, combined
with a good surface and heavily tapered illumination, result in the low
sidelobe levels that would be required for systems working with satellites
closely spaced (~1°) in orbit. These low sidelobe levels are also needed
in the propagation experiment for measuring the crosstalk produced by
the scattering of radio waves by rain. The good surface, long effective
focal length and feed design result in the low antenna cross polarization
throughout the antenna beam needed by frequency reuse dual polar-
ization systems and required in the experiment for measuring depolar-
ization by raindrops and ice crystals. The simple format for obtaining
open loop antenna pointing information from COMSAT also should prove
useful in future system operation.’® The dual-frequency dual-polar-
ization antenna feed uses low loss quasi-optical frequency and polar-
ization diplexers suitable for diplexing high-power transmitters with
sensitive receivers. The receiver front ends are low-noise broadband
mixers and broadband IF amplifiers that provide a 1-GHz-wide channel
suitable for system use from RF through first IF. Following the first IF,
the receiver is narrow band and optimized to provide the sensitivity and
stability needed for the propagation measurements.

An interim receiving facility shown in Fig. 5 was used before com-
pletion of the main facility. Measurements at the interim facility are
continuing using the beacon at 128°W. From Crawford Hill the beacon
at 95°W is at azimuth = 210.5° and elevation = 38.6°; the beacon at
128°W is at azimuth = 244.7° and elevation = 18.5°. The main receiving
facility is briefly described in the following sections. More detailed de-
scriptions of this equipment and a description of the interim facility are
contained in the following papers of this issue.8910
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Fig. 4—Configuration of main receiving facility at Crawford Hill comprising 7-meter antenna, receiving electronics, data collection subsystem and
antenna pointing components described in the text. Facility simutaneously records COMSTAR beacon signal parameters for two polarizations at 19
and 28 GHz and signals scattered off-axis from the main beam at 19 and 28 GHz.
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Fig. 5—Crawford Hill interim receiving facility showing 3.7-meter-diameter antenna
and instrumentation building. The facility described in Ref. 10 receives beacon signals
on two polarizations at 19 GHz.



3.1 7-meter antenna and antenna pointing

The 7-meter diameter millimeter wave antenna® shown in Fig. 3 is of
novel design and extreme precision. It is designed to operate in the high
winds and generally bad weather that are characteristic of summer
thunderstorms (and hurricanes). These bad weather events produce
most of the propagation degradation such as attenuation and depolar-
ization that are measured in the continuing propagation experiments.
The antenna and pointing equipment are shared with radio astronomers
who use the facility as a millimeter wave (100 GHz and above) radio-
telescope. This joint use is compatible because of the inherent require-
ments of the two types of experiments. Radio astronomy observations
require clear atmospheric conditions that have minimum effect on
millimeter wave propagation. These conditions, of course, produce little
effect on the satellite beacon signals and thus no useful propagation data.
When atmospheric conditions cause propagation degradation that
should be measured, the conditions are not suitable for radio astronomy
observations.

The millimeter wave offset Cassegrainian antenna consists of a 7-
meter diameter parabolic reflector on an altazimuth mount; a convex
hyperbolic subreflector; dual-frequency (19 and 28 GHz) dual-polar-
ization quasi-optical main-beam feeds; dual-frequency (19 and 28 GHz) '
single-polarization off-axis feeds; drive motors, angle encoders, and
pointing servos; two equipment rooms; and feeds at other frequencies
for radio astronomy. The antenna does not have a radome cover.

All 19- and 28-GHz feeds are located in a small equipment room, the
vertex cab, at the Cassegrainian feed point near the vertex of the main
reflector, above both the azimuth and elevation axes. The main beam
feeds receive simultaneously two linear orthogonal polarizations at both
19.04 GHz and 28.56 GHz; these feeds are mounted on a single frame that
permits rotation of the feed polarization about the coaxial main beam
axis without affecting polarization orthogonality or beam pointing. The
off-axis feeds form a beam that is pointed away from the axis of the main
beam. The 0.002-inch Mylar feed window in front of the vertex cab is
covered with a nonwetting coating and is nearly vertical to prevent water
from collecting on it. The second, somewhat larger, equipment room,
the side cab, is to one side of the antenna, on the elevation axis but above
the azimuth axis. The antenna has the following characteristics:

Gain 19 GHz 61dB
28 GHz 64 dB
Beamwidth: 19 GHz 0.17°
28 GHz 0.11°
Cross-polarization >35 dB throughout main beam
isolation:
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Sidelobes: <—40 dB at >1° off-axis

Pointing error: <0.0028° 20 mph steady wind
<0.017° 45 mph steady wind +
gusts to 60 mph
0.001° angle readout
Slew rates: 2°/sec azimuth; warm weather

1°/sec elevation

The antenna is fully steerable by the drive system and servo over an ele-
vation of 0° to 90° and an azimuth of 0° to 450° with the azimuth
rotation limited by the wrap-up of cables (no slip rings are used).

The antenna is pointed by a minicomputer that compares angle en-
coder outputs with command pointing angles and calculates velocity
commands for the drive system from the resulting error. The com-
manded pointing angles for the COMSTAR satellites are calculated by
the computer from parameters derived from orbital predictions.!6
COMSAT General supplies via teletype a set of coefficients for equations
describing antenna azimuth and elevation angles at Crawford Hill. These
equations result in a pointing error of less than +0.008° when updated
every 2 weeks, assuming perfect orbital prediction. The antenna follows
the £0.1° diurnal motion of the satellite within about £0.01°.

3.2 Receiving electronics

The propagation experiments placed strong demands on technology
for the receiving electronics.? Continuous unattended operation is re-
quired so that all significant weather events are included in the resulting
data base; thus, a very high degree of reliability is necessary and rapid
automatic reacquisition of the beacon signal after dropout due to severe
attenuation or momentary power outage is essential. Since relative
phases of the many signal components must be precisely measured, the
phase stability of all circuits and components demanded careful atten-
tion. Also, circuit arrangements had to be devised to ensure that signals
to be compared in phase traverse a common path through high-gain
amplifiers and other phase-sensitive equipment.

In order to obtain the maximum possible measuring range using the
modest power radiated by the satellite beacons, very narrow receiver
noise bandwidths are required. This in turn requires excellent stability
in the source oscillators in the satellites and the local oscillators in the
earth stations. The receiver includes an automatic frequency control
circuit with built-in memory to facilitate reacquisition after loss of sig-
nal.* Maximum use was made of known correlations among strong and

* The feature also permits easy return to propagation measurements after use of the
antenna during clear weather periods for radio astronomy observations.
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weak signal components to permit detection of weak cross-polarized
signals during severe fading.

The receiving electronics portion of Fig. 4 is subdivided to indicate
receiving functions. This part of the facility includes the balanced mixers
(frequency converters), oscillators, frequency multipliers, IF amplifiers,
bandpass filters, switches, and envelope (amplitude) and phase detectors
required to process the following signals: (i) the nearly vertically and
horizontally polarized 19-GHz main beam signals, 19V and 19H, (i7) the
corresponding crosspolarized 19-GHz main-beam signal components,
19XV and 19XH, (iii) the 19- and 28-GHz off-axis beam signals, 190A
and 280A, (iv) the nearly vertically polarized 28-GHz main-beam carrier,
28VC, upper sideband, 28VU, and lower sideband, 28VL, and (v) the
corresponding cross-polarized 28-GHz main-beam carrier, 28XV. In-
cluded in these functional blocks are the circuits for automatic frequency
control, frequency acquisition, polarization switch synchronization and
receiving system calibration. The receiving electronics are distributed
among the two equipment rooms on the 7-meter antenna and the control
building about 15 meters away from the antenna. The equipment dis-
tribution optimizes noise performance and phase and amplitude stability
while staying within space limitations in the various equipment rooms.
Since power line transients and momentary power outages are expected
during heavy rain, all oscillators, filter stabilizing ovens and frequency
memory registers are powered by batteries charged continuously from
the power line. The receiving electronics have the following character-
istics:

19 GHz 28 GHz
VH XV,XH,0A VCXV VU,VL OA
Noise figure <7dB <7dB

Noise bandwidth 16 Hz 16Hzand 24Hzand 24Hz 2.4H:z
1.6 Hz 2.4 Hz

Channel-to-chan- >65 dB >68 dB
nel isolation

Amplitude <0.5dB <0.5dB
instability

Phase instability <2° <5h°

Frequency 2 Hz/sec 3 Hz/sec

tracking rate

Since the 19- and 28-GHz beacon signals are derived from a common
oscillator, they have the same frequency fluctuations. Thus, extended
measuring range is provided in the 28-GHz channels and in 19-GHz
low-signal channels (off-axis and cross-polarization) by: (i) using com-
mon frequency sources for corresponding 28-GHz and 19-GHz receiver
local oscillators (LOs), (ii) tracking out frequency fluctuations in the
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Table Il — Radio link parameters for Crawford Hill, New Jersey

19.04 GHz 28.56 GHz

Beacon (95°W) output power +27.7dBm +30.6 dBm
Polarization switching -3 —
Satellite antenna gain +28.6 dB +28.2 dB
EIRP per polarization (average) +53.3 dBm +58.8 dBm
Path loss 22,300 miles —209.7 dB -213.2dB
Crawford Hill antenna gain +61 dB +64 dB
Clear air absorption (02 and H,0) -0.6dB -0.9dB
Signal into receiver (avg. per

polarization) —96 dBm —91 dBm
Noise into receiver (clear air) —156 dBm -166dBm —154dBm —164dBm

goésg bax)ldwidth* (16 Hz) (1.6 Hz) (24 Hz) (2.4 Hz)

NF

Receiver carrier-to-noise (C/N) +60 dB +70dB +63 dB +73dB
(clear air with noise blanking) (16 Hz) (1.6 Hz) (24 Hz) (2.4 Hz)
Oscillator stability

[PLL off (below thresh.)] -0.2dB — — —
Measurement range (in rain)
(to C = N) (ant. temp. 273°) 59 dB 69 dB 62 dB 72 dB

* A single complex pole pair bandpass filter with 10-Hz 3-dB bandwidth has a noise
bandwidth of 16 Hz.

beacon and in LOs with a common oscillator in a loop locked in phase to
the 19-GHz vertically polarized signal, the signal that experiences the
least attenuation, and (iif) using very narrow-band filters in the extended
range channels.

Differential amplitude and phase stability is maintained by carefully
controlling differential temperature between corresponding components
in different receiver channels, by using low temperature coefficient
components, by choice of IF frequencies and filter bandwidths, and by
designing for good circuit linearity.

3.3 Radio link parameters

Radio link parameters affecting dynamic measuring range are sum-
marized in Table II for the beacon at 95°W and the Crawford Hill 7-
meter antenna and receiving electronics. The major contributors to the
19-GHz parameters are illustrated in Fig. 6.

Filters with 1.6-, 24-, and 2.4-Hz noise bandwidths are in the channels
that receive signals attenuated by rain to lower levels than the vertically
polarized (V) 19-GHz signal. The 1-dB difference between clear air
carrier-to-noise ratio and measuring range reflects the difference in
antenna temperature between clear air and rain.

Refraction in the atmosphere due to temperature and humidity gra-
dients does not have a significant effect on the experiment.!* For ex-
ample, the maximum expected surface refractive index variation at
Crawford Hill is <+45 ppm for August, the month of maximum spread
in refractive index. This refractivity variation corresponds to a £0.003°
elevation angle variation for the 38.6° elevation from Crawford Hill to
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Fig. 6—Radio link summary indicating major parameters that determine the carrier-to-
noise ratio of the 19-GHz COMSTAR beacon signals received in clear airwith the Crawford
Hill main receiving facility.

the satellite at 95°W. The elevation variation would be <+0.008° for the
18.5° elevation to the 128°W satellite. Such angular variations produce
<+0.05 dB amplitude variation for the 7-meter antenna and insignificant
change in differential phase and cross polarization.

Faraday rotation of linear polarization by the ionosphere is insignif-
icant at 19 and 28 GHz.}4:15> The maximum expected variation in po-
larization angle is <40.15° for the extremes of solar flares or magnetic
storms. During normal ionospheric conditions the variation is signifi-
cantly less. If the cross-polarization of the instrumentation system
(antennas, beacon polarization switch and receiver) were zero, the
rotation variation of +0.15° would produce a cross-polarized component
of <—50 dB. Cross-polarization variation of this magnitude is insignif-
icant in the experiment.

3.4 Data collection

The data collection equipment is common to all receiving channels
as indicated in Fig. 4. Data that are critical for maintaining continuity
in the data base for long term statistics, e.g., signal attenuation and de-
polarization, are recorded continuously on analog ink-pen paper-chart
recorders. These chart recordings provide a backup in the event of failure
of the digital recording system and also provide a “quick look” at the
recorded data. The logarithms of signal amplitudes are recorded on the
chart recorders with a range of 50 dB.
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All receiver outputs are multiplexed along with (i) system status in-
dicators such as whether the frequency control loop is tracking or holding
in a signal fade, (if) outputs from weather instruments such as rain
gauges, thermometers and wind speed recorders, (iii) outputs from the
on-going interim experiment!® using the COMSTAR beacon at 128°W,
and (iv) another propagation experiment!? using a 12-GHz beacon on
the NASA/Canadian Communications Technology Satellite (CTS). These
multiplexed signals are digitized, temporarily stored in the mini-com-
puter core memory, screened by the computer for relevance, and stored
on digital magnetic tape. Multiplexer and analog-to-digital converter
sequencing, digital data buffering and digital tape drive control are
handled by the same minicomputer that points the receiving anten-
na.

The objectives of the data screening procedure* are to minimize the
amount of superfluous data stored while not discarding any relevant
propagation data. The screening algorithm copes with the multiplicative
signal fluctuations caused by the atmosphere and with the additive noise
that dominates at low signal level.

All receiver outputs are digitized every Y second and temporarily
stored as a sample set. A running mean of these samples is accumulated
for each channel. This running mean is compared with the mean value
last recorded for the channel. If for any channel, the running mean value
‘becomes different from the previous mean value by an amount greater
than that expected because of receiver noise and atmospheric fluctua-
tions, the running means for all channels are recorded. These recorded
running means then become the previous mean values for testing a new
sequence of running means that starts with the next sample set. This
procedure detects gradual changes in received signal parameters. A test
for rapid or impulsive change in a received signal parameter is also made
on the individual sample sets. A data set is recorded at least once each
minute regardless of whether there are changes in the data.

Each data set contains the time it was recorded so the time interval
spanned is available for further data processing. This data screening
procedure, then, records all significant changes in data whether in-
stantaneous or gradual, records data periodically for equipment
checking, and within these constraints minimizes the amount of data
recorded.

The data handling procedures also include provisions for (i) easily
stopping and starting data collection when the facility is used for radio
astronomy, (it) recovering from primary power interruption,t and (ii1)

A * 'I;ge computer programming required for data screening and storage was done by H. W.
rnold.

t The computer programming required for power failure recovery and antenna pointing
was done by R. W. Wilson.
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recording calibration signals on the data tapes. Weather data and system
status are recorded on the magnetic tape periodically.

3.5 Propagation parameters measured

The propagation parameters measured and recorded at the main re-
ceiving facility are briefly described in this section. A more detailed
parameter description is included in Ref. 9. The measurements are re-
corded for all events that produce propagation irregularities. These
events are all associated with cloudy weather; the most severe are asso-
ciated with precipitation. Propagation statistics for continuous time
intervals spanning at least a year are being compiled from the data.

3.5.1 19-GHz attenuation and depolarization measurements

The measurements made on the polarization switched signals and
illustrated in Fig. 7 are:

A19V
A19XV

co-polarized vertical signal amplitude (TVRV)

cross-polarized signal amplitude coupled from vertical
to horizontal (TVRH)

A19H = copolarized horizontal signal amplitude (THRH)

A19XH = cross-polarized signal amplitude coupled from horizontal
to vertical (THRV)
¢19V-H = phase difference between vertical and horizontal signals
(TVRV and THRH)
¢19V-XV = phase difference between vertical signal (TVRV) and its
cross-polarized component (TVRH)
¢19H-XH = phase difference between horizontal signal (THRH) and

its cross-polarized component (THRV)

where TV indicates transmit vertical polarization from the satellite, TH
indicates transmit horizontal, RV indicates receive on vertical polar-
ization on the ground, and RH indicates receive horizontal. Attenuation
is obtained by comparing amplitudes of attenuated signals with ampli-
tudes of clear air signals. The measurement of $19V-H requires holding
a phase reference from one polarization switch time period to the next.
This sets a lower bound on the switching frequency determined by the
instabilities of both the satellite and ground station primary oscillators
(phase references) and the desired accuracy of the phase measure-
ment.

Attenuation and depolarization of signals with any transmitted po-
larization can be determined directly from these amplitude and phase
measurements without having to assume a rain model.* This procedure

* This capability is desirable since all positions within a U.S. coverage beam cannot have
their polarizations set optimally with respect to their local rainfall.
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Fig. 7—Three-dimensional diagram illustrating with different crosshatching the
transmitter sequencing in time for the vertically (V) and horizontally (H) polarized 19-GHz
beacon signals. Also illustrated in two different planes are the reception on V and H po-
larizations of these signals. The actual signals received are indicated by arrows. Labels
of measured signal parameters are as follows. A19V and A19H are copolarized 19-GHz
signal amplitudes; A19XV and A19XH are cross-polarized 19-GHz signal amplitudes;
¢19V-XV and ¢19H-XH are phase differences between co- and cross-polarized signals;
and $19V-H is differential phase between copolarized signals. Note that the measurement
of $19V-H requires holding a phase reference between time slots when the beacon transmits
V and when it transmits H.

is described in Refs. 7 and 18. These results will be useful for determining
(2) if there is a fixed polarization orientation with precipitation-related
crosstalk low enough to permit doubling capacity by simultaneously
using the same frequency on two polarizations, or (i) if (1) is not possible,
then if a sufficiently low crosstalk can be obtained simply by tracking
the linear polarization rotation, or (i) if a more complicated crosstalk
minimizing technique will be required, or (iv) if crosstalk is low enough
to permit use of orthogonal circular polarizations or non-optimally ori- .
ented orthogonal linear polarizations for capacity doubling. Determining
parameters for signal polarizations different from the transmitted po-
larizations with sufficient accuracy for use in system design requires
measurement accuracy considerably greater than is necessary for using
the measured parameters directly in design.18

3.5.2 28.56-GHz attenuation and depolarization measurement

Since only one polarization is transmitted at 28.56 GHz, only A28V,
A28XYV and $28V-XV can be measured. These amplitudes and phases
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are similar to the 19-GHz measurements made in the transmit V time
slot (see Fig. 7). Thus, crosstalk can be determined directly only for the
polarization orientation of the measurement. Estimates of crosstalk for
other polarization orientations and for other frequencies will be made
using these direct measurements, rain models and the extensive 19 GHz
measurements.

3.5.3 Amplitude and delay dispersion measurements ( usable bandwidth)

The satellite transmits a carrier with frequency fo = 28.56 GHz and
two sidebands coherently related to wg = 27fy with frequencies w, =
[(n — 1)/n] wpand w,, = [(n + 1)/n] wo. These signals can be represented
at the earth station by s(t) = A(w)cos[wt — wr(w)] where 7(w) is the
dispersive delay at frequency w and A(w) is the dispersive amplitude.
If there is no dispersion, A (w) and 7(w) are constants; normalized values
at the satellite are A(w) = 1 and 7(w) = 0.

Two terms, A; and A, or 71 and 79, for series representations of the
amplitude or delay, A(w) = A, + Ajw + Agw? + ... and 7(w) = 7, + 11w
+ 7902 + ..., can be obtained from measurements of differential am-
plitudes, A, = A(w,) — A(w,) and A, = A(wg) — A(wp) and differential
phases, ¢, = [n/(n + 1)]w,7(w,) — wo7(wo) = wo[T(wy) — 7(wp)] and
o = woT(wp) — [n/(n — 1)] wer(we) = wo[r(wg) — 7(wp)].

The coefficient A, can be determined by an absolute attenuation
measurement. The absolute delay 7, cannot be determined since the
phase at the satellite is unknown. With only the carrier and one set of
sidebands, no higher order dispersion coefficients can be determined.

The measurement of differential phases ¢, and ¢, requires scaling
of w, by n/(n + 1) to w, and of w, by n/(n — 1) to w, as indicated.

Measurement of dispersion (if it exists because of precipitation or
index of refraction inhomogeneities) is made over the 528-MHz band-
width (n = 108) and the 1056-MHz bandwidth (n = 54) permitted by
the different satellites with the different sideband frequencies (264
MHz and 4528 MHz). These measurement bandwidths are large enough
to cover system requirements for many years since it is unlikely that
transmission rates for individual channels within these bands will exceed
1 gigabit/s in the near future.

3.5.4 Rain signal-scatter measurement

The off-axis beam of the 7-meter antenna points toward a geosta-
tionary orbit position that is currently not occupied but could be occu-
pied in the future. Beacon signal scattered by rain or other atmospheric
phenomena into the off-axis beam represents a potential interference
mechanism between the COMSTAR orbit position and the unoccupied
orbital position along the off-axis beam. Measurement of the off-axis
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beam signal amplitudes determines crosstalk levels and thus limitations
on orbital spacing between satellites that may result from scattering of
signal by the rain or other atmospheric phenomena.

3.6 Performance

Performance of the individual subsystems in the Crawford Hill
propagation experiment is described in the previous sections and in the
following papers.8® This section summarizes overall performance of the
Crawford Hill main receiving facility working with the COMSTAR beacon
at 95°W.

Clear-air signal-to-noise (S/N) ratios measured on cold low-humidity
winter days are 60 and 59 dB for 19-GHz H and V polarizations and 61
dB for the 28-GHz carrier. These values are ratios of average signal power
to average noise power measured at the narrow-band IF outputs.

Figure 8 shows antenna patterns made by scanning the seven-meter
antenna past the beacon and recording the logarithmic amplitude de-
tector outputs. In Fig. 8, the lowest three curves, A19XV, A19XH and
A28XYV, are the cross-polarized signals from receiver channels with 1.0-,
1.0-, and 1.5-Hz 3-dB IF bandwidths, respectively; the upper curves,
A19V and A28V, are the copolarized signals from receiver channels with
10- and 15-Hz 3-dB 1F bandwidths. The main beam of the A19H curve
lies on top of the A19V curve and A19H sidelobes are all within a few dB
of A19V sidelobes. The maximum values of cross-polarization discrim-
ination, i.e., the cross-polarized signal level relative to the copolarized
signal level at all points within the 3-dB beamwidths are XRV19 < 41
dB; XRH19 < 36 dB and XRV28 < 45 dB. Differential phase ¢19V-H
is an indicator of the accuracy of alignment of the phase centers of the
7-meter antenna feeds. The differential phase varies <£1.2° over the
3-dB beamwidths. Scans in planes other than the principal planes (azi-
muth and elevation) are similar.

These antenna pattern measurements illustrate the combined per-
formance of the beacon antennas and the 7-meter antenna. The mea-
surements also demonstrate the capability of the receiver to maintain
frequency lock and polarization switch synchronization through deep
signal fades (antenna nulls) and to measure the low cross-polarized signal
components to levels of the order of 70 dB below the clear-air copolarized
signal levels.

Signal amplitudes vary less than £0.3 dB and differential phase varies
less than +2° over several weeks. Most of this variation has a diurnal
cycle. Day-to-day repeatability is within measurement resolution. Re-
sidual cross-polarized signal levels change with a diurnal cycle that also
changes slowly with time, apparently due to change in the orientation
of the satellite with respect to the sun. Day-to-day repeatability of
cross-polarized signal levels are within £0.2 dB.
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RELATIVE GAIN IN DECIBELS

ELEVATION DEGREES

(a) Elevation scan.

Fig. 8—Crawford Hill 7-meter antenna scans of the COMSTAR beacon at 95°W made
with the Crawford Hill main facility receiving electronics. Note that the worst first sidelobe
is 22 dB down and that all others are at least 27 dB down. Sidelobe levels approach 40 dB
down 1° off beam axis. Cross-polarized signals 19XH, 19XV, and 28XV remain more than
38 dB below on axis copolarized signals throughout. Cross-polarization discrimination
is better than 36 dB throughout the 3 dB beamwidths. Receiving electronics follow signals
through antenna nulls.

IV. CONCLUSIONS

Continuous transmission at 19 and 28 GHz from the COMSTAR bea-
cons in geosynchronous orbit are providing unique opportunities for
gathering propagation information needed for designing future high-
capacity satellite communication systems. An extensive receiving facility
at Crawford Hill, New Jersey, comprising a precision 7-meter-diameter
antenna and sophisticated receiving electronics, is providing a detailed
look at propagation effects such as attenuation, depolarization, coherence
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(b) Azimuth scan.
Fig. 8 (continued)

bandwidth and signal scatter that are usually related to atmospheric
precipitation. This facility receives on two orthogonal linear polarizations
at the two beacon frequencies. In clear weather when atmospheric at-
tenuation is minimal, the signal-to-noise ratio when receiving the beacon
at 95°W is 60 dB. Phase differences and amplitudes are measured for
all signals and for their cross-polarized components. Cross-polarization
isolations are >35 dB throughout the entire antenna beams to the —3-dB
beam edges.

Bell Laboratories receiving facilities in Georgia and Illinois are col-
lecting information on signal attenuation and diversity in other climatic
regions. Additional propagation information is being collected by non-
Bell experiments at other locations.
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The Crawford Hill 7-Meter Millimeter Wave
Antenna
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A 7-meter offset Cassegrainian antenna with a precise surface has
been built and tested. Measurements using a terrestrial source were
made and compared with calculations for 19, 28.5, and 99.5 GHz. Low
sidelobe level (S —40 dB) at one degree off the main beam and low cross
polarization (< —40 dB) throughout the main beam are achieved using
a quasi-optical 19/28.5-GHz feed system that also demonstrates verv
low multiplexing loss (~0.1 dB). The prime-focus gain measurement
at 99.5 GHz found the difference between the measured and calculated
gains to be (0.79 £ 0.45) dB, which is consistent with the expected rms
surface error (~0.1 mm). Multiple-beam operation accommodates both
propagation experiments with the COMSTAR beacons at 19 and 28.5
GHz and millimeter wave radio astronomy observations without
physical disturbance of equipment.

I. INTRODUCTION

The Crawford Hill 7-meter antenna (Fig. 1) was built for propagation
measurements with the COMSTAR beacons at 19 and 28.5 GHz, and for
radio astronomy at frequencies from 70 to 300 GHz. It demonstrates that
low sidelobes and high cross-polarization rejection can be obtained in
an earth station antenna serving several satellites simultaneously. The
antenna will also serve as a test bed for future propagation and antenna
measurements.

The main part of this paper is contained in the following three sections.
Section II describes the 7-meter antenna starting with the initial re-
quirements. Section III gives a detailed description of the 19/28.5-GHz
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Fig. 1—The 7-meter offset Cassegrainian millimeter wave antenna. The subreflector

is mounted below antenna aperture, and key structural parts are covered with insula-
tion.

feed system for the COMSTAR beacon experiment. Section IV describes
measurements of the completed antenna at 19, 28.5, and 99.5 GHz using
terrestrial sources on a tower at a distance of 11 km.

Il. DESCRIPTION

2.1 Requirements

The major requirements imposed by the satellite beacon experiment
on the 7-m antenna are for cross polarization to be less than —35 dB
within the main beam, sidelobes to be below —40 dB at 1 degree or more
from the main beam, multi-beam operation to be possible, and perfor-
mance in all weather to be good, especially during summer thunder
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showers. The attainment of at least minimal performance at the high
end of the radio astronomy band further requires a surface accuracy of
0.1-mm rms and a maximum pointing error of 10” arc. The expectation
of performing beam-feed experiments and of possibly accommodating
large cryogenically cooled radio astronomy receivers made it desirable
to provide for a Nesmyth focus (feed along the elevation axis) in addition
to the Cassegrainian focus.

The requirements for low sidelobes imposes severe limitations on the
amount of aperture blocking that can be tolerated.! Thus, an offset
paraboloid was chosen with almost no aperture blockage. This can be
made compatible with the cross-polarization and multibeam require-
ments by choosing a sufficiently large secondary focal ratio.%-34 An ad-
ditional benefit of the offset design is a large return loss. The low sidelobe
requirements also place restrictions on the allowable surface errors. The
magnitude of the allowable errors depends on their correlation lengths
and the angles at which sidelobes can be tolerated, but a tolerance of
about 0.01\ is needed to avoid degradation of the far sidelobes.5 Thus
a surface tolerance of 0.1-mm rms was chosen to simultaneously satisfy
the sidelobe requirements at 30 GHz and allow radio astronomical op-
eration in the 200 to 300 GHz band.

The main reflector has a focal length of 6.5659 m. It is offset such that
its bottom is 1.2074 m above the reflector axis. The subreflector is a 1.2-m
by 1.8-m oval portion of a hyperboloid offset 8.258 cm above its axis (Fig.
2). It has focal lengths of 0.8697 m and 5.2262 m giving a magnification
ratio of 6.01. The central ray from the feedhorn to the subreflector makes
an angle of 6.828 degrees with the axis and the illumination cone has a
half angle of 5.06 degrees. The main reflector is subtended by a circular
cone of 26.75-degree half angle, and the axis of the cone makes an offset
angle of 37.26 degrees with the axis of the main reflector. The geometry
results in a blocking of 4.4 ¢m of the main reflector by the subreflector
and an expected contribution to the cross-polarization level of —56 dB
in the main beam region, well below the required level.

The narrow beam pattern required for the feed is the main price which
must be paid for the advantages of a large effective F/D ratio. Small-
cone-angle corrugated horns have been rejected for both radio astronomy
and propagation feeds because of their excessive length. In the radio
astronomy feed, cryogenically cooled receivers are in use, and the best
performance is obtained by cooling the feedhorn with the receiver and
radiationally coupling out of the Dewar. Thus, a small-cone-angle horn
would not only be a large mass to cool, but a large low-loss Dewar window
would be difficult to make. Instead, a quasi-optical feed systemS is used
for radio astronomy to couple a small corrugated horn in the receiver
Dewar to the 7-meter antenna. This feed system incorporates image
rejection, local oscillator injection, and calibration.
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Fig. 2—The subreflector with a machined aluminum surface of 20 um rms. The oval
shape is provided for azimuthal off-axis beams.

In the case of the 19/28.5-GHz propagation feed, the two widely sep-
arated frequencies would lead to problems with frequency-dependent
phase patterns of a single corrugated feed and with higher order modes
generated in a low-loss waveguide polarization diplexer. These problems
were circumvented by using quasi-optical methods? for both polarization
and frequency diplexing as shown in Fig. 3. Four launchers, each con-
sisting of an offset ellipsoid and a corrugated horn, are used, each for a
single frequency and polarization. A quasi-optical frequency diplexer®
first combines two frequencies at each polarization, then a polarization
grid® combines and simultaneously cleans the two orthogonal polariza-
tions. A 45-degree mirror finally reflects the combined beam to the
subreflector, leaving adjacent areas in the focal plane available for other
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Fig. 3—Sketch of a 19/28.5 GHz dual-polarization feed system. The beam from the
subreflector passing through the entrance aperture is first split by the polarizer and then
subdivided by two frequency diplexers.

receivers. This feed system was first tested on axis, but operates in a
position to produce a beam 0.5 degrees off-axis in azimuth, leaving the
on-axis feed position free for the higher frequency radio astronomy feed.
This off-axis operation results in very little degradation in the antenna
pattern.

Past experience has shown that, after aging, radome surfaces hold
thick water films during rain, causing large microwave attenuation.!0
The 7-m antenna was therefore designed without a radome, but with
thermal insulation of critical parts of the structure to allow operation
in the sun without significant degradation of pointing or surface accu-
racy. The support structure affords stiffness sufficient for operation at
30 GHz in winds up to 70 mph.

2.2 Mechanical description

The mount for the 7-m antenna is a conventional elevation-over-azi-
muth design with a single 2-m diameter cross-roller azimuth bearing and
a yoke holding the elevation bearings. The elevation moving structure
is built around a steel box girder. One end of the girder has a 32-cm bore
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spherical roller bearing. The other end has a 1.4-m bore radial roller
bearing sized to provide a 1.2-m diameter path to the side cab from the
vertex area. The surface of the box girder facing the subreflector has a
1.6-m opening for the RF beam, completing the path from the subre-
flector to the elevation axis. A truss girder above the box girder supports
the nine steel trusses that are radial to the axis of the main reflector and
support its surface panels. The center truss is the longest and has been
made deeper than the others by connecting its outer member to the ele-
vation wheel support structure. The stiffness of the other trusses was
adjusted using computer calculations so that gravity and wind deflections
are expected to introduce mainly pointing errors with only small de-
viations of the antenna surface from its parabolic shape.

The 27 surface panels are arranged in four approximately equal width
rings. The panels are A356 aluminum castings containing 17-cm deep
ribs on the back side near the edges. These are joined by 9-cm deep ribs
running in the circumferential direction with spacings of approximately
30 cm. The castings were tempered to T51, rough machined on a nu-
merically controlled milling machine, stress relieved, and then machined
to the final contour on the same machine. The manufacturer tested all
the panels on his milling machines and found the surfaces to be accurate
to better than 50-um rms with an average value of about 40 um. One of
the early panels was tested on a Portage measuring machine and was
found to have the same rms error (37 um) as determined by the manu-
facturer. It was then subjected to 10 rapid temperature cycles from
—40°C to 60°C and back. Remeasurement on the Portage machine
showed that the surface error had increased to 50-um rms.

After machining, the panels were cleaned and painted with a 30 to
50-um coat of an Alkyd base, TiOs pigment, flat white paint. After final
alignment of the panel corners to the alignment template (see below),
five panels near the center were measured against the template on an
18-cm grid. One of these panels was found to have a much larger surface
error (100-um rms) than expected with one bad area and a general warp.
A visual inspection showed this bad area to be by far the worst on the
antenna. However, it is only a small contribution to the total surface error
of 100-um rms.

The panels are held to the back-up structure by 2.54-cm diameter
adjusting bolts. At the panel end, these bolts attach to machined pads
in the corners of the peripheral ribs with ball and socket joints to avoid
transmitting torques to the panels. These adjusting bolts are perpen-
dicular to the surface and bend to take up the differential expansion
between the aluminum panels and the steel backup structure.

Alignment of the surface panels was accomplished using a sweep
template (F'ig. 4) for reference. This was done under a tent with the an-
tenna in the vertical look position, before installing the subreflector
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Fig. 4—Panel alignment template mounted in place of subreflector support tower above
’17) -me{ger kreflector prior to installation of tent. The template consists of two sections joined
y a link.

support tower and the vertex equipment room. The alignment template
was machined in two parts, each of which has a reference hole at each
end. The reference holes at the outer end of the inner template and the
inner end of the outer template are at the same height and were joined
by an accurate link. A counterweighted boom built on an adjustable
vertical bearing supported the template. Another link adjusted the inner
hole of the inner template to the correct radius from the rotational axis.
Before each use, the vertical axis was set using an electronic tiltmeter,
and the four template reference holes were set to their required relative
height using gravity-oriented links on an optical level. Twelve trans-
ducers were attached to the template at radii corresponding to the panel
mounting screws. They were referred to the accurate bottom surface of
the template and used to measure panel corner positions.

The subreflector support structure has been kept well below the axis
of the main reflector, especially near the secondary focus. This, coupled
with the oversized subreflector, allow beams up to 2 degrees off axis in
azimuth or 1 degree in elevation to be launched from the vertex equip-
ment room. The subreflector itself is a machined aluminum casting of
the same material and temper as the panels. It was machined on a vertical
lathe and has a measured surface accuracy of 20-um rms.
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Computer calculations of thermal distortions of the structure coupled
with temperature measurements on a test fixture showed that the sun
shining on the structure from some angles would produce unacceptably
large pointing and surface errors if the only thermal control were white
paint. A strategy was adopted of insulating much of the structure and
circulating ambient air through the critical volumes. The back of the
surface panels has been sprayed with foam and the remainder of the main
reflector backup structure enclosed by 5-cm-thick foam panels. A large
blower floods this insulated volume with ambient air. The main members
of the subreflector support structure are made of 10.16-cm-square steel
tubing and are insulated. Ambient air is blown along them by blowers
in the elevation girder. Most of the remaining steel structure is covered
by 5-cm-thick panels of foam to increase thermal time constants, but
no air circulation is provided.

In addition to shielding the backup structure from solar heat, the in-
sulation of the back of the main reflector surface panels reduces the heat
flux through the panels and hence the steady-state temperature differ-
ence between their surface and ribs. The penalty, however, is an increase
(~2X) in the temperature rise of the surface panels in the full sun. This
uniform temperature rise has the same effect as an absolute temperature
change on the differential thermal expansion between the steel backup
structure and the aluminum panels. It causes the panels to expand or
contract in a direction parallel to the surface of the paraboloid defined
by the backup structure. This has an almost negligible effect on the
performance of the antenna. Warping of the panels due to thermal gra-
dients perpendicular to their surface or thermal warping of the backup
structure is much more important.

Two equipment rooms are on the antenna structure (Fig. 1). The
vertex equipment room and the hollow elevation girder behind it pro-
vides a mounting space for receivers at the Cassegrainian focus. They
move in elevation angle with the antenna. A double window of 50-um
Mylar* sheet allows RF energy to pass into this area with negligible loss
(~0.1 dB) at 100 GHz. The side cab is provided for the Nesmyth focus.
It moves only in azimuth. At present, it contains only receiver support
equipment and the main elevation cable wrap. An 8-m by 6-m control
building 15 meters from the antenna contains the rest of the receivers,
the control computer, and a work area.

The volume under the azimuth bearing contains the azimuth cable
wraps. A maypole wrap is used for most of the cables, but an auxiliary
clock spring wrap carries the phase-sensitive RF cables.

The drive for each axis uses a single bull gear with two motors con-
nected to separate speed reducers and pinions. The amplifiers for the
two motors are biased so that, for low torque output, they torque in op-

* Registered trademark of E. I. Dupont.
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posite directions to eliminate backlash, but when more than 15 percent
of the maximum torque is required the opposing motor reverses. Each
of the four dc motors is rated at 3 horsepower with phase control exci-
tation. The gearing is chosen to give a slew speed of 1 degree/s in eleva-
tion and 2 degree/s in azimuth with 1 degree/s? acceleration in both axes
and the ability to hold position or drive to the stow position in a 70-mph
wind. This gearing results in the motor inertia dominating the antenna’s
inertia. Each motor has a brake with the same torque rating as the motor.
When the drive system returns to standby from an active condition, the
brakes are set before the motors relax so that the anti-backlash preload
of the gear system is maintained.

The analog portion of the drive system is set up as a velocity control
loop. Each drive motor has a tachometer generator. The sum of the ta-
chometer signals is used in the main feedback loop, and the difference
is used to damp possible oscillations in which the motors move in op-
posite directions.

Each axis has a direct drive Inductosyn* system which has an angular
accuracy of 0.001 degree and a resolution of 21 bits. The antenna’s
minicomputer reads the position of each axis every 10 ms, subtracts it
from the desired position, and applies the scaled difference to the drive
system as a velocity command. Drive system overshoots are minimized
by compressing the gain of the feedback loop within the computer by
a factor of 4 for command velocities greater than Y4 of the maximum
velocity. This strategy keeps the commanded velocity below the decel-
eration limit of the drive system when approaching the final position.
When a source is tracked that moves at the sidereal rate or slower, the
servo error has not been observed to exceed 0.001 degree with winds up
to approximately 50 mph.

IIl. 19/28.5 GHz DUAL POLARIZATION FEED SYSTEM
3.1 Quasi-optical diplexers

The polarization diplexer (see Fig. 2) is simply a polarization grid made
by photo-etching a copper-covered Mylar sheet. Copper strips 0.25-mm
wide and 0.018-mm thick are spaced 0.25-mm apart on a Mylar sheet
0.013-mm thick. The grid is mounted on an aluminum supporting frame
with an oval-shaped aperture of 33.02 cm by 48.26 cm. To achieve a flat
grid, the supporting frame is made of jig plate instead of regular alumi-
num stock, which shows warping after machining. The plane of the grid
is oriented at 45 degrees with respect to the incident beam from the
subreflector. The conducting copper strips are perpendicular to the plane
of incidence to avoid cross-polarized radiation® for both transmitting
and reflecting orthogonal polarizations being diplexed.

* Registered trademark of Farrand Industries, Inc.
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Fig. 5—Transmission of a double-self-supported frequency diplexer (see Fig. 3) with
the indicated dimensions of the grid mask at 6.3 mm spacing and 45-degree angle of inci-
dence for two polarizations.

Each of the two frequency diplexers is a pair of self-supported grids
made of beryllium copper 75-um thick. The 6.3-mm spacing between
the girds is maintained by mounting on opposite sides of an aluminum
frame with an oval aperture of 30.5 cm by 45.7 cm. Figure 2 shows that
the polarization for Feeds No. 1 and No. 3 is perpendicular to the plane
of incidence at the frequency diplexer, while that for Feeds No. 2 and
No. 4 is parallel to the plane of incidence. The transmission character-
istics for both polarizations and the dimensions of this double-self-
supported grid are given in Fig. 5, which has been taken from Arnaud
and Pelow’s article.® The measured insertion losses for both transmitting
19.04 GHz and reflecting 28.56 GHz are less than 0.1 dB. Figure 5 also
shows essentially perfect transmission and rejection frequency bands
of well over 2 GHz each. This performance should be compared with a
minimum insertion loss of 0.2 dB and a 2-GHz band loss of up to 1 dB
for a typical waveguide diplexer at 19 and 30 GHz.

Several alternate quasi-optical frequency diplexers were tested. For
a large (45-degree) angle of incidence, none of them achieved the desired
transmission (—0.1 dB) and rejection (—20 dB) simultaneously for fre-
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Fig. 6—The 19(28.5)-GHz conical corrugated horn and its hybrid mode launcher.

quency bands in the ratio of 1.5 to 1. A single gridded Jerusalem-cross
diplexer® showed a transmission loss of 0.2 dB at 19 GHz for the polar-
ization perpendicular to the plane of incidence and a rejection of only
—10 dB at 28 GHz for the polarization parallel to the plane of incidence.
When Mylar substrates were added to the double self-supported grid
for improving its mechanical strength, transmission losses of 0.4 and 0.2
dB were observed at 19 GHz for the perpendicular and parallel polar-
izations.

The mechanical resonance frequency of the quasi-optical grids has
been measured to be around 80 Hz, which is well above the passband of
the baseband data in the COMSTAR beacon experiment.

3.2 Corrugated horns

Four corrugated horns (two each at 19 and 28.5 GHz) were constructed
to illuminate the offset elliposids. The dimensions of the 19-GHz cor-
rugated horn are illustrated in Fig. 6, where the numbers inside the
parentheses are essentially scaled designs for 28.5 GHz. They are
shortened versions of a very long corrugated horn built by Dragone.!?
The impedance matching between the smooth wall of the circular
waveguide and the quarter wavelength slots of the corrugated horn is
provided by a linear taper from half-wavelength corrugations that behave
like a conducting surface. The 19-GHz transition from 1.27-cm diameter
circular waveguide to 1.067 cm by 0.432 cm rectangular waveguide is
hardware from the DR-18A terrestrial 18-GHz digital radio system. This
transition consists of a tapered section from circular to square shape and
a quarter-wavelength transformer. The 28.5-GHz transition from
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Fig. 7—Measured radiation patterns of 28.5-GHz corrugated horn. Rotation center 1.42
cm behind horn aperture.

0.846-cm diameter circular waveguide to 0.711 ¢cm by 0.356 ¢cm rectan-
gular waveguide was also similarly designed. The measured return loss
of all horns is better than 35 dB at the beacon frequencies 19 GHz and
28.5 GHz, and remains better than 31 dB over a 2-GHz band.

The measured far-field radiation patterns of the corrugated horns are
shown for 28.5 GHz in Fig. 7, which are in excellent agreement with the
calculations. The measured patterns at 19 GHz are essentially the same
as those in Fig. 7, with the phase center located at 2.13 cm behind the
horn aperture. The offset ellipsoid intercepts the horn radiation in the
Fresnel region. It is difficult to measure the radiation pattern at a dis-
tance corresponding to the ellipsoid location. However, the calculated
20-dB half-beamwidth of the Fresnel zone radiation pattern is 2 degrees
broader than those of the far-field patterns, and will be the same as the
28-degree half-cone angle of the ellipsoid subtended at the focus as shown
in Fig. 8.

3.3 Offset ellipsoids

To be mirror-imaged at the Cassegrainian focal region (secondary
geometrical focus of the subreflector for the on-axis case), the common
phase center of the four offset launchers should be located in the middle
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Fig. 8—Schematic diagram of the 19(28.5)-GHz offset ellipsoid.

of the feed box as shown in Fig. 9. Therefore, ellipsoids instead of para-
boloids were used in the design of the feed system. One notes that a small
movement of the phase center can be accomplished by the defocusing
of a paraboloid. However, to place the phase center at a considerable
distance in front of or behind a reflector with a small F/D ratio, an el-
lipsoid or a hyperboloid should be used. The design of an offset launcher
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Fig. 9—Top view of vertex equipment room which has a height of 2.3 m and moves with
the antenna.
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was started with estimates by Gaussian beam approximation!2-14 and
finalized by computer simulations which were essentially numerical
integration of diffraction integrals,215 assuming various design param-
eters.

Dimensions of both 19-GHz and 28.5-GHz offset ellipsoidal launchers
are given in Fig. 8. Since the distance between the phase center and the
28.5-GHz elliposid is much greater in wavelengths than that of 19 GHz,
the 28.5-GHz ellipsoid has larger size and greater curvature than a scaled
version of the 19-GHz ellipsoid. The offset ellipsoid is subtended by a
circular cone at the focus. The offset angle of the feedhorn axis is 3 de-
grees greater than that of the cone axis; thus approximately equal illu-
mination taper can be achieved on the top and bottom edges of the re-
flector. The intersection of an ellipsoid and a circular cone subtended
at one focus is a plane ellipse subtended by another circular cone at the
other focus. The radiating beam from the ellipsoid will lie along the latter
cone axis which deviates from the major axis of the ellipse by 4.16 degrees
at 19 GHz and 5.28 degrees at 28.5 GHz. Aluminum jig plates 2.54-cm
thick are first cut into ellipses of 32.41 by 30.43 cm and 23.85 by 22.40
cm; then they are positioned and oriented correctly with respect to el-
lipsoidal axes for computer-controlled numerical machining.

3.4 Mechanical mounting

All the components are mounted in an L-shape frame of 106.7 X 106.7
X 61 cm as illustrated schematically in Fig. 2. The frame is made of
structural aluminum angles with sufficient diagonal bracing to insure
rigidity without blocking the radiating beams. The mounting of corru-
gated horns and offset ellipsoids was designed to allow adjustment for
positioning, orientation, and focusing.

Owing to the uncertainty of the orbital position assignment for the
COMSTAR satellite, the polarizations of the beacon signals were not
precisely given. Therefore physical rotation of the feed frame around
the beam axis is needed to match an arbitrary pair of orthogonal linear
polarizations.* This required rotation is accomplished by a thrust ball
bearing with 33-cm diameter circular opening in the front and a floating
bearing in the back. These bearings are mounted on an aluminum sup-
porting frame as shown in Fig. 10. This bearing mount is directly at-
tached to steel I-beams through holes in the floor of the vertex equipment
room of the 7-m antenna. The connection between the bearing mount
and the steel I-beam allows differential thermal expansion between the
indoor aluminum structure and the outdoor steel structure.

* This rotation is also needed for calibrating the amplitude and phases of the cross-
polarized signals received from the satellite beacons.
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Fig. 10—A 19/28.5 GHz duo-polarization quasi-optical feed system (see Fig. 3) for the
beacon measurements.

The 45-degree flat mirror, which consists of a 0.794-cm-thick alumi-
num jig plate, is mounted in front of the 33-cm bearing opening as shown
in Fig. 9. Both azimuth and elevation orientations of the mirror can be
adjusted around its center to facilitate experimental search for proper
illumination of the subreflector. An oversized mirror of 38.10 by 53.34 .
cm oval shape was used in the initial measurents of the 7-m antenna.
However, a smaller mirror of 30.48 by 43.18 ¢cm shows very little trun-
cation effect and is used in the beacon propagation experiment.

3.5 Measured results of the feed system

The design objective of the feed system is for each of the four offset
launchers to illuminate the subreflector with a spherical wave of 15 dB
taper over a 10-degree sector from a common phase center, with very low
cross-polarized radiation as well as very low insertion loss of the quasi-
optical diplexers. T'o achieve and demonstrate the desired performance,
we aligned the components through pattern measurements in an ane-
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Fig. 11a—Measured radiation patterns of Feed No. 1 at 19 GHz (see Fig. 3).

choic chamber. To simulate the illumination of the 7-m offset Cassegrain
antenna, the distance between the transmitting source horn used in the
pattern measurements and the phase center of the receiving feed system
was the same (526 cm) as that between the subreflector and its geo-
metrical focus. Mechanical alignment was established before electrical
measurements.

The measured insertion loss for a quasi-optical polarization or fre-
quency diplexer was found to be 0.1 dB or less in each case. Amplitude
and phase patterns were measured with respect to the common rotation
center and the common optical boresight. After a few iterative adjust-
ments of orientations and locations for both corrugated horn and ellip-
soid, good agreement between measured and calculated patterns was
achieved for each offset launcher. In particular, the measured patterns
verified the calculated beamwidth, the effective phase center of the offset
ellipsoids, and the approximate pattern symmetry predicted in the

asymmetrical offset plane.
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Fig. 11b—Measured radiation patterns of Feed No. 3 at 28.5 GHz (see Fig. 3).

The final measured patterns of Feeds No. 1 (19 GHz) and No. 3 (28.5
GHz) are shown in Fig. 11 for both E and H planes. Essentially identical
measured patterns were obtained for the orthogonally polarized pair of
Feeds No. 2 (19 GHz) and No. 4 (28.5 GHz). Following the nomenclatures
used for horn reflector antennas, the longitudinal plane is the asym-
metrical offset plane which divides the ellipsoid into two symmetrical
halves and the transverse plane is the orthogonal principal plane. The
measured phase patterns are less than £5 degrees from a common
spherical phase front while the measured amplitude patterns are within
+0.5 dB of perfect coincidence over the 15-dB pattern-width illumi-
nating a 10-degree sector with respect to the common boresight. The
cross-polarized radiation remained below —45 dB for all directions. It
was found necessary to cover both the transmitting horn and the front
bearing mount of the receiving feed system with absorbers to avoid ex-
cessive interactions. The ripples in the measured phase patterns of Fig.
11 were identified as the effects of the residual interactions.
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The measured phase patterns of Fig. 11 imply an alignment accuracy
of about Y;99o beamwidth among the beams for the beacon receiver of the
7-m antenna. One notes that any moderate asymmetry or misalighment
of the amplitude pattern of the feed system, which has little effect on
the beam-pointing accuracy, can be tolerated in a communication sys-
tem. However, good alignment of the feed amplitude patterns is essential
to the stability of the differential phase between the beams of the 7-m
antenna.

After the alignment measurements, the RF stages of the receiver1® for
the 19- and 28.5-GHz beacon experiment were mounted on the feed
frame. The alignment was then checked using the beacon receiving
system. Tests were made on the thermal stability of the differential phase
between the two orthogonally polarized 19-GHz feeds. The change of
the differential phase with respect to temperature was about 0.1 degree
per 1°F and could be partially explained by the difference in waveguide
lengths. Local heating of the polarization-diplexing grid shows a 0.2-
degree change of the differential phase.

Since the calibration of the beacon receiver makes use of the rotation
of the feed frame around the beam axis, the behavior of the differential
phase during this rotation was examined. When the two orthogonal
linearly polarized incident waves are of comparable magnitude (i.e., when
the transmitting polarization is oriented at roughly 45 degrees with re-
spect to the orthogonal polarizations of two 19-GHz receiving feeds), the
measured differential phase remains essentially constant (within 0.1
degree) over a 10-degree rotation of the feed frame around the beam axis.
When the two orthogonal linear polarizations are of vastly different
magnitude, the measured differential phase can involve a substantial
error because of a phase quadrature component arising from cross-po-
larization coupling. Even a polarization grid cannot effectively dis-
criminate against an incident cross polarization of a magnitude much
greater than that of the in-line polarization.

IV. MEASUREMENTS OF THE 7-METER ANTENNA

4.1 Transmitting sources

To measure the gain and radiation patterns of the Crawford Hill 7-m
antenna, a weatherproof box, which contains transmitting sources at 19,
28.5, and 99.5 GHz was placed on an AT&T Long Lines tower at Sayre-
ville, N.J., approximately 11 km from Crawford Hill. Two horn-lens
antennas with polarization grids (providing cross-polarization dis-
crimination better than 50 dB) are used for vertical and horizontal po-
larizations at the lower frequencies. Each antenna has a frequency di-
plexer and can transmit 19 and 28.5 GHz. Waveguide switches inde-
pendently control the polarization or turn off each transmitter. The
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Fig. 12—Terrain profile of boresight range for 7-meter antenna.

antenna gains are 30 and 33 dB with half-power beamwidths of 6.5 and
5 degrees at 19 and 28.5 GHz, respectively. The sources at 19.04 and 28.56
GHz are 100-mw Gunn oscillators.

An antenna consisting of two cylindrical reflectors!” with a dual-mode
feed and a vertically polarized grid is used to transmit a 99.5-GHz signal
from a 10-mw IMPATT source with only about 50-KHz FM noise. The
oscillator is connected through an isolator directly to the feed horn. The
antenna has a gain of 41.5 dB with a half-power beamwidth of 1 degree
in the elevation plane.

Because of the distant location, the source box is remotely controlled
from Crawford Hill. The beams from three source antennas were initially
co-aligned before installation on the Sayreville tower. The expected
power received by the 7-m antenna was about —30 dBm at all three
frequencies.

4.2 Probing measurements of the incident field

In evaluating measured results of a large aperture antenna, it is nec-
essary to know the field distribution incident on the aperture from a
distant transmitting source. The path profile of the Sayreville to
Crawford Hill measuring range is shown in Fig. 12. Although the well-
elevated transmitting and receiving sites provide a clear line of sight,
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there still exist potential reflectors and scatterers of the millimeter-wave
energy transmitted from Sayreville. A carriage and radial track mech-
anism was designed to permit a probe antenna to be moved along a di-
ameter of a circular aperture to obtain field amplitude measurements.
The incident field along four diameters of the 7-m aperture with 45-
degree angular separation was scanned for each of the five possible states
of transmission, i.e., vertical and horizontal polarizations at both 19 and
28.5 GHz and vertically polarized 99.5 GHz. Each scan was made twice
to check on repeatability.

Figure 13 shows sample segments of scan pairs for all five transmis-
sions. The good duplications of fluctuations at 19 and 28.5 GHz indicate
that the systematic deviations in the field are results of specular re-
flections and diffractions. At 99.5 GHz, very little correlation exists
between scans on a given diameter. Here the fluctuations are mostly
atmospheric scintillations rather than terrain reflection. One notes that
the 99.5-GHz transmitting antenna at Sayreville has a much narrower
beamwidth than those of lower frequencies and the electrically rougher
terrain is much less specular.
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The spatial variations of the scan data suggest that most of the scat-
tering comes at large angles with respect to the transmission path. This
observation has been indeed confirmed by angular spectra obtained from
a Fourier transform of the data. Hence, the terrain reflections should
be negligible in the received power of the 7-m antenna pointing directly
toward the transmitting source. The effect on the measured patterns
will be only minor disturbance on sidelobes in the elevation plane at 19
and 28.5 GHz when the antenna is pointing below the source.

The received power in a gain-standard horn, which has a gain of the
same order as that of our probe horn, will exhibit similar fluctuations
across the aperture as those of Fig. 13. Since the fluctuations at 99.5 GHz
are mostly atmospheric scintillations, the uncertainty arising from this
fluctuation can be suppressed by taking an average of a number of
comparisons between the gain standard and the 7-m antenna. However,
at 19 and 28.5 GHz, the fluctuations are caused by terrain reflections;
to reduce the uncertainty here, an average needs to be taken of numerous
horn locations over the aperture. Analysis of the data resulting from
probing measurements indicates that scanning the horn over a 1.4-m
aperture segment gives a standard deviation of 0.4 dB at 19 GHz and 0.34
dB at 28.5 GHz.

4.3 Prime focus measurements

To provide an evaluation of surface tolerance as well as to locate the
primary focal point of the 7-m reflector for subsequent installation of
the subreflector, we first conducted 99.5-GHz prime focus measurements
using a dual-mode feedhorn with 20-dB taper at the reflector boundary.
The measured feed patterns are shown in Fig. 14. The focal region was
probed with the feed until the best patterns were obtained. The mea-
sured patterns in the azimuth and elevation planes are shown in Fig. 15
together with the calculated pattern envelope assuming a perfect re-
flector surface.? The calculated patterns are approximately the same
for azimuth and elevation. Expanded patterns not shown here indicated
good agreement between measured and calculated half-power beam-
widths (0.032 degree); however, the measured sidelobe levels are higher
than the calculated values especially in the elevation plane. It is of in-
terest to note that only near sidelobes in the elevation plane are higher
than the corresponding lobes in the azimuth plane, whereas the far
sidelobes in the two planes are essentially similar. Furthermore, the
measured far sidelobe levels are consistent with an rms surface roughness
of 0.1 mm. The excessive near sidelobe level in the elevation plane ap-
pears to be caused by a surface distortion of large-scale size. Since the
reflector panels were set using a two-section template, a relative mis-
alignment of these two sections could cause the elevation patterns we
observed. This conjecture has been confirmed by pattern calculations
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Fig. 14—Measured patterns of 99.5-GHz dual mode horn (0.98-cm diameter aperture)
for prime-focus feed.

assuming a relative displacement (~0.15 mm) between two sections of
the template.

Gain measurements of 99.5 GHz for the 7-m offset reflector using
prime focus feed were made by comparison with a calibrated gain stan-
dard.18 The comparisons were made at various times of day to obtain
some estimate of the effects of scintillation. A time constant of about
1 s was used in the measuring set to smooth out the scintillation. Mea-
surements indicate that gain variations due to diurnal variations of
scintillations are generally less than about 0.2 dB. This observation has
been also confirmed by the repeatability of measured patterns. A mea-
sured gain of 74.63 £ 0.45 dB was obtained from a sample of 10 com-
parisons with the gain standard taken on a clear quiet evening shortly
after sunset.

The comparisons were made by measuring the difference in signal
received by the gain standard (30.77 dB) and the 7-m antenna padded
by a calibrated attenuator (40.05 dB). The error estimates of £0.45 dB
were obtained from the root-sum-square of the 3¢ random errors: 0.14
dB for the calibrated attenuator, 0.16 dB for the gain standard, and 0.40
dB for the sample mean of 10 comparisons.

The theoretical gain of the antenna at 99.5 GHz having no roughness

1278 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1978



0
~10
20 L N AZIMUTH
e \ ===~ ELEVATION
- ]
N \I eeeese CALCULATED ENVELOPE
o _30 |- A~ ' FOR PERFECT SURFACE
© PO AY
o AN
- K [} ~ /\‘
AL ‘,‘ URSy)
—-40 n J"\u‘ ! * .
Iy »
i A . * A
A AT ANA
-50 ;‘l | ¥ ..- ’-.. “. A |‘
. [
—60 Mo By T et Py by Peg sy Y
+1.0 +0.5 0 -05 -1.0
DEGREES

Fig. 15—99.5-GHz scan over a 2 degree range measured with prime-focus dual-mode
feed of 20-dB taper. The difference between measured far sidelobe levels and the calculated
pattern envelope for perfect surface is consistent® with 0.1 mm rms surface tolerance. The
higher near-sidelobe level in the elevation plane stems from large-scale surface distor-
tion.

is calculated as follows:

77.26 dB = Area Gain

—1.56 dB = Illumination Taper

—0.08 dB = Spillover

—0.2 dB = Feed Loss (Estimated)

75.42 dB = Calculated Gain for Perfect Surface

Using the formula e=“7¢/N? where ¢ is the rms surface tolerance, we see
the difference between measured and calculated gains, (0.79 % 0.45) dB,
corresponds to an rms roughness of (0.1 & 0.03) mm.

Using a 20-dB taper corrugated horn (see Figs. 6 and 7) as a prime
focus feed, we also measured the patterns of the 7-m offset reflector at
28.5 GHz as shown in Fig. 16. Excellent agreement between measured
and calculated patterns were obtained in the azimuth plane. However,
as with 99.5 GHz, there was a noticeable discrepancy between measured
and calculated sidelobe levels in the elevation plane. The first sidelobe
is —25 dB compared with —16 dB at 99.5 GHz.

The measured gain at 28.5 GHz was obtained by padding the 7-m re-
flector with a calibrated attenuator (39.93 £ 0.05) dB, and comparing
with a calibrated gain standard (24.98 + 0.08) dB.!8 Using 15 different
locations for the gain standard, the measured gain was determined to
be (64.7 £ 0.6) dB. The large 3¢ error limit was the consequence of the
data spread and is consistent with the results of the probing measure-
ments. The expected prime focus gain at 28.5 GHz can be calculated as
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Fig. 16a—Measured 28.5-GHz azimuthal pattern with prime focus feed of 20-dB taper
showing excellent agreement with calculated pattern for perfect surface.

follows: 66.42 dB = Area Gain

—1.56 dB = Illumination Taper

—0.08 dB = Spillover

—0.1 dB = Feed Loss (Estimated)

64.68 dB = Calculated Gain for Perfect Surface

4.4 Subreflector alignment and measured results

The hyperboloidal subreflector is required to be confocal and coaxial
with the paraboloidal main reflector. The primary focal point has been
given by pattern measurements using prime focus feeds. Before instal-
lation of the subreflector, a laser beam was first fixed along the reflector
axis. The subreflector was oriented with the aid of the laser beam re-
flected from a mirror attached to the bottom of the subreflector, centered
on and perpendicular to its axis. The position of the subreflector was
adjusted by interpreting the measured 99.5-GHz patterns until they were
consistent with the prime-focus-fed patterns.

The Cassegrainian feed, used in the 99.05-GHz pattern measurements
of the complete 7-m antenna including subreflector, consists of an offset
ellipsoid and a dual-mode horn. The feed is essentially a scaled model
of the 19-GHz offset launcher in the 19/28.5-GHz duo-polarization feed.
Figure 17 shows that the measured 99.5-GHz feed patterns are almost
the same as those of the 19/28.5-GHz feeds. Thus we can make direct
comparison of measurements on the 7-m antenna at 99.5 GHz with the
19- and 28.5-GHz performance.
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Fig. 16b—28.5-GHz elevation pattern with prime-focus feed of 20-dB taper. The mea-
sured first sidelobe level is —25 dB compared with —16 dB at 99.5 GHz in Fig. 15.
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Fig. 17—Measured patterns of 99.5-GHz Cassegrainian feed consisting of an offset el-
lipsoid and a dual-mode horn.
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Fig. 18—99.5-GHz scan over a 2-degree range measured with Cassegrainian feed of 14-dB
taper and compared with the calculated pattern envelope for perfect surface. The above
patterns are consistent with those of prime-focus feed in Fig. 15.

Measured patterns are found to be insensitive to the location of the
feed phase center as expected from the very long effective focal length
of the antenna. With the feed phase center located on axis, the beam
pointing of the Cassegrainian configuration agrees with that of the prime
focus configuration to within 0.02 degree. Measured 99.5-GHz patterns
are shown in Fig. 18 together with the calculated pattern envelope!® for
comparison. Measured half-power beamwidths agree with calculated
values, whereas measured sidelobe levels are higher than calculated levels
by about the same amount as in the prime focus measurements. Since
the Cassegrainian feed has an illumination taper of 14 dB in contrast with
the 20-dB taper of the prime focus feed, the sidelobe level is expected
to be higher than that of the prime focus configuration. The measured
first sidelobe level in the elevation plane is almost the same for prime
focus and Cassegrainian configurations, because it is dominated by re-
flector distortion rather than illumination taper. It is seen that, as with
the prime-focus case, the discrepancy between azimuth and elevation
patterns is confined to the near sidelobe region, whereas the far sidelobe
levels of two patterns merge together.

Pattern measurements were also taken for each of the four feeds in
the duo-polarization 19/28.5-GHz quasi-optical feed assembly. The 7-m
antenna was first tested with the 19/28.5-GHz feeds located at the on-
axis position using both an oversized mirror of 38.10 by 53.34 ¢cm oval
shape and a smaller mirror of 30.48 by 43.18 cm. Measurements in each
case showed the coincidence of four beam maxima for each polarization
and frequency of the quasi-optical feed network. The smaller mirror
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Fig. 19a—Measured 19-GHz azimuthal pattern with Cassegrainian feed of 15-dB taper
and vertical polarization showing excellent agreement with the calculated pattern for
perfect surface.

showed very little truncation effect in measured patterns. Following
these on-axis measurements, the feed box for the beacon receiver to-
gether with the smaller mirror was moved to a position 0.5 degree off axis
from the center of the vertex equipment room to allow clearance for an
on-axis beam for millimeter-wave radio astronomy as shown in Fig. 9.
As expected,?* measurements showed very little difference between the
0.5-degree off-axis and on-axis beams for both 19 and 28.5 GHz.

Measured cross-polarized radiation for each on-axis beam remained
below —40 dB in all directions with respect to the in-line polarization
maximum, while that for each 0.5-degree off-axis beam is smaller than
—39 dB. One notes that the optimum orientations of the polarization-grid
diplexer for nulling the cross polarization are about 0.7 degree apart
between two orthogonally polarized feeds. The above cross-polarization
data were measured using a compromise orientation of the polarization
grid.

Figures 19 and 20 show comparisons between measured and calculated
patterns!® at 19 and 28.5 GHz. The measured patterns were obtained
from vertically polarized feeds at on-axis position with the smaller 45-
degree mirror, and remained essentially the same for other combinations
of polarization and mirror at both on-axis and 0.5-degree off-axis feed
positions. Good match between calculated and measured azimuthal
patterns is illustrated in Figs. 19(a) and 20(a), whereas the agreement
between calculated and measured elevation patterns is, again, less sat-
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Fig. 19b—Measured 19-GHz elevation pattern with Cassegrainian feed of 15-dB taper

andf vertical polarization showing fair agreement with the calculated pattern for perfect
surface.

isfactory as shown in Figs. 19b and 20b. The measured sidelobes of
all elevation patterns have generally shown, especially in Fig. 20b, a
period twice that of the calculated value. This observation supports the
conjecture about a relative misalignment of two sections of the template
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Fig. 20a—28.5-GHz azimuth pattern with Cassegrainian feed of 15 dB taper and vertical

of 20-dB taper.

polarization. The measured pattern is consistent with that in Fig. 16a for prime focus feed
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_ Fig. 20b—28.5-GHz elevation pattern with Cassegrainian feed of 15-dB taper and ver-
tical polarization. The measured pattern is consistent with that in Fig. 16b for prime focus
feed of 20-dB taper.

as discussed in Section 4.3. Measured 19-GHz sidelobe levels 1 degree
away from the beam maximum are —43 dB in the azimuth plane and —38
dB in the elevation plane. These levels are of interest in avoiding inter-
ference from future adjacent satellites in synchronous orbits.

V. CONCLUDING REMARKS

The expected performance of the Crawford Hill 7-m antenna and its
associated feed systems has been realized. This antenna is the first large
offset Cassegrain in operation. Comparison between prime-focus-fed
and Cassegrain-fed patterns shows very little degradation due to any
surface imperfection or misalignment of the subreflector.

Comparison with a calibrated gain standard showed the difference
between the 99.5-GHz measured and calculated prime-focus gains to
be (0.79 £ 0.45) dB, which implies an rms surface error of about 0.1 mm.
The measured 99.5-GHz azimuthal pattern appears to indicate a surface
error of this magnitude, whereas the elevation pattern shows skewed
shape and unexpectedly high near-in sidelobe level. Computer simula-
tions have indicated that the distorted elevation pattern can be caused
by a relative displacement (~0.15 mm) between two sections of the
template used to calibrate the reflector panels. This explanation is also
consistent with the measured gain because it is only accompanied by a
small gain reduction (~0.15 dB).

Pattern measurements using the quasi-optical 19/28.5 GHz dual-
polarization feed assembly have shown the coincidence of the four beams.
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Table | — Derived Cassegrainian gain in decibels with 15-dB feed

taper

Frequency (GHz) 99.5 28.5 19
Area Gain 77.26 66.4 62.88
Illumination Taper -0.93 -0.93 —-0.93
Spillover* —0.35 —-0.4 —0.45
Feed and Multiplexing* —0.2 -0.2 -0.2
Surface Tolerance —-0.8 -0.1 —-0.05
Derived Gain 74.98 64.77 61.25
Error Estimates +0.5 +0.25 +0.25
Gain Efficiency 59.2% 68.7% 68.7%

* The estimates for spillover loss are higher at 19 and 28.5 GHz because of truncations
in the quasi-optical 19/28.5 GHz duo-polarization feed.

¥ No multiplexing is involved at 99.5 GHz, whereas both frequency and polarization
diplexing losses are included in the estimates at 19 and 28.5 GHz.

Cross-polarized radiation is —40 dB or less in all directions throughout
each beam. The measured results have now confirmed the theoretical
prediction? that there should be very little cross-polarized radiation from
an offset Cassegrainian antenna with a large effective F/D ratio if the
feed radiation is free of cross polarization.

Good agreement between calculated and measured patterns is shown
in the azimuthal plane, whereas the comparison is less satisfactory in
the elevation plane. At 1 degree away from the beam maximum, the
19-GHz sidelobe level is —43 dB in the azimuth plane and —38 dB in the
elevation plane. Since the synchronous orbit is seldom close to the ele-
vation plane of a ground station antenna, these measured sidelobe levels
have practically achieved the objective of 40-dB discrimination between
adjacent synchronous satellites at 1-degree spacing.

The gain measurement of the Cassegrainian configuration is hampered
by the sensitivity of the harmonic mixer to the temperature difference
between indoor and outdoor environments and by a lot of cable move-
ment in addition to the terrain reflection problem at 19 and 28.5 GHz.
However, having determined the main reflector surface tolerance by
prime focus measurements, we can derive the Cassegrainian gains as
shown in Table L.

Multiple-beam operation has been achieved with a 0.5-degree off-axis
beam for beacon feed and an on-axis beam for millimeter-wave radio
astronomy. Measurements showed very little difference between 0.5-
degree off-axis and on-axis beams at both 19 and 28.5 GHz.
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The 19- and 28-GHz Raceiving Electronics for
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This paper describes the receiving electronics built at the Bell Lab- -
oratories Crawford Hill facility at Holmdel, New Jersey to use the 19-
and 28-GHz beacons on the COMSTAR satellites for propagation mea-
surements. The receiving system accurately determines attenuation,
differential phase, depolarization, bandwidth limitations and angular
scatter of these signals produced by rain. This highly reliable system
operates continuously and unattended; it automatically reacquires the
beacon signals after dropout due to severe attenuation or momentary
power outage. Correlations among strong and weak signal components
are used to permit detection of weak cross-polarized signals during
severe fading. Receiver noise bandwidths as low as 1.6 Hz are used. A
high degree of phase stability is achieved in all circuits and compo-
nents.

I. INTRODUCTION

The receiving electronics for the COMSTAR beacons has placed strong
demands on technology in several areas in order to meet the require-
ments of the propagation experiments.l23 The receiving system built
at the Bell Laboratories Crawford Hill facility includes a precision an-
tenna* and the receiving electronics necessary to make maximum use
of the 19- and 28-GHz beacon signals radiated by the COMSTAR satel-
lites. The receiving electronics is the subject of this paper.

Continuous unattended operation is required so that all significant
weather events are included in the resulting data base; thus, a very high
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degree of reliability in the receiving electronics is required, and automatic
reacquisition of the beacon signal after dropout due to severe attenuation
or momentary power outage is essential. Since relative phases of the
many signal components must be precisely measured, the phase stability
of all circuits and components demanded careful attention. Also, circuit
arrangements had to be devised to ensure that signals which were later
to be compared in phase traversed a common path through high-gain
amplifiers and other phase-sensitive equipment.

In order to obtain the maximum possible measuring range using the
modest powers radiated by the satellite beacons, very narrow receiver
noise bandwidths are required. This puts a premium on the stability of
the source oscillators in the satellites and the local oscillators in the earth
stations. The receiver includes an AFC circuit with built-in memory to
facilitate reacquisition after loss of signal. The feature also permits easy -
return to propagation measurements after use of the antenna system
for radio astronomy studies during clear weather periods. Maximum use
was made of known correlations among strong and weak signal compo-
nents to permit detection of weak cross-polarized signals during severe
fading. The following is an account of how these objectives were achieved,
together with a description of the resulting apparatus and its operating
characteristics. General design considerations are in Section II; Sections
IIT and IV cover 19-GHz and 28-GHz receiver channels, respectively.
Local oscillators and frequency control techniques are discussed in
Section V. Section VI covers polarization switch synchronization. Data -
collection equipment is described in Section VII; Section VIII covers the
receiver calibration source. Receiver performance and some sample data
are included in Section IX.

ll. RECEIVER DESIGN CONSIDERATIONS

The multichannel satellite beacon receiver must measure and record
the signal amplitudes and phases listed in Table I for all rain events in
order to satisfy the needs of the propagation experiment. Because of
beacon! and rain® characteristics the receiver must: (;) have narrow (1.6
to 24 Hz) final noise bandwidths, (if) keep the receiver frequencies within
the narrow IF filter bandwidths (BW) as the beacon frequencies vary, (iif)
hold local oscillator (LO) frequencies within a few Hz of their last known
frequency for several minutes when rain attenuates the beacon signals
below the frequency tracking threshold or when the primary power drops
out, (jv) discriminate against the 1-kHz polarization switching sidebands
while reacquiring the beacon signals automatically after long periods
of loss of signal, (v) synchronize receiver polarization switches with the
beacon polarization switch, and (vi) perform these functions reliably and
automatically to permit continuous unattended operation. During clear
air conditions the earth-station antenna* is used for radio astronomy
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Table | — Signal amplitudes and phases

Receiver output Description
Amplitude, 19 GHz
A19H10 Horizontal copolarized,* 10-Hz IF BW
A19V10 Vertical copolarized,t 10-Hz IF BW
A19XH10 Horizontal crosspolarized,f 10-Hz IF BW
A19XH1 Horizontal crosspolarized,* 1-Hz IF BW
A19XV10 Vertical crosspolarized,tt 10-Hz IF BW
A19XV1 Vertical crosspolarized,tt 1-Hz IF BW
A190A1 Off-axis receiving beam, 1-Hz 1r BW
Phase difference, 19 GHz
¢19V-H (Vert. copol.t)-(horiz. copol.*), 10-Hz IF BW
$19V-XV (Vert. copol.t)-(vert. crosspol.tt), 10-Hz 1Ir BW
¢19V-XH (Vert. copol.t)-(horiz. crosspol.}), 10-Hz IF BW
Amplitude, 28 GHz
A28V15C Vertical copolarized,t 15-Hz IF BW, carrier
A28V1.5C Vertical copolarized,t 1.5-Hz IF BW, carrier
A28V15U Vertical copolarized,t 15-Hz IF BW, upper sideband
A28V15L Vertical copolarized,t 15-Hz IF BW, lower sideband

A28XV15C Vertical crosspolarized,t 15-Hz IF BW, carrier
A28XV1.5C Vertical crosspolarized,t 1.5-Hz IF Bw, carrier
A280A1.5 Off-axis receiving beam, 1.5-Hz IF BW
Phase difference, 28 GHz
¢28VC-XVC  (Vert. copol.t carrier)-(vert. crosspol.'t carrier), 15-Hz IF BW
$28VC-U (Vert. copol.t carrier)-(upper sideband), 15-Hz 1 BW
$28VC-L (Vert. copol.t carrier)-(lower sideband), 15-Hz 1r BW
Phase difference, crossband
$19V-28VC (19-GHz vert. copol.,f 10-Hz IF BW)
—(28-GHz vert. copol. carrier, 15-Hz IF BW)

* Horizontal copolarized is transmit horizontal and receive horizontal.
 Vertical copolarized is transmit vertical and receive vertical.

! Horizontal crosspolarized is transmit horizontal and receive vertical.
Tt Vertical crosspolarized is transmit vertical and receive horizontal.

and other studies so the receiver must be easily restarted by people not
intimately familiar with it.

Signal amplitudes and phases must remain accurate over receiver
temperature changes of +£15°C and for signal attenuations of >30 dB.
For example, amplitude and phase differences between the two copo-
larized 19-GHz channels must remain within 0.5 dB and 2°.6 This re-
quires careful attention to differential temperature control and to lin-
earity.

Minimizing the number of frequency conversions is desirable to
minimize receiver complexity and the number of spurious mixing
products.

Since the 19- and 28-GHz beacon signals are derived from a common
oscillator, they have the same frequency fluctuations. Thus, extended
measuring range can be provided in the 28-GHz channels and in low
signal 19-GHz channels (off axis and cross-polarization) if: (i) the cor-
responding 28-GHz and 19-GHz receiver LO sources are common, (if)
frequency fluctuations in the beacon and in LOs are tracked out with a
common oscillator in a loop locked in frequency or phase to the 19-GHz
vertically polarized signal, the signal that will experience the least at-
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tenuation,® and (iif) very narrow band (~1 Hz BW) IF filters are used in
the extended range channels. The provisions necessary for extending
measuring range are easier to implement if all 19- and 28-GHz receiver
IFs and LOs are in a 2:3 ratio.

The antenna has a small equipment room, the vertex cab, near the
vertex of the main reflector, above both the azimuth and elevation axes;
another room, the side cab, is to one side of the elevation axis but above
the aximuth axis. The control building is about 15 meters (50 feet) away
from the antenna at ground level (see Ref. 1, Fig. 3). The receiver is
distributed among the three equipment locations to optimize noise
performance and phase and amplitude stability, taking into account
space limitations in the various equipment rooms.

The receiver is packaged by functional groups, e.g., bandpass filters,
mixers and IF amplifiers for all the second frequency conversions are
packaged together. This packaging approach maximizes differential
phase and amplitude stability by minimizing temperature differential
between similar components in different channels and also allows the
receiver to be built in many separable blocks that may be “debugged”
individually without complex interaction.

Since power line transients and momentary power outages are ex-
pected during heavy rain, all oscillators, filter stabilizing ovens and
frequency memory registers are powered by batteries charged contin-
uously from the power line.

. 19-GHz RECEIVER CHANNELS

The 19-GHz receiver channels from the antenna feeds through the
second IF crystal filters are shown in Fig. 1. The 19-GHz beacon signals
are received with vertically and horizontally polarized feeds whose re-
sulting antenna beams are pointed at the satellite. Another 19-GHz feed
is located so its antenna beam is pointed toward an unoccupied syn-
chronous orbit location about 0.74° off-axis from the satellite. This
off-axis beam detects signals scattered by rain from the satellite beacon
path into other potentially useful paths. This scattered signal is another
possible source of cochannel crosstalk in multisatellite systems.”-8

Test signals from a calibration source described in Section VIII are
fed into directional couplers between the antenna feeds and the first
mixers. These calibrated test signals have adjustable amplitudes, are
polarization switched and have adjustable simulated “crosspolarization”
levels. The short term frequency stability of the calibration source is
representative of the stabilities of the satellite beacons.

Signals are mixed with the 18.037-GHz first LO in the Schottky-diode
balanced first mixers. Parametric amplifiers are not used because (i) they
would contribute excessive amplitude and phase instability and (i)
adequate measuring range is more economically and easily provided by
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narrow-band IF filtering. These mixers and associated low-noise
broadband 1F preamplifiers (~25 dB gain) are mounted on the feed
horns. The first mixer and IF preamplifier single sideband noise figure
(NF) of approximately 6.5 dB essentially determines the overall receiver
NF. The remainder of the receiver contributes <0.1 dB. The first LO is
distributed from a common source to all 19-GHz channels to preserve
phase in the mixing process and to insure that the frequency fluctuations
are correlated among the channels; isolating power dividers and ferrite
isolators (see Fig. 5) insure >70 dB isolation between receiver channels
through this common L0 path. The 1.003 GHz first IF is dictated by the
1.056 GHz required bandwidth for the modulation sidebands in the 28
GHz receiver, by the need to keep 19- and 28-GHz 1Fs and LOs in a 2:3
ratio, and by the need to derive corresponding LOs from common
sources.

After 30 dB more IF amplification the vertically and horizontally
polarized channels are transfer-switched in synchronism with the beacon
polarization switch. In this switch the copolarized signals (V and H) in
adjacent time slots are switched into one receiver channel and the
cross-polarized signals (XV and XH) are switched into the other channel.
The accuracy of the differential amplitude and phase between the co-
polarized signals is very critical in the calculation of depolarization for
other polarization angles.® The transfer switching insures that the phase
and amplitude variations in' most of the filters, amplifiers and long cable
runs in the copolarized signal channel will affect the V and H signals
identically. Thus, these variations will not affect the differential am-
plitude and phase measurements.

As indicated in Figure 1, the first mixers, first IF amplifiers and
transfer switch are on the antenna feed assembly in the vertex cab. The
mechanical rigidity of the feed assembly is adequate to ensure <0.5°
differential phase variation (measurement limits) due to differential
mechanical motion of feed components. Thermal differential phase
variation for the feed assembly and associated receiver components is
<0.2° per °C.

A separate 19-GHz receiver channel, used for signal acquisition and
polarization switch synchronization, branches off before the transfer
switch.

Cables run from the vertex cab to the side cab after the transfer switch
but before 0.3-GHz BW bandpass filters (BPFs); these filters constrain
the noise bandwidth to prevent noise from saturating the following
broadband IF amplifiers and are mounted on an aluminum plate to
minimize the temperature differential between them.

The second mixers reject image noise by more than 19 dB by phase-
cancelling techniques (single sideband mixing) to permit the large
fractional frequency spread between the first IF (1.003 GHz) and the
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second IF (2.067 MHz). The 1.001 GHz second L0 also is distributed from
a common source to all 19-GHz channels. Isolating power dividers and
ferrite isolators (see Fig. 6) insure >65 dB isolation between receiver
channels through this common LO path. The second 1.0 automatic fre-
quency control (AFC) that follows average long-term frequency changes
is described in Section V. The 5-MHz BW of IF amplifiers following the
second mixers is narrow enough to prevent amplifier saturation on noise
but wide enough both to preserve the rise time of the polarization
switched signals and to render filter phase stability of little concern. The
second IF amplifiers drive 50 meters of cable from the side cab to the
control building.

Step attenuators match signal levels between the constant-gain low
level (signals S < noise N) front part of the receiver and the constant-
gain high level (S > N) back part. This permits maximizing dynamic
range by setting the clear air signal outputs near maximum. The second
IF polarization switches separate the time-sequenced signals (V, H, XV,
and XH) into separate channels. After further amplification, quartz
crystal BPFs do the following: (i) further restrict the noise bandwidth,
(i1) reject image frequency noise >20 dB for the third frequency con-
version, (iii) significantly increase the rise time of the signal pulses and
(tv) reduce second IF switch transients at the third conversion image
frequency. The 6-kHz BW of these filters is as narrow as possible con-
sistent with differential phase stability requirements. The four filters
for the main beam channels (V, H, XV, and XH) are mounted together
in a solid aluminum enclosure to minimize temperature differences.

The 2.067-MHz second IF frequency is a compromise restricted on the
low side by LO noise close to the second LO frequency, by the need to
preserve the rise time of the polarization-switched signals, and by the
level of switching transients near the second IF frequency. The choice
is restricted on the high side by phase stability considerations for the
crystal BPFs and by the desire to minimize the number of receiver fre-
quency conversions.

The acquisition and polarization switch synchronization channel
preserves the 1-kHz polarization-switching signal from the beacon,
uncontaminated by receiver switching. This channel is similar to the
other receiver channels down to the crystal BPFs, except for the omission
of switches. The acquisition and polarization switch synchronization
circuits described in Sections V and VI contain their own automatic gain
controlled IF amplifiers and crystal BPFs.

The off-axis rain scatter channel is essentially identical to the main
beam channels except for the omission of polarization switches.

The 19-GHz receiver channels, continuing from the second IF crystal
BPFs through the amplitude and phase detectors, are shown in Fig. 2.
As indicated earlier, image rejection for the third frequency conversion
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is done in the 6-kHz crystal BPFs. These stable high-Q filters permit a
large fractional frequency spread between the second IF (2.067 MHz)
and third IF (6.25 kHz). The 6.25 kHz third IF is constrained by phase
stability considerations in the crystal BPFs and the need for at least 20
dB of filter rejection at the image frequency. The third mixers are double
balanced (ring diode) with >30 dB signal to L0 and L0 to signal isolation.
This isolation, along with the isolation in the L0 power dividers (see Fig.
8), produces >80 dB isolation (measurement limit) between receiver
channels through the common third LO path.

Because the third Lo is phase-locked to the V copolarized signal
channel using the phase locked loop (PLL) described in Section V, the
short-term instabilities of the beacon oscillator and all receiver LOs are
removed from all receiver channels at the third mixers. Thus, all third
and fourth IF signals are as stable as the 325-Hz PLL reference as long
as the PLL is locked.

Single resonator (single pole pair) active BPFs with 250 Hz BwW follow
6.25 kHz 1F amplifiers. These filters further restrict the noise BW, further
reduce the polarization switching sidebands and receiver switching
transients, and reject image noise and switching transients for the fol-
lowing fourth frequency conversion. The high input impedance of active
analog multipliers used for the fourth mixers combined with the low
output impedance of the operational amplifier supplying the 5.925-kHz
fixed-frequency fourth LO (see Fig. 8) result in >80 dB isolation between
receiver channels through the common fourth LO path.

Single resonator, 10-Hz 3-dB BW, active BPFs (~16 Hz equivalent
noise BW) follow the fourth mixers. These BPFs are the final IF filters
for the copolarized signal channels and for phase and amplitude mea-
surement to moderate attenuation levels in the crosspolarized signal
channels.

The specific third and fourth IFs are chosen to minimize the levels of
the mixing products from the 1-kHz switching sidebands, both on the
signal and the image sides of the third and fourth 1.0s. More than 60 dB
filtering of the 1 kHz switching sidebands by the cascaded third and
fourth IF BPFs insures that the phase ripple produced by the sidebands
cannot exceed +0.1°.

All of the third IF and 10-Hz fourth IF active BPFs and the fourth
mixers are constructed with low-temperature-coefficient components.
They also are enclosed in a temperature stabilized oven with <14°C in-
ternal temperature variation to maintain phase stability. The third and
fourth IF filter @s are nearly the same so that, assuming the same com-
ponent variations, their contributions to the overall phase stability would
be nearly equal. These filters were aged at oven temperature (65°C)
before final alignment. The fourth IF BPF outputs are buffered through
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low-pass high-pass operational amplifiers that suppress low frequency
(1/f) noise and broadband noise in the active BPF outputs.

Linear amplitude detectors following the fourth IF filters are full wave
rectifiers comprising diodes in feedback paths of wideband low-drift
operational amplifiers. These detectors are linear in dc output vs. signal
input (voltage) to within £0.1 dB over >60 dB signal range and a £15°C
temperature range. The phase detectors are commercial units with
limiters (<+1° over 60 dB) in each channel followed by phase-to-
pulse-width circuits and low-pass filter integrators. They measure phase
unambiguously over 360°.

Because the PLL in the third L.O removes short-term oscillator fluc-
tuations from the fourth IF signal and because the XV, XH and rain
scatter signal levels should always be less than the V copolarized signal
level, the amplitude measuring range of the XV, XH, and rain scatter
channels is extended by active BPFs with 1-Hz 3-dB Bw. The bandwidth
of these filters, which are similar to the 10-Hz BW filters and also are
enclosed in an oven, is limited to about 1 Hz by the expected maximum
rates of change of signal parameters.2

Again, the off-axis rain scatter channel is packaged separately and is
essentially identical to the main beam crosspolarized signal channels
except for the omission of the 10-Hz Bw fourth IF BPF and the phase
detector.

The outputs from the amplitude and phase detectors feed the dc
signal-conditioning amplifiers in the data collection equipment in
Fig. 16.

IV. 28-GHz RECEIVER CHANNELS

The 28-GHz receiver channels from the antenna feeds through the
second IF crystal BPFs are shown in Fig. 3. The 28-GHz copolarized
beacon signal (V) is received with a vertically polarized feed whose re-
sulting antenna beam is coaxial with the 19-GHz beams. A horizontally
polarized feed, whose beam is coaxial with the vertically polarized beam,
receives the crosspolarized signal component (XV). These 28-GHz feeds
share the main beam feed frame? with the 19-GHz main beam feeds. A
28-GHz off-axis rain scatter feed produces a beam coaxial with the
19-GHz off-axis beam.

Since many of the components and functions in the 28-GHz channels
are similar to the corresponding ones in the 19-GHz channels, descrip-
tions of similar components and functions are not repeated here. The
major differences between the 19- and 28-GHz channels result because
there is no polarization switching at 28 GHz but there are sidebands
coherent with the 28-GHz carrier.! These sidebands (%264 MHz for two
satellites and 528 MHz for another) are used for measuring amplitude
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and delay dispersion.! Component locations discussed under 19-GHz
receiver channels are indicated on Fig. 3.

As discussed earlier, 19- and 28-GHz receiver IFs and LOs are in a 2:3
ratio and corresponding LOs are derived from the same sources for ex-
tending measurement range and to permit measuring phase between 19-
and 28-GHz carriers. This phase measurement yields the spectrum of
east-west satellite pointing angle fluctuations because of the interfer-
ometer formed by the 2 meter (6.6 ft.) east-west separation between the
19- and 28-GHz satellite antennas. The measurement also yields dis-
persion information for a large frequency separation (9.5 GHz). In order
to minimize effects of frequency changes on this phase measurement,
all BPFs with significant delay (e.g., the crystal BPF) also have a 2:3 center
frequency and bandwidth ratio between 19- and 28-GHz channels.

The calibration source provides calibrated test signals for all of the
28-GHz channels; sidebands coherent with the carrier and with either
+264 MHz or £528 MHz separation can be selected.

A single fixed-frequency LO converts the entire 28.56 + 0.528 GHz
band, encompassing both sets of sidebands and the carrier, to the first
IF centered at 1.5 GHz. This ensures that the short-term frequency
stability of the most critical first LO is not compromised by other re-
quirements. The first mixer and IF preamplifiers, which are similar to
the 19-GHz units, have noise figures (SSB) of <7 dB over the entire 1.5
+ 0.528 GHz band. The first IF is a compromise that is pushed toward
low frequencies by IF preamplifier noise-figure considerations and
toward high frequencies both by the need to pass the wide bandwidth
and by first LO noise considerations. Since many standard octave
bandwidth components are available for the 1- to 2-GHz band, the 28-
GHz receiver first IF band is set at 1.5 & 0.528 GHz. This constraint,
along with the 2:3 ratio IF and LO constraint, fixes the first IF of the
19-GHz receiver at 1 GHz. The specific IF frequency, 1.504 GHz, results
from maximizing the frequency separation between the desired IF signals
and spurious mixing products from this and later frequency conversions.
Isolation between receiver channels through the common first LO path
(see Fig. 5) is >65 dB. Sidebands (SBs) are split into separate channels
in the first IF so the bandwidth of the remainder of the receiver can be
narrowed to increase sensitivity. (With the existing radio link parameters
the maximum S/N in a 1-GHz Bw is <—20 dB.) The upper sideband
(USB) channel uses the same 0.4 GHz BW BPF, broadband first IF am-
plifiers, second mixer, second IF amplifiers and crystal BPFs for both the
+264 and +528 MHz USBs. The corresponding parts of the LSB channel
also are the same for both sideband frequencies. The same narrowband
crystal filters are usable because the third LO SB frequency corrections,
discussed in the next paragraph and in Section V, are done in the second
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LOs. This second LO correction keeps the frequency spread between the
different SBs small (<+200 Hz) at the second IF.

The measurement of delay dispersion! requires measuring phase be-
tween the carrier and the USB scaled by 108/109 or 108/110 and between
the carrier and the LSB scaled by 108/107 or 108/106. These scaling
factors are the exact ratios between the carrier and the SBs for the dif-
ferent satellites. Preserving the carrier and SBs in these ratios throughout
the receiver requires separate LOs for carrier and SBs scaled similarly
in frequency. Simple mixing by a single LO, as is done in the first fre-
quency conversion, does not preserve the ratios. Therefore, sideband
LO frequency corrections must be made elsewhere for this conversion
and any other such conversion. The SB frequency corrections for the first,
second, and third LOs are made to the SB second LO frequencies. This
is done by adding or subtracting the “missing” portions of these Los [(1
or 2)/108 X f1,0] to the second LO used for carrier mixing. The LO im-
plementations in Fig. 6 for making the corrections are described later.
Provisions for remotely switching the SB channel LOs in the side cab from
+264 to £528 MHz for the different satellites are provided in the control
room. Isolation among the V carrier, XV and off-axis channel through
their common LO path is >61 dB.

The 28-GHz off-axis rain scatter channel is identical to the 28-GHz
XV channel and packaged together with the 19-GHz off-axis channel.

The 28-GHz receiver channels, continuing from the crystal BPFs
through the amplitude and phase detectors, are illustrated in Fig. 4. Since
the SB LO frequency correction for the third 1.0 is included in the second
LO, the third LO is common to all 28-GHz channels. Isolation among
28-GHz channels through the common third LO path (see Fig. 8) is
provided in the same way as in the 19-GHz channels and is >80 dB
(measurement limit).

In the USB channel the same broadband third mixer and third IF
amplifier are used for both USB frequencies. The same is true for the LSB
channel.

Although not shown separately in Fig. 4, the active third 1F and fourth
IF BPFs and fourth mixers are separate for the USB channels for the 264
and 528 MHz sBs. These components are separate also for the corre-
sponding LSB channels. The fourth Los for the four SB channels include
the fourth L0 frequency corrections (see Fig. 10). Separate channel filters
are used at this point in the receiver because the different SB frequencies
are spread approximately 1 percent in frequency (1/107 and 1/109) and
the BPF 3-dB BwWs are only 3 percent.

The 1.5-Hz BW BPFs in the XV and V carrier channels provide mea-
suring range extension as described for 19-GHz receiver channels.

The active filters and fourth mixers for the XV and V carrier channels
and for the £264 MHz USB and LSB channels are in one oven. The +528
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G |

MHz USB and LSB channels and the 1.5-Hz BW active BPFs are in an-
other oven.

In the SB frequency scalers, the SB frequencies are scaled by 107/108
and 109/108 or by 106/108 and 110/108 for the delay dispersion phase
measurement. The sideband signals are limited and scaled by PLL fre-
quency multipliers and digital dividers.

The crossband phase measurement is made between the 28.56- and
19.04-GHz V-copolarized carriers. The 325-Hz fourth IF signal from the
19-GHz receiver channel (Fig. 2) is divided by 2 and the 487.5 Hz fourth
IF signal from the 28-GHz receiver channel (Fig. 4) is divided by 3 before
the crossband phase detector (Fig. 4).

The off-axis rain scatter channel is similar to the XV channel. Both
the 19- and 28-GHz off-axis channels are packaged together and are
separate from the mainbeam channels.

V. LOCAL OSCILLATORS AND FREQUENCY CONTROL TECHNIQUES

Frequency requirements for the L.Os and the receiver channel-to-
channel isolation through the common LO paths are discussed in the
previous sections.

5.1 First LO

The first LO is shown in Fig. 5. A 5.218991-MHz high stability (1 X
10~10/day, 1 X 10~11/0.1 sec) quartz crystal oscillator is multiplied first
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by 48 to 250.5 MHz for the second L0 sideband correction frequency
described earlier and then by 36 to 9.019 GHz; further multiplication
by 2 or by 3 produces the coherent LO signals for the 19- and 28-GHz
receiver channels. Passive varactor frequency multipliers follow the
power amplifier at 501 MHz. The first 1L.O does not include frequency
control so the stability of the basic crystal oscillator is preserved. The
first LO frequency multipliers from 62.6 MHz to 18 and 27 GHz, power
dividers, isolators, and waveguide distribution are mounted on the an-
tenna feed assembly in the vertex cab.

5.2 Second LO

The second LO is derived from a 5.000000-MHz quartz frequency
standard as shown in Fig. 6. Multiplication by 3 produces a component
of the sideband correction frequency at 15 MHz. This signal is multiplied
by 36 to 540 MHz where the frequency of a 39-MHz frequency synthe-
sizer is subtracted in a mixer. The synthesizer frequency is controlled
by the automatic frequency control loop (AFC) indicated on Fig. 1 and
described later in this section. Multiplication by 2 and by 3 after the
mixer produces the coherent second LO signals for the 19- and 28-GHz
receiver channels.

The second LO does the first, second, and third LO frequency scaling
described earlier for the sideband channels of the 28-GHz receiver. This
scaling starts by adding 15 MHz from the second LO frequency multiplier
and 28.6 KHz from the third LO (i.e., 1.03 MHz <+ 36) in a mixer; these
are both 1/108 of the contribution of their respective sources to the
second and third LOs. The synthesizer output divided by 36 to 1.096 MHz
is then subtracted from the correction term since the synthesizer fre-
quency itself is subtracted in the 1.562-GHz 1.0 multiplier chain; this
1.096 MHz is also 1/108 of the synthesizer contribution to the 1.502-GHz
LO. The resulting 13.933 MHz correction term, containing the contri-
butions from the third LO and both components (oscillator and syn-
thesizer) of the second L0, is then added to the 250.5 MHz = 27,056/108
MHz correction term from the first LO. The resulting 264.4 MHz cor-
rection term, (1/108)(fLo1 + fr.oz2 + fLo3), is then added to the 1.502-GHz
second LO frequency to produce the 1.766-GHz upper-sideband second
LOU, described in the section on 28-GHz receiver channels. The cor-
rection term also is subtracted from the second LO frequency to produce
the corresponding second LOL at 1.237 GHz.

The 264.4-MHz correction term is multiplied by 2 and similarly added
and subtracted to provide second LOU and LOL for the beacons with
+528.8-MHz sideband separation.

The order of mixing of the correction frequencies makes the filtering
. easiest.

COMSTAR RECEIVING ELECTRONICS 1305



5.3 AFC loop

An AFC loop controlling the second LO is used to remove long-term
frequency variations in both the satellite and the other receiver LOs. This
AFC loop must meet the following requirements:

(1) Track over £200 KHz.
(it) Track a £1.1 Hz/sec frequency ramp.
(tii) Maintain £10-Hz accuracy while tracking.
(fv) Have a frequency averaging time of around 1 second.
(v) Hold frequency on command for 10 minutes to within £50
Hz.
(vi) Contribute negligible short-term frequency instability.

Requirements (i) and (ii) are set by the expected long-term frequency
behavior of the beacon.! Requirement (iii) guarantees that the phase-
locked loop used for short-term frequency correction need not have a
large capture range. Requirement (iv) constrains the AFC loop to average
over most short-term frequency variations and track only long-term
effects. This will improve the loop’s low-SNR tracking performance and
allow a better estimate of the signal’s average frequency during outages.
Requirement (v) states that the receiver frequency stability during signal
outages of up to 10 minutes will be much better than the satellite’s; thus,
the frequency region which must be searched during reacquisition is
determined only by the satellite.

These requirements impose severe stability and tunability require-
ments on the loop frequency generation element. A digitally controlled
frequency synthesizer provides frequency memory and long-term sta-
bility equal to that of its reference oscillator and thus was chosen for this
application. '

It is a simple “fact of life” that a fixed-frequency oscillator has better
short-term frequency stability than a variable-frequency oscillator, be
it a VCXO or synthesizer. To prevent the synthesizer from adding to re-
ceiver short-term instability, a relatively low-frequency synthesizer is
mixed with a high-frequency fixed source, as discussed previously. In
addition, a synthesizer exhibiting low phase noise was chosen for this
application. The exact synthesizer and first IF frequencies were chosen
to insure that any internally-generated signal-frequency or image-fre-
quency spurious signals would be well outside IF filter passbands.

The circuitry for controlling the synthesizer output frequency is shown
in Fig. 7. The 2.067-MHz IF from the 19-GHz vertically polarized feed
is filtered to remove the 12.5-kHz image response created by the fol-
lowing conversion. The filter output is levelled by an AGC amplifier to
keep the discriminator input level constant. Since the clear-air S/N at
the filter output is ~30 dB, the AGC will be noise-dominated only for
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Fig. 7—Receiver second local oscillator AFC circuitry (digital portion).

fades of 30 dB or more, and will hold the signal component of its output
constant for fades of lesser depth. ‘

To obtain the desired narrow discriminator bandwidth, the signal is
downconverted with a fixed-frequency LO to 6.25 kHz and fed to two
20-Hz-wide active bandpass filters tuned 20 Hz above and below center
frequency. These filters are enclosed in a temperature-controlled oven
to enhance their long-term frequency stability. The filter outputs are
envelope-detected and the detector outputs summed and differenced.
The difference is divided by the sum voltage in an analog divider. This
division operation provides the effect of additional AGC and widens the
capture range of the complete AFC loop by “propping up” the tails of the
discriminator S curve. The 6.25-kHz signal, with 1-kHz polarization-
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switching sidebands, is fed also to the acquisition detector described
later.

The discriminator output is filtered by an integrator which is reset
once per second. The dead-zone comparator produces an output pulse
on one or the other of two lines if the integrator output indicates an av-
erage frequency error of more than 2 Hz. These pulses are used to in-
crement or decrement a six-decade digital up-down counter; the BCD
counter controls the synthesizer output frequency to 1-Hz resolution.
Since the synthesizer frequency is doubled before use as a 19-GHz L0,
an average signal-frequency error of greater than 2 Hz over a 1-second
interval will produce a 2-Hz local oscillator frequency correction during
the next second. The loop will thus track a signal moving at up to 2
Hz/second to +2-Hz accuracy. With six-digit frequency resolution, the
loop tracking range is 2 MHz.

The up-down counter may also be controlled from other sources.
During the signal acquisition phase the counter is automatically stepped
up or down to sweep the receiver around the expected signal frequency.
The counter may also be stepped up or down manually. These operations
are discussed later in this section.

Long-term frequency memory is implemented by disabling the counter
inputs when the signal fades below the threshold of the tracking loop.
Power-failure protection is provided by powering the counter from an
uninterruptible battery power source. In both cases the long-term
“frequency memory” of the loop is solely determined by the frequency
stability of the synthesizer master oscillator.

5.4 Third LO and PLL

The third LO is shown in Fig. 8. The 2.06-MHz voltage-controlled
crystal oscillator (VCXO0) source is controlled by the phase locked loop
indicated on Fig. 2. The oscillator frequency is used directly for the
19-GHz receiver channels and after division by 2 and multiplication by
3 for the 28-GHz channels. The phase locked loop removes the remaining
short-term oscillator frequency variations and presents a frequency-
stable signal to the final 10-Hz and 1-Hz bandwidth receiver filters. This
PLL must meet the following requirements:

(i) Track over +50 Hz.
(z1) Have a loop bandwidth selectable around 10 Hz.

(iti) Hold at “center” frequency on command to within +2 Hz.

(iv) Exhibit no frequency “walk-off,” and recover quickly from

signal outages.
Requirement (i) allows the loop to track the expected range of short-term
frequency variations. Requirement (ii) permits the trading of loop
threshold for amplitude stability in the final signal measurement filters
(narrow bandwidth extends the loop threshold at the expense of am-
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Fig. 8—Receiver third local oscillator in control room [voltage controlled crystal oscillator
(VCXO) frequency is 2.0604 MHz].

plitude fluctuations due to FM-AM conversion in the measurement fil-
ters). Requirements (iif) and (iv) guarantee good frequency memory
during signal fades and recovery from them without long loop pull-in
times.

The loop components are shown in more detail in Fig. 9. The received
19-GHz V copolarized signal, at 325 Hz, is filtered by an active bandpass
filter, limited, and phase compared with stable 325-Hz reference. The
phase detector output is filtered by an active lowpass filter and used to
control the third LO vCXO0 frequency. Thus, the 19-GHz V-copolarized
signal is phase locked to the 325-Hz reference, and with it all other re-
ceiver channels.

The PLL noise bandwidth is adjustable over the range 5 to 50 Hz to
encompass the range of short-term satellite oscillator stabilities expected.
A loop damping factor ¢ of 0.8-1 was desired to avoid phase overshoot.?
Both of these parameters are influenced by both the loop filter and the
IF bandpass filter. A test using prototype RF and PLL hardware showed
that an overall loop bandwidth B could be achieved with a loop filter
natural frequency w, (rad/sec) = 1.2 B, a loop damping factor { = 1.2,
and an IF filter bandwidth = 1.5 B. To achieve the desired 5-50 Hz
overall bandwidth range, the loop filter w,, may be varied (through ad-
justment of R; and Ry in Fig. 9) over 6-60 rad/sec holding ¢ = 1.2, and
the IF filter bandwidth varied over 9-90 Hz, holding its gain constant.
This adjustment is made in 1 dB switched steps (bandwidth ratio =
1.26).
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The capacitor C, in the loop filter rolls the loop off to prevent the
sum-frequency (650 Hz) phase detector output from modulating the
vCXO0. The diode clamps limit the frequency excursion to +50 Hz. The
VCXO control line is grounded on external command, and holds the vexo
at its resting frequency during signal outages.

5.5 FourthLO

The fourth L0 shown in Fig. 10 is self-contained; it generates sideband
receiver-channel local oscillators, LOUs and LOLs, which include the
required fourth LO frequency corrections. Because of the low frequencies
involved and the ease of frequency division using medium scale inte-
grated circuits (ICs) all fourth Lo frequencies are derived by division from
a single 10.5333-MHz crystal oscillator. The divisions (X n/128) that
determine the final output frequency ratios are done by digital rate
multipliers. These rate multipliers produce n output pulses for every
128 input pulses with n selected by pin connections on the ics. The n
output pulses are not evenly spaced because they are produced by gating
the input pulse train. The uneven spacing is equivalent to a deterministic
timing jitter on the output waveform which is a fixed multiple of the
input pulse period. The three decade dividers (< 1000) following the rate
multipliers preserve this timing jitter, which is then a much smaller
fraction (1/1000) of the output waveform period. In effect this + 1000
reduces the index of the jitter phase-modulation by 1000. The jitter
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sidebands on the worst fourth LO output (the 9.052 kHz) are 60 dB below
the 1.0 signal level; most 1.0 outputs have sidebands >65 or 70 dB below
the signal level.

5.6 Frequency acquisition

Since this receiver is designed for unattended operation, it must be
capable of automatic frequency reacquisition after signal outages. This
is accomplished by sweeping the receiver through the expected range
of signal frequencies whenever tracking cannot be maintained. When
the signal is located, this sweep stops and the receiver returns to its
normal tracking mode.

The receiver’s acquisition speed is increased by making use of the
signal’s last known frequency, its maximum drift rate, and its maximum
daily frequency excursion. Let:

fo = last known frequency at time ¢,
A = |maximum drift rate|
fmin = minimum observed frequency
fmax = maximum observed frequency.
Then the frequency region to be searched is bounded by
max{fmin, (fo = At = £,))} < f(£) < min{fmay, (fo — A — £))}-
Acquisition speed is also improved for short-duration signal outages by

holding the last known signal frequency and inhibiting the frequency

COMSTAR RECEIVING ELECTRONICS 1311



BEACON !
FREQUENCY A)
DISCRIMINATOR \

PULLJIN RANGE

ATTENUATION

VERIFICATION
e g U - THRESHOLD

TRACKING === =N =g = — /S ——— = — =
THRESHOLD

Fig. 11—Typical acquisition sequence for receiver second local oscillator. Frequency
tracking is lost at time ¢,. Reacquisition frequency search begins at point A: signal is
reacquired at point D.

sweep until the maximum frequency uncertainty exceeds the pull-in
range of the discriminator.

Figure 11 illustrates a typical receiver acquisition sequence. At time
to the received signal level fades below the tracking threshold. The
register controlling receiver frequency is held at its last value f, and a
counter is counted at a rate A to indicate the maximum frequency un-
certainty as time progresses. When this uncertainty exceeds the pull-in
range of the tracking discriminator (point A) the frequency-control
register is stepped up or down continuously to sweep the receiver fre-
quency. Whenever this register’s excursion from f, equals the maximum
frequency uncertainty the stepping direction of the frequency control
register is reversed, reversing the direction of frequency sweep (points
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B). Sweep direction is also reversed at fiax and fiin, the daily frequency
excursion limits (point C). These limits are set by thumbwheel switches,
and are reset periodically to account for long-term aging of beacon and
receiver oscillators.

During this frequency sweep the unswitched 19-GHz vertically-po-
larized channel is observed to detect the presence of the beacon signal.
When its presence has been verified (point D) the receiver returns to its
tracking mode. The procedure used to accomplish this verification is
described below.

As mentioned previously, the 19-GHz received signal is used for re-
acquisition. However, the situation is complicated by the 1-kHz polar-
ization switching. This switching produces sidebands separated from
the carrier by multiples of the switching frequency. The receiver uses
knowledge of the relative levels of the carrier and sidebands to dis-
criminate between the two.

If the polarization modulation were symmetrical (50 percent duty
cycle) the received spectrum would appear as in Fig. 12a. Only odd-order
sidebands are present; the first-order (+1 kHz) sidebands are down 3.9
dB. This pattern of three signals could be detected using three narrow-
band filters with 1 kHz spacing to indicate the presence of carrier in the
center filter. If modulation asymmetry is considered, however, these
three filters are not sufficient. Figure 12b shows the received spectrum
for 2 percent modulation asymmetry. This asymmetry has generated
even-order sidebands about 4 dB below the level of the 17th and 19th
sidebands; three-filter detection would indicate carrier acquisition at
these two points. A fourth filter located 2 kHz from the carrier filter,
however, resolves this ambiguity. Its relative output will be low for a true
detection and high otherwise. Since the asymmetry of the beacon mod-
ulation was not known during receiver construction, four filters were used
to unambiguously detect carrier acquisition.

This four-filter acquisition detector is shown in Fig. 13. Four nar-
rowband active filters are driven by the 6.25-kHz signal (derived from
the 19-GHz V channel) used by the AFC loop. These filters have a two-
pole response with matched 30-Hz bandwidths, and are tuned to pass
the carrier at 6.25 kHz, two 1 kHz sidebands, and the —2 kHz sideband.
These filters also are contained in a temperature-controlled oven. Since
detection decisions are based on ratios of these signals, the filter outputs
are envelope detected and logged. Differences of these logged signals then
indicate the desired ratios.

The 30-Hz filter bandwidth was chosen as a compromise between
sweep speed and SNR at the filter outputs. The filter outputs will not
reach their full levels if the sweep speed exceeds an appreciable fraction
of filter bandwidth per filter impulse response time. Thus, the maximum
permissible sweep speed increases with the square of the detection filter
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Fig. 12—19-GHz polarization-switching sideband levels, with and without switching
asymmetry. Note the even-order sidebands present with switching asymmetry.

bandwidth. The signal level required to achieve a given SNR, however,
increases linearly with filter bandwidth. A 10-Hz filter bandwidth (that
used in the receiver’s 19-GHz signal channels) was found to require a
sweep speed of <50 Hz/sec for reliable detection. With the 30-Hz filters
used, the sweep speed may be increased to 250 Hz/sec, speeding the re-
acquisition process.

Several conditions must be satisfied to indicate the presence of re-
ceived carrier in the 6.25 kHz carrier filter. The carrier filter output must
be >10 dB above its no-signal level to assure a reasonable false-alarm
rate. Both £1 kHz sideband filter outputs must be between 2 and 6 dB
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down from the carrier level. This range allows for slight nonlinearities
in the log converter slopes and the effect of noise at low signal levels.
Finally, the —2 kHz sideband filter output must be either <10 dB above
its noise level or >20 dB below the carrier filter output. If all these con-
ditions are satisfied a four-channel detection signal is given. This action
interrupts the acquisition frequency sweep and turns on the AFC to at-
tempt to track the signal. The four-channel detection signal is observed
for 15 seconds to verify the detection. If the detector output is true for
>50 percent of this time, a valid signal is assumed to be present and the
receiver returns to its tracking mode. Otherwise, the acquisition search
is continued until the signal is found.

A second signal is generated in conjunction with the four-channel
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detection output to further guard against tracking of a 19-GHz sideband.
An error signal is generated if the carrier filter output is >20 dB above
its noise level but no four-channel detection has been made. (Such a
condition would occur if the receiver were tracking a sideband.) If this
error signal persists for 10 seconds a frequency sweep is initiated over
the full uncertainty band. This action should never be performed, but
further assures the eventual acquisition of only the 19 GHz carrier.*

VI. POLARIZATION SWITCH SYNCHRONIZATION

A separate IF channel without switches is provided for synchronizing
the main-channel polarization switches (see Fig. 1) with the 1-kHz po-
larization-switched beacon signals. Since the clear-air signal-to-noise
ratio in a 2-kHz bandwidth is <+30 dB and low jitter (<5 percent of a
switching period) switching is desired for rain attenuation of at least 40
dB, a very long (~100 sec) time constant (narrowband) PLL is required
to recover the 1-kHz switching signal. Such a long time constant loop
has an even longer pull-in time; therefore, frequency and phase memory
through severe rain attenuation events (>40 or 50 dB) on the order of
10 minutes is needed to prevent loss of data for long periods after such
severe events. The long PLL time constants and even longer memory are
easiest to implement digitally.

The polarization switch synchronizing circuits in Fig. 14 follow the
1 GHz to 2 MHz frequency conversion in the acquisition and polarization
switch synchronization channel in Fig. 1. The 1-kHz digital PLL is shown
in more detail in Fig. 15.

As indicated in Fig. 14, the automatic gain controlled (AGC) 2-MHz
IF amplifier holds the 1-kHz signal into the oven-enclosed 1-Hz BW active
BPF constant over the range from the clear air signal level to the noise
level of the 1-Hz BW BPF input. The filtered 1 kHz is limited, fed to the

PLL, and is detected to provide a threshold comparison voltage. The
noise voltage in a 50-Hz Bw at 1.2 kHz is rectified and lowpass-filtered
for the threshold detector reference.

The square-wave PLL output is phase-locked to the satellite polar-
ization switch. However, because of filter delays, etc., the square-wave
transitions and the beacon signal transitions at the receiver switches do
not occur at the same instants of time. Delay and symmetry adjustments

.after the PLL permit adjustment of the switching waveform transitions
for coincidence with the signal transitions. Further shaping of the switch
driving waveform for the 2-MHz third IF polarization switches (Fig. 1)
provides a “dead zone” around transitions to allow switching transients
to settle. ’

* This circuitry was later disabled since it was often triggered by strong depolarization
produced by atmospheric ice crystals.1?
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Fig. 156—1-kHz digital phase-locked loop (PLL).

6.1 Digital phase-locked loop

The digital PLL in Fig. 15 is equivalent to a conventional second order
loop?® with an active loop filter. The frequency of a 1-MHz voltage con-
trolled crystal oscillator (VCX0) is controlled by the loop amplifier output
voltage. The 1 MHz is divided in digital decade dividers to 1 kHz and
compared in phase with the limited 1 kHz derived from the polariza-

‘tion-switched beacon signal. The notch filter following the analog-

multiplier phase-detector prevents the 2-kHz sum frequency from sat-
urating the loop amplifier. The straight-through path from the notch
filter to the summer (through the switch and resistor described later)
establishes the high-frequency open-loop gain. The digital capacitor
output is summed with the straight-through path to determine the
open-loop low-frequency response.

Operation of the digital capacitor centers on the up-down counter. A
fixed clock frequency is divided by two and applied to the count up input
of the counter. Input pulses are blocked by the inhibit gates when a
control voltage appears on the inhibit control line; otherwise, all input
pulses are passed on to the output. The analog-to-digital converter (ADC)
samples the phase detector output every 10 clock cycles and converts
it to a 10-bit digital word, M, that serves as the control word for a digital
rate multiplier. With an ADC input of 0, M = 512, and the rate multiplier
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passes 512/1024 = 1/2 of the input pulses to the count down input of the
counter. Under this condition, the counter alternately counts up and
down so there is no net change in count. The pulses into the count up and
count down inputs and the convert pulses to the ADC are appropriately
timed to prevent ambiguities that would arise if these pulses were nearly
coincident. Positive phase detector outputs produce M > 512. With M
> 512 there are more down counts than up counts in a given time period
and the counter counts down at a rate proportional to the phase error.
With a negative phase error, M < 512, there are more up counts than
down, and the counter counts up. The count in the counter is analogous
to charge stored in a capacitor; M is analogous to current into the ca-
pacitor; and the ADC is equivalent to a voltage to current converter. The
analogy is completed by the digital-to-analog converter that converts
the counter count to a voltage, the capacitor voltage, with 0 count being
maximum positive voltage, maximum count being maximum negative
voltage and mid-count being 0. The equivalent capacitance is a function
of the clock rate, the ADC voltage-to-M factor and the DAC count-to-
voltage factor. The counter saturates at maximum count and at 0 count
so the contents are not “spilled” by either a continuous positive or neg-
ative phase error. The DAC output is filtered to smooth the voltage
steps.

In the normal run mode of the PLL, the digital capacitor clock fre-
quency is 35 Hz, the natural frequency,? w,, of the PLL is 6 X 10~3 and
the damping is 0.5. A faster loop response is available for faster acqui-
sition (acq) of phase lock with high signal levels. This is accomplished
by increasing the clock frequency to 15 kHz to decrease “capacitance”
and by decreasing the loop summing resistance to increase the high-
frequency open-loop gain and thus maintain the damping at 0.5. The
fast acquisition mode can be selected manually with a single switch. The
digital capacitor departs from a real capacitor when capacitance is
changed by changing clock frequency. Changing clock frequency does
not instantly change the counter count; it changes only the rate of count.
Thus, digital capacitor voltage is conserved with capacitance change and
“charge” is not conserved. This is a useful property in this PLL because
the vCXO0 control voltage and thus the vCX0 frequency and phase remain
continuous when the loop natural frequency is changed discontinuously.
The PLL then remains in lock and does not experience a phase step in
going from the fast acquisition mode to the run mode.

Phase and frequency memory during loss of signal or loss of primary
power is provided by the up-down counter, loop amplifier, vCX0, and
<-1000. These components are supplied from a battery power supply that
normally floats on a charger.

For loss of power all inputs to the up-down counter are inhibited to
prevent start-up transients from disrupting the held count.
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For loss of signal, counter memory is provided by inhibiting the clock.
Continued operation at the average phase and frequency before the hold
.is insured by grounding the summing input from the phase detector. The
VCXO is in an oven to insure that the stability of the held phase is better
than the phase stability of the polarization switching oscillator in the
satellite.

Vil. DATA COLLECTION

The data collection equipment is common to all receiving channels
as indicated in Fig. 16. Data that are critical for maintaining continuity
in the data base for long term statistics, e.g., signal attenuation and de-
polarization, are recorded continuously on analog ink-pen paper-chart
recorders. These chart recordings provide a backup in the event of failure
of the digital recording system and also provide a “quick look” at the
recorded data. The logarithms of signal amplitudes are recorded on the
chart recorders with a range of 50 dB.

All receiver outputs are multiplexed along with (i) system status in-
dicators such as whether the frequency control loop is tracking or holding
in a signal fade, (i) outputs from weather instruments such as rain
gauges, thermometers and wind speed recorders, (iii) outputs from the
on-going interim experiment!? using the COMSTAR beacon at 128°W,
and (iv) another propagation experiment!! using a 12-GHz beacon on

. the NAsA/Canadian Communications Technology Satellite (CTS). These
multiplexed signals are digitized, temporarily stored in the minicomputer
core memory, screened for relevance, and stored on digital magnetic tape.
Multiplexer and analog-to-digital converter sequencing, digital data
screening and buffering, and digital tape drive control are handled by
the same minicomputer that points the receiving antenna.

The objectives of the data screening procedure are to minimize the
amount of superfluous data stored while not losing any relevant prop-
agation data. The screening algorithm copes with the multiplicative
signal fluctuations caused by the atmosphere and with the additive noise
that dominates at low signal level.

The data taking and screening procedure is outlined in the simplified
flow chart in Fig. 17. Four times a second all receiver outputs are digitized
and temporarily stored as a sample set (boxes 2 and 3). Each entry j in
the sample set is checked for a large impulse change by testing for

|sample value; — old mean value;| < k;jog;

where the old mean value is the stored mean from the preceding time
interval, k;; is a scaling factor and os; is the expected standard deviation
for an individual sample in entry j. For all amplitude entries

Usjlamplitude = Ogj + (Old mean Valuej) . ij
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Fig. 16—Data collection equipment.

where ¢,; accounts for additive noise and C,,; weighted by the old mean
value accounts for the multiplicative atmospheric effects. For phase
difference entries, the multiplicative factor is inversely scaled by the old
amplitude mean of the weakest signal in the phase difference pair:

0sj| phase = 0qj + Cppj/(old amplitude mean).

If an impulse, i.e., a large change in the data, has not occurred, the entries
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Fig. 17—Flow chart for real-time data screening software.

in the sample set are used to update a set of new mean values being ac-
cumulated (boxes 4 and 5). The set of new mean values is then tested for
change by

|new mean value; — old mean value;| < kpjo5;/V'N (6)

where k;; is a different (smaller) scaling constant and N is the current
number of samples included in the new mean (box 6). The sample
standard deviation o,; is scaled by VN for this test since the standard
deviation of the statistical fluctuations of the mean decreases by this
factor (assuming independent samples). This second test quickly detects
gradual signal changes. If a change is not detected and if the new mean
has been accumulating for less than 1 minute, i.e., N < 240, then the data
taking program waits for the next clock pulse (box 7). If a change is de-
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tected by either of the above tests or if N = 240 then the new mean values
are transferred to the next unused position in an output buffer (box 8),
the old mean values are set equal to the new mean values (box 9) and the
new mean values are initialized (box 10). If 20 entries of sets of values
have been made into the output buffer, the buffer is full and it is written
onto magnetic tape (boxes 11 and 12). If this pass through the procedure
is not from the impulse test or is the second pass of the first impulse
detected, the program waits for the next clock pulse (box 13). If this is
the first pass from a detected impulse, however, the entire set of samples
is transferred to the output buffer and the old mean values are set equal
to the sample set (boxes 14 and 15). Thus, when an impulse occurs, both
the previous running mean and the sample set containing the impulse
are stored. Data screening then proceeds normally.

Each set of samples or means recorded also contains the time it was
recorded-so the time interval spanned is available for off-line data re-
duction. The data screening software includes provisions for: (i) stopping
and starting data collection, (if) recovering from primary power inter-
ruption, and (iit) recording calibration signals on the data tapes.

VIIl. CALIBRATION SOURCE

The operation of the entire receiving system may be verified using a
19- and 28-GHz signal source with RF characteristic closely duplicating
those of the beacon itself. Knowledge of the signal source amplitude also
allows determination of the absolute received signal level. This source
was extremely useful during prelaunch receiver construction and check
out.

A block diagram of the calibration source (beacon simulator) is shown
in Fig. 18. A 66.11-MHz crystal oscillator drives a multiplier chain,
producing three output frequencies: 264.44 MHz, 19.04 GHz, and 28.56

'GHz. Samples of the 19- and 28-GHz signals are made available to in-
dicate the power output of the source. The 28-GHz signal is attenuated
and phase-modulated by either the 264-MHz multiplier output or that
output doubled to 529 MHz. The modulation index is set to produce
sideband levels similar to those generated by the satellite. A precision
calibrated variable attenuator allows level control from near clear-air
levels to the receiver noise floor. A cross-polarized signal component is
obtained from a 20-dB directional coupler.

The 19-GHz multiplier output is attenuated through fixed and vari-
able attenuators. A cross-polarized component is generated with a 30-dB
coupler. Both direct and cross-polarized signals are power-split using
3-dB quadrature hybrids. The two 19-GHz outputs are switched alter-
nately between a “direct” and a *“cross-polarized” hybrid output using
PIN diode switches. A 1-MHz crystal oscillator and +1000 frequency
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Fig. 19—Receiver input-output amplitude linearity (19-GHz vertical copolarization
channel).

divider switch these switches at a 1-KHz rate. Direct and ““cross-polar-
ized” signals then appear alternately at the two 19-GHz outputs.

All four source outputs are permanently connected to their respective
receiver mixer inputs through directional couplers so that the source
signals can be injected with no waveguide switching. The source outputs
are disabled by turning off power amplifiers in the frequency multi-
plier.

Since the calibration source operates in close proximity to the antenna
feed frame, care was taken to hold any RF leakage from the source to
<~150 dBm. Coupled with the directivity of the antenna feed assembly,
this assures precise calibration signal levels down to the system noise
floor.

IX. RECEIVER PERFORMANCE

The entire receiver has met all original performance requirements.
Care in the design of individual assemblies has allowed integration of
the entire receiving system with extremely minimal interaction or other
problems. The receiver has been extremely reliable; during more than
one.year of operation, no significant data has been lost due to receiver
failures. More detailed observations of actual receiver performance are
given below.

Overall receiver linearity is nearly perfect. Figure 19 shows the de-
viation from perfect linearity of a typical receiver output (19-GHz ver-
tical copol) as a function of input signal level. Other receiver outputs
exhibit similar results. The calibration source was used to obtain these
results; for the upper 20 dB of input level the source was temporarily
connected directly to the mixer inputs. The input signal level is nor-
malized to the clear-air satellite input level. The receiver is seen to be
linear within £0.4 dB for all expected input levels down to 55 dB at-
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tenuation. Below this level the measurement becomes noise-dominated.
The 1-dB gain compression point occurs 6.5 dB above the clear-air input
level. The receiver exhibits negligible differential phase shift with
variations of signal amplitude. As an example, the 19-GHz copolarized
differential phase is constant within 0.1° from 4 dB above the clear-air
input level to the 40-dB attenuation level. Two degrees of phase error
is observed at the 50-dB attenuation level.

The receiver has shown excellent long-term gain stability. Measure-
ments over a 4-month period have shown a receiver output change of less
than 0.2 dB. This figure includes both receiver and antenna gain changes
and satellite power fluctuations.

Long-term measurements of 19 GHz copolarized differential phase
are stable to within £2°. This indicates the overall phase stability of both
the satellite and receiver antennas and much of the receiving electronics,
including all narrowband filters. Early measurements on the antenna
feed frame? showed a temperature coefficient of <0.2°/C° at 19 GHz.
This has since been improved through equalization of waveguide
lengths.

The 2-MHz crystal filters have a temperature coefficient of <0.16°/C°.
The two critical 19-GHz V and H copolarized filters were chosen for
matched temperature coefficients, and track within £0.2° over 15 to
40°C. The air-conditioned building environment maintains phase
tracking on all other channels within £1°.

The third and fourth IF active bandpass filters are in temperature-
controlled ovens and are unaffected by ambient temperature variations.
These filters were bandwidth-matched to within +1 percent, yielding
a frequency-induced phase error of <0.5° for static frequency offsets of
up to 5 Hz.

As stated previously, the receiver noise floor is set by front end noise;
all following amplifiers and frequency conversions contribute <0.1 dB
to the overall system noise level.

The polarization switch synchronization circuitry must accurately
track the 1-kHz polarization switching phase to prevent leakage of co-
polarized signals into receiver crosspolarized channels. This circuitry
exhibits £5° phase jitter during a 40-dB fade and holds phase open-loop
for greater attenuation. A dead band of £9° is sufficient to maintain
open-loop synchronization for at least 10 minutes.

The AFC loop will reliably track the satellite frequency excursions
during a 51 dB fade at 19 GHz (copol SNR = 9 dB). Below this level, the
loop initiates its reacquisition sequence. Initial four-channel detection
is accomplished with 50 percent probability at the 49 dB fade level, while
50 percent final verification probability is reached at the 47 dB fade
level.

An example of data obtained during a typical rain event is shown in
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Fig. 20—Typical receiver outputs from data screening software.

Fig. 20. Only 9 of the 25 data channels recorded are shown here. The
display was generated by software used for off-line data screening. The
ticks along the x-axis delimit records containing 20 sets of data points
(see Section VII on data collection) and indicate the increase in data-
recording rate during such events.

The 4 upper traces display 19-GHz vertical copolarized (A19V) and
cross-polarized (19XV) signal levels, vertical cross-polarization phase
(¢19V-XV), and copolarization differential phase (¢19V-H). The
cross-polarization phase zero reference was obtained by rotating the
antenna feed frame slightly to leak a copolarized component into the
cross-polarization channels.

The next four traces display 28-GHz vertical copolarized carrier
(A28VC), lower sideband (A28VL), and cross-polarized signal level

COMSTAR RECEIVING ELECTRONICS 1327



(A28XV), and lower sideband differential phase (¢28VC-L). The close
agreement of carrier and sideband amplitudes and lack of relative phase
shift indicate little medium dispersion over the 264-MHz spacing. The
phase fluctuations observed at low signal amplitudes are due to the low
measurement SNR, and are not medium effects.

The final trace displays the vertical copolarized output of the colocated
interim receiver!? observing the COMSTAR beacon at 128°W longitude.
The differences between this and the first trace result from the different
ray paths taken through the rain.

X. SUMMARY

This paper has presented the design requirements for the Bell Lab-
oratories Crawford Hill 19- and 28-GHz COMSTAR beacon receiving
electronics, and has described the hardware and techniques used to
achieve these requirements. The receiver operates unattended, contin-
uously collecting data to determine attenuation, depolarization, dif-
ferential phase shift, dispersion and angular scatter produced by pre-
cipitation. The coherence of the various transmitted beacon signals al-
lows use of receiver noise bandwidths as narrow as 1.6 Hz to determine
depolarization during severe fading. The receiving system meets all the
design requirements, and has already collected data reliably for over one
year.
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COMSTAR Experiment:

The 19-GHz Receiving System for an Interim
COMSTAR Beacon Propagation Experiment at
Crawford Hill
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This paper describes the antenna and receiving electronics for the
Bell Laboratories Crawford Hill 19-GHz COMSTAR Interim Experiment.
This experiment has collected essentially continuous 19-GHz atten-
uation data on the earth-space path to the COMSTAR A satellite since
May 25, 1976. The receiver operates unattended, automatically reac-
quiring the beacon signals after deep rain-induced signal fades. A re-
ceiver bandwidth of 10 Hz allows accurate measurement of fade depth
to the 40-dB level.

I. INTRODUCTION

A receiving system for the 19-GHz COMSTAR beacons!2 has been
operating since May 25, 1976, at the Bell Laboratories Crawford Hill
facility at Holmdel, New Jersey. This system is less complex than the
precision receiving system3* also operating there, but uses the same
overall system design and many similar components. This paper will
discuss the antenna and receiving electronics for this system.

This receiving system was used initially for observations of the first
COMSTAR beacon as it crossed the horizon at Crawford Hill. The main
receiving system electronics® were operated for a short period in parallel
with this system, while awaiting completion of the Crawford Hill
millimeter-wave antenna.4

The interim receiving system is presently observing the beacon located
at 128°W longitude. The propagation path from Crawford Hill to the
beacon has an azimuth of 244.7° and an elevation of 18.5°. The beacon
characteristics are similar to those given in Table I of Ref. 1; the incident
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polarizations are within 5° of vertical and horizontal at Crawford Hill.
Beacon observations have been nearly continuous since the start of the
experiment. Much useful information has already been obtained and
has been reported elsewhere.567 Since the main receiving system is
observing the satellite at 95°W longitude, comparison of the two receiver
outputs should indicate the efficacy of “satellite diversity” from a
common earth terminal.

Future plans for the interim receiving system include its use as a re-
mote space diversity site. This will allow accumulation of joint fading
statistics to fade depths not achievable in previous radiometer experi-
ments.®

In its basic configuration, this receiver records the amplitudes of two
orthogonal components of the 19-GHz incident radiation. Two identical
receiver channels are used. Narrow receiver noise bandwidths are used
to maximize the measuring range. Automatic frequency tracking and
reacquisition allow unattended operation. The receiving antenna
beamwidth is sufficiently wide that no tracking of diurnal satellite mo-
tion is required.

The general design considerations for this receiving system are similar
to those discussed for the main receiving system.? The receiving antenna
is described in Section II. Section III discusses the receiving electronics.
Receiver performance and some typical data are included in Section
Iv.

Il. ANTENNA

The antenna and feed assembly were originally designed for a 20-GHz
propagation experiment using a beacon on the ATS-6 satellite.? The feed
assembly and antenna positioner were later modified for this experiment.
The antenna is of Cassegrainian design, with a 12-foot-diameter aperture
and two orthogonal linearly polarized feeds. Antenna positioning is
controlled remotely from the equipment building. The complete antenna
assembly is shown in Fig. 1.

The 12-foot-diameter spun-aluminum main reflector was manufac-
tured for nominal use at C and X bands. After tensioning the reflector
to correct a surface warpage, however, good performance was obtained
at 20 GHz.

The 16-inch hyperboloidal subreflector is supported by four aluminum
I beams, thinned for minimum depolarization. Both subreflector and
support had nonessential material milled away to minimize weight.

Polarization diplexing is accomplished using a quasioptical polar-
ization separator, as in the main antenna feed assembly.* This technique
is shown in Fig. 2. The polarization separator is a grid of parallel copper
strips on a thin mylar support membrane. The grid is oriented so that
one polarization, B (polarized parallel to the page), is transmitted
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Fig. 1—View of 12-foot antenna for COMSTAR interim experiment.

through the polarizer to aperture I. The orthogonal polarization, A, is
reflected to aperture II.

Short-focal-length paraboloids at apertures I and II reflect the received
energy to dual-mode feedhorns. The feedhorn size produces a 20-dB edge
illumination taper at the main reflector. The feed assembly is rotatable
from the equipment building to allow alignment of the feed with the
incident polarization angle.
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Fig. 2—Polarization separator geometry for 12-foot antenna.

The antenna is mounted on a modified Nike-Hercules elevation-
over-azimuth positioner. New drive motors and position encoders allow
positioning the antenna from within the equipment building to 0.01
degree precision. Since the satellite position is controlled to within 0.1
degree, continuous position tracking is not required.

The feed assembly and mylar rain window are shrouded with fiberglass
weather covers. These are covered with reflective aluminum foil to
minimize the “greenhouse” effect. Electric heaters and forced ventilation
regulate the temperature within the enclosure.

Il. RECEIVING ELECTRONICS

The electronics for the interim receiver are similar to those used in
the main COMSTAR beacon receiver.? This section will rely heavily on
the description of the main receiver electronics in this issue. The basic
design philosophy and rationale behind the choice of IF frequencies, etc.,
is covered there.

A block diagram of the interim receiver electronics is shown in Fig.
3. The receiver consists of two unswitched 19-GHz receiver channels and
somewhat simplified frequency control equipment. The first frequency
conversion is performed at the antenna feed. All other equipment is lo-
cated in a building alongside the antenna.

Throughout the receiver, care was taken to assure >60 dB overall
isolation between receiver channels. Liberal component shielding was
used, and isolators were used where necessary to avoid coupling through
common local oscillator lines.

The two antenna feed outputs are down-converted to 1.003 GHz by
Schottky-diode mixer-preamplifiers with 6.5-dB single-sideband noise
figure. The 18.037-GHz first LO is generated at the feeds from an oscil-
lator in the support building.
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The two IF signals are fed to the support building through coaxial cable
and are filtered by 0.3 GHz BW bandpass filters to avoid noise saturation
of the following wideband IF stages. Down-conversion to 2.067 MHz is
performed with image rejection mixers, which use phase cancellation
to suppress image noise by >20 dB. Coarse frequency tracking is per-
formed at this conversion, as will be discussed later.

After further amplification, the system noise bandwidth is further
constrained with 5-MHz low-pass filters. Step attenuators set the
clear-air signals to the desired levels. Amplifiers are used to isolate 6-kHz
BW crystal bandpass filters, which provide image rejection at the next
conversion.

Balanced mixers perform the next frequency conversion to 6.25 kHz.
Short-term frequency instabilities are removed at this step with a
phase-locked loop, whose operation will be described later. The 6.25 kHz
signals are amplified and filtered by 250 Hz BW active bandpass filters.
These and the following filters are mounted in temperature-stabilized
ovens for improved gain and frequency stability.

The final frequency conversion to 325 Hz is performed by an active
linear multiplier. The final predetection bandwidth is set by 10-Hz BW
active bandpass filters. These filters exhibit a single-pole response with
16-Hz noise bandwidth. These filters strip off the 1-kHz polarization-
switching modulation and pass only the carrier frequency.

Signal amplitudes are determined with linear amplitude detectors
exhibiting 0.1 dB linearity over 60-dB signal range. The detector
outputs are processed by dc logarithmic amplifiers for better display
resolution during deep rain fades. The two log amplifier outputs are
recorded on a paper chart recorder operating at 4 inches/hour. These
two outputs are also fed to the main receiver data recording equipment
over telephone lines, using voltage/frequency and frequency/voltage
converters. Log, rather than linear, recorder outputs are used to avoid
dc offset problems at low signal levels.

Since a measurement of differential amplitude between the two re-
ceived polarizations is desired, the two log amplifier outputs are sub-
tracted and this difference recorded, with higher sensitivity, on the chart
recorder. In addition, 1- and 10-minute timing markers are recorded from
the main receiver to allow time synchronization of the two systems.

The receiver must track both the long- and short-term beacon fre-
quency fluctuations. A digitally controlled AFC loop is used to track the
thermally induced diurnal fluctuations. This loop is illustrated in Fig.
9 of Ref. 3. A sample of the 2-MHz vertically polarized signal is down-
converted to 6.25 kHz and fed to a narrowband discriminator made from
two stagger-tuned active filters. The discriminator output is integrated
for 1 second. If the average frequency error exceeds 2 Hz, the output
frequency of a digitally controlled frequency synthesizer is incremented
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Fig. 3—Block diagram of COMSTAR interim receiver.



or decremented by 1 Hz. The synthesizer output is doubled and used to
make up the second local oscillator. Thus, frequency corrections are
made in increments of 2 Hz at 1 Hz rate. The loop will track a frequency
excursion of £2 Hz/sec, greater than that expected from the bea-
con.1:3

If the signal at the vertically polarized receiver output falls below a
preset threshold, the AFC loop will be unable to maintain track and so
initiates an ever-expanding search around the last known beacon fre-
quency. When the signal is again detected at the receiver output, this
search ceases and tracking resumes. This technique does not prohibit
acquisition of a polarization-switching sideband, but performs ade-
quately and is much simpler to implement than the technique used in
the main receiver.

Short-term frequency fluctuations are tracked with a phase-locked
loop (PLL). This loop locks the unfiltered 325-Hz vertically polarized
received signal to a stable 325-Hz oscillator through adjustment of the
2-MHz third conversion oscillator. Since both vertical and horizontal
signals are phase-coherent, the horizontally polarized signal will be
locked as well. This loop has a 30-Hz bandwidth and is described in
greater detail in Ref. 3.

IV. RECEIVER PERFORMANCE

The interim experiment has operated essentially continuously since
May 25, 1976, and has met its design objective of collecting continuous
19-GHz amplitude statistics from the COMSTAR A satellite. Receiver
failures have been minimal, and the conservative design approach taken
allowed integration of the entire receiving system with no unexpected
interactions between subassemblies.

Since most subassemblies for this receiver are identical to those used
in the main receiver, most performance measures are identical for the
two. Linearity and long-term stability are discussed in Section IX of
Ref. 3.

Since this receiver operates without polarization switching using a
smaller antenna aperture, the measured clear-air SNR is 50 dB. The AFC
loop threshold is set at the 40-dB fade level; below this level the AFC
initiates a frequency search to attempt to reacquire the beacon signal.
Reacquisition is accomplished reliably to 11 dB SNR, corresponding to
a fade depth of 39 dB.

Since the receiving antenna does not track the satellite motion, small
diurnal amplitude variations are observed as the satellite traverses the
antenna directivity pattern. These variations are generally less than
1 dB peak-to-peak. Since they are of long duration and repeatable on
a day-to-day basis, they pose little problem during data reduction.
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Fig. 4—Typical data obtained from COMSTAR interim experiment (Hurricane Belle,
August 9, 1976).

An example of the data collected by this experiment is shown in Fig.
4. These data were taken August 8-9, 1976, during the passage of hur-
ricane Belle 50-60 miles east of Crawford Hill. Time, indicated in GMT,
runs from right to left. The upper and lower traces indicate the vertically
and horizontally polarized received signal strengths and are calibrated
in dB attenuation from the clear-air signal level. While this event is
clearly not a typical one, the data shown indicate excellent receiver
performance during periods of great environmental stress.

V. SUMMARY

This paper has presented a brief description of the antenna and re-
ceiving electronics for the Bell Laboratories Crawford Hill 19-GHz
COMSTAR Interim Experiment. This equipment has collected essentially
continuous amplitude data from the COMSTAR A satellite since it first
became visible at the horizon on May 25, 1976. A received bandwidth
of 10 Hz allows accurate measurement of fade depth to 40-dB level.
These data, together with those collected by the main Crawford Hill
COMSTAR propagation experiment, will be used to characterize earth-
satellite propagation at 19- GHz.
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COMSTAR Beacon Receiver
Diversity Experiment

By N. F. DINN and G. A. ZIMMERMAN
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The design and realization of 19-GHz and 29-GHz beacon receivers
for implementation of the remote site diversity reception experiment
are discussed. The experiment objectives and constraints are investi-
gated in terms of their impact on equipment realization. Data acqui-
sition and retrieval problems associated with remote sites are also
addressed. Finally, some of the results obtained from early operation
are presented. These results, obtained from direct measurement of the
beacons, correlate very well with earlier radiometer measurements
scaled in frequency with appropriate corrections made for the impact
of energy scattering due to rain.

I. INTRODUCTION

While most current-generation communication satellites operate in
the same common carrier bands (4 and 6 GHz) as do terrestrial facilities,
operation at significantly higher frequencies—such as the 12- to 14-GHz
band, and the 18-, 30-GHz bands—offers a number of important ad-
vantages. Among these are expected reduction in interference, reduced
spacecraft component sizes, and higher gain spacecraft antenna with
the opportunity for independent multiple beams within the continental
United States (CONUS).

On the other side of the ledger, radiation at these frequencies is more
effectively scattered and attenuated by water droplets, thus threatening
system operation with attenuation, depolarization and dispersion effects.
These problems are under empirical investigation utilizing beacon
sources carried aboard the COMSTAR satellites. This new opportunity
follows a fruitful (but limited) period of measurements with radiome-
ters.1:23

1341



Where uncertainties in radiometer results existed in the past, due to
their range limitation and their inability to account for signal loss due
to scattering, they can now be overcome using the beacons. Thus the
objectives of this new experimental phase are manifold but they can be
summarized as follows:

(i) = Directly obtain continuous, long-term attenuation measurements
at (the higher) system frequencies (thus accounting for both absorption
and scattering).

(ii) Increase the dynamic fade measurement range to at least 30
dB.

(zii) Provide for direct comparison of radiometer and beacon mea-
surements obtained simultaneously from the same antenna, thus al-
lowing qualification of radiometer data in hand.

(iv) Extend the available site diversity performance data base by
operating in different meteorological environments.

Satisfaction of these objectives constrained the design of our receiving
stations. In particular, the need for reliable continuous operation requires
a capability not only for monitoring the system remotely but also for
retrieving data to a central site. The system must provide for unmanned
operation over extended periods without loss of data. Finally, the rec-
ognition that test sites would be distant (and costly to visit) required that
the experiment be implemented to be self-contained and transportable
with minimum expense and delays, that equipment failures be very in-
frequent, and that simple failures not compromise all observations.
Consequently, conservative design approaches were used throughout,
and provisions were made for operation alarming. The method used to
achieve the experimental objectives is discussed in subsequent sec-
tions.

Section II presents a discussion of the primary factors which shaped
the experimental setup, including such things as anticipated signal-
to-noise ratios, the importance of remote test sites, and cost. This is
followed in Section III by a detailed description of the data acquisition
requirements and their realization. Section IV begins the discussion of
the receiver, starting with the preliminary operating objectives. The
overall receiver realization is presented in some detail in Section V and
includes discussion of the antenna with its auxiliary equipment, the
scanning receiver, the 19-GHz receiver, the 28.5-GHz receiver, and the
frequency predictor which compensates for satellite drift in the absence
of beacon frequency update information. Results obtained during the
initial experiment phases are summarized in Section VL.

The Phase I experimental sites are located at Grant Park, Illinois (near
Chicago), and Palmetto, Georgia (near Atlanta). Each principal site is
equipped with beacon receivers (19 and 29 GHz) and a 13-GHz radi-
ometer. Associated with these sites are remote radiometer sites which
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Fig. 1—Beacon/radiometer sites.

provide data for diversity performance evaluation. Figure 1 indicates
Manteno, Illinois, approximately 20 miles west of Grant Park, and
Temple, Georgia, approximately 20 miles northwest of Palmetto.

Il. PRIMARY EXPERIMENTAL CONSIDERATIONS
Six factors were of prime importance to the design of the beacon re-
ception equipment:

(z) The expected power level of the received signals and the required

dynamic measurement range.

(zi) The spectral width, maximum frequency variations and the rate
of drift of the beacon oscillators.

(Zit) The anticipated satellite stationkeeping excursions.

(iv) The requirement for remote unattended and continuously op-

erative stations.
(v) The need for coordinated diversity site radiometer data acqui-

sition.
(vi) “Minimum” cost procurement and operation.

2.1 Preliminary signal-to-noise ratio calculations

The beacon signal levels and CONUS coverage are detailed in Ref. 4;
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the relevant parameters are summarized below:

19 GHz 29 GHz .
EIRP 53 dBm 56 dBm
Polarization loss* 3dB —_—
Path loss 210dB 213 dB
Fade range ~35dB ~38 dB
Min. signal level <—195dBm <—198 dBm
+ Gut + Gyt
Down converter +
preamp noise figure 6.5dB 6.5dB

The corresponding noise power in a 100-Hz! bandwidth is readily cal-
culated:

P, = Nr + 10 log KTB,, + 30 dBm
=6.5—174 + 10 log 100 dBm
P, = —-147.5dBm

Allowing a few dB loss of sensitivity due to satellite stationkeeping
variations, antenna misalignment, network loss, etc., implies that
achievement of a usable signal-to-noise ratio during deep fades requires
an antenna gain of 50 dB or more. In addition, to limit the noise power,
it implies a final processing bandwidth significantly less than 100
Hz—which therefore requires the receiver to track the beacon frequency,
maintaining lock during fades of at least 35 dB.

2.2 Beacon frequency variation

The beacon reference oscillator frequency exhibits a frequency vari-
ation less than +1 part in 106 on a diurnal basis, and £1 part in 108 per
year due to aging. In addition the receiver oscillator has been allocated
+1 part in 108 per year for aging, thus implying a total potential annual
variation to be accommodated of £3 parts in 10° (approximately +57
kHz at 19 GHz). Consequently, the receiver capture and tracking range
was specified to be 100 kHz.

In addition to maximum frequency excursion considerations, the
short-term rate of change of frequency must be accommodated. This is
a major complication since receiver sensitivity must be obtained by se-
vere band limiting. The receiver configuration chosen utilizes parallel

* Only one polarization is processed.

t G4, the antenna gain, is determined in Section 2.3.

1 The beacon design objective was to provide 90 percent of the signal power in a band-
width of 100 Hz at 19 GHz, or within 150-Hz bandwidth 29 GHz.
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processing: a set of 32 narrowband comb-filters for selectivity, and an
AFC loop to center the comb set about the instantaneous received fre-
quency. The 32-filter comb set in the 19-GHz receiver spans a total of
1.6 kHz; the AFC loop drives the frequency of the down-converted signal
to the center of the comb filter range, allowing only a 800 Hz band to
account for drift errors which are uncompensated by update information
which, of course, would be unavailable during periods of severe fading.
The maximum estimated drift rate* of approximately 1 Hz/sec implies
that, even in the event of deep fades (which preclude feedback frequency
updating), there would be no reacquisition delay for outages less than
about 15 minutes. Still longer outages could allow drift accumulations
greater than 800 Hz, with consequent delay to reacquisition. This com-
promises data, in that the end of fade would be uncertain. Therefore
beacon frequency prediction based upon beacon behavior observed prior
to the fade is included in the design. This feature extended the receiver
capability for continuous operation in extremely deep fade situations
(i.e., no frequency update information) from 15 minutes to over 2
hours.

2.3 Satellite stationkeeping

The satellite, while nominally stationary, actually moves within a
station of +0.1° in latitude and 40.1° in longitude. As a consequence,
the ground station antenna must either track this variation or sacrifice
absolute gain to provide essentially equal response within the sector
traversed by the satellite. Allowing a 1-dB maximum pattern variation
due to stationkeeping implies a minimum 3-dB antenna beamwidth of
about 0.3°. This corresponds to an antenna gain of about 56 dB, which
is consistent with the minimum antenna gain requirement (> 50 dB)
necessary to provide the required dynamic range.t

2.4 Remote test sites

Practical operation of remote unattended stations requires that
equipment be conservatively designed, with broader operating margins
than would be necessary if frequent adjustments could be made, and the
equipment must have automatic (re-)startup features. In addition, re-
dundant recording equipment is necessary to preclude the loss of in-
teresting data. Finally, representative data should be remotely accessible
to allow daily monitoring for both the health of the equipment and the
progress of the experiment.

* Based on COMSAT preflight test curves.
t Antenna selection is discussed in Section 5.1.
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2.5 Correlation with radiometers

A secondary objective of the experiment was to allow detailed com-
parison of radiometer and beacon observations, hence the requirement
to derive a radiometer signal from the same antenna as that supporting
the beacon receivers. A 13-GHz radiometer was chosen; this provides
a reasonable match to the dynamic measurement ranges obtained with
the beacons and, through frequency scaling, allows calculation of ab-
sorption at the beacon frequencies. Scattering losses may be estimated
and combined with the measured absorption losses, scaled for frequency
differences, and compared with the beacon losses.

2.6 Cost

The final restriction, obligatory to all operations, is cost limitation,
particularly since multiple sites were to be equipped. It was this con-
sideration that tipped the balance in favor of a fixed, limited gain an-
tenna. This restriction also dictated that standard, readily available
components be used in lieu of custom devices.

lll. DATA ACQUISITION

The operation of numerous remote sites, both for beacon reception
and for associated radiometer studies, places a high emphasis on data-
remoting capabilities (see Fig. 1). It is necessary, of course, to transfer
data between associated sites to assess diversity performance; it is equally
necessary to transfer data back to Bell Laboratories, Holmdel, for
monitoring purposes. The transfer between test sites is accomplished
using a 12-bit analog-to-digital converter to drive an FSK telemetry
system over dedicated phone lines. At the receiving end, the digital signal
is reconverted to analog and processed in conjunction with signals re-
ceived directly at the main site. Transmittal of summary data back to
Holmdel is accomplished on a dial-up basis over the DDD network once
a day.

Data are recorded in a number of different forms: At each site a real-
time record of the various received signal levels is kept on stripcharts.
At the main sites, Palmetto and Grant Park, stripcharts record the si-
multaneous levels of both the local and the diversity signals. In addition,
at each main site there is a Portable Propagation Recorder (PPR),5 which
records the accumulated time during which the signal level is below
various fade thresholds, as well as the number of times that a threshold
level is traversed. This record is stored in a solid-state memory, the
contents of which are accessible by telephone. Finally, to ensure against
accessing problems, equipment failure, or holiday weekends, the data
are dumped daily onto a local punched paper tape.
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For several years prior to the beacon experiment, there existed at
Palmetto a computer-directed data-gathering complex supporting other
propagation experiments, including the ongoing radiometer tests. This
complex, known as MIDAS (Multiple Input Data Acquisition System)
uses magnetic tape to store a sampled time record of signal variations.
Its sampling rate is five times per second on each channel. For this ex-
periment the Palmetto MIDAS complex records the levels of not only both
beacon signals and the on-site 13-GHz radiometer signal at Palmetto
but also the 18-GHz radiometer signal from the remote diversity site.
In addition it records the instantaneous beacon frequency and the local
rain rate as sampled in a tipping bucket gauge. The magnetic tape record
is then mailed to Holmdel on a weekly basis for processing.

IV. RECEIVER OPERATING OBJECTIVES
This beacon receiver was designed to the following objectives:

() Acquire the signal within 15 seconds either after turn-on or after
an extended period of signal dropout. Similarly, in the event of power
failure, automatically reacquire the beacon signals without external
intervention. ‘

(it) Provide accurate (£0.5 dB absolute and 0.1 dB relative) fade
indications over at least a 30-dB dynamic range, at both 19 and 29
GHz.

(iii) For periods up to 1 hour, in the event of loss of signal due to
fading, reacquire (virtually instantaneously) when the signal recovers
to the fade depth at which it was lost.

(iv) Track frequency variations and provide output indications ac-
curate to approximately 1 part in 108.

Each of the above objectives was not only achieved but the realized re-
ceiver exceeded the required performance.

The functions identified above are realized in the receiver shown in
the simplified block diagram in Fig. 2. Each functional block is treated
in some detail following a brief operational summary.

V. RECEIVER REALIZATION

Initial acquisition of the 19.04-GHz signal is accomplished by a
scanning receiver which searches a bandwidth of 95.9 kHz for the 19-GHz
tone and the two (polarization) switching sidebands, which are 1 kHz
removed from the carrier.

Following acquisition, the two receivers, one at 19 GHz and one at 29
GHz, begin monitoring fades. Associated with the 19-GHz receiver is
a frequency predictor which, under normal operating conditions, con-
tinuously monitors the received beacon (19 GHz) frequency and the rate
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at which it is drifting. The coherent relationship between 19- and 29-GHz
beacons allows slaving of the 29-GHz receiver frequency to the 19. In the
event of loss of the 19-GHz signal for an extended period of time, the
predictor extrapolates the last valid frequency measurement using the
most recently estimated frequency derivative. This ensures that the local
oscillators of the receivers track the beacon frequency and are in best
condition to reacquire the signal once it reappears. Note that loss of only
the 29-GHz signal has no impact on the frequency tracking of either
receiver.

In addition to the basic functions identified previously, there are
several other functional units which are separately identified and dis-
cussed prior to treatment of the major units. These units are: antenna
assembly, frequency multiplier, frequency synthesizers, and comb
filters.

5.1 Antenna assembly

The antenna assembly, shown diagramatically on Fig. 3, includes:
antenna mount with azimuth and elevation adjustments, antenna,
feedhorn, polarization adapter assembly, polarization coupler and a
frequency diplexer.

The functions of the antenna assembly are to: intercept sufficient
beacon signal energy for processing, separate a 13-GHz signal for driving
a radiometer, and separate the 19- and 28.5-GHz signals for measure-
ment by the beacon receiver.

Recall, from Section 2.3, that a minimum 3-dB bandwidth of 0.3° was
necessary to meet the amplitude misalignment objective and that it was
this beamwidth constraint that restricted the antenna aperture to 8 feet.
The antenna selected is a CH-8 (7.5-foot aperture) conical, horn reflector
antenna manufactured by Antennas for Communications Incorporated.
Using a specially designed feed horn tapered to WC-65, measurements
were made at 19.04 GHz and 26.01 GHz (the highest frequency available
from the equipment used for tests) which indicated gains at the two
frequencies of 51.0 dB and 53.6 dB for the vertical polarizations and 51.0
dB and 53.4 dB for the horizontal polarization. Scaling to 28.56 GHz
implies gains of 54.5 dB for the vertical and 54.2 dB for the horizontal
polarizations. Since the satellite could traverse a £0.1° window, it was
important to determine the impact of a fixed orientation on received
amplitude. At 28.5 GHz, a 0.1° misalignment results in approximately
1-dB gain decrement. At the time the receiver was installed, the antenna
orientation was optimized for the two beacon frequencies and then se-
cured permanently.

The polarization adapter assembly is a rotatable framework attached
to the feedhorn which permits continuous adjustment of the angular
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relationship between the feedhorn (antenna) and the polarization cou-
pler. This ensures that the nominal received signal polarization can be
accounted for readily, thus placing the polarization coupler in position
to couple maximum energy through the vertically polarized port for both
19 and 29 GHz.

The 13-GHz radiometer signal is obtained via a polarization coupler
attached to the feedhorn. It is obtained from the “horizontally” polarized
port, while the orthogonal port* provides the “vertically” polarized
signals (19 and 28.5 GHz) which drive the beacon receiver. This coupler
provides considerable flexibility and introduces only 0.1 dB insertion
loss at 13 GHz, 0.25 dB at 19 GHz and 0.35 dB at 28.5 GHz. The return
loss at each of these frequencies is greater than 30 dB. This technique
provides the beacon receiver only one component of the 19-GHz signal,
the horizontally polarized component is terminated.

The final item of the antenna assembly is the diplexer. Conceptually,
this is a waveguide 120° Y junction with a high-frequency “short” in one
output leg and a low-frequency “short” in the second output leg. This
readily permits separating the two beacon signals at a loss (insertion)
penalty of 0.2 dB at 28.5 GHz and 0.3 dB at 19 GHz.

5.2 Frequency multiplier

The receiver utilizes 5 IF frequenciest to obtain the required gain and
selectivity prior to detection. The first IF operates at 1.0 GHz; the first
beat-oscillators (BO at 18.04 GHz and 27.06 GHz) are obtained from a
frequency multiplier built by RDL to Bell Laboratories specifications.
This supply is basically a multiplier chain (X288 and X432) which op-
erates upon one precision reference frequency of 62.53888 MHz which
is developed within the receiver from a 10.000-MHz reference source.

5.3 Frequency synthesizer

Two Rockland frequency synthesizers are used for the fourth BO, one
in the main and one in the scanning receiver (see Section 5.5), to down-
convert from 2 MHz to 123 kHz. In addition, the digitally controlled
synthesizer provides the incrementally adjusted (100-Hz steps) fre-
quency control needed for the scanning receiver; the second synthesizer
provides the fine resolution (12.5 Hz) steps needed in the AFC loop of
the tracking receiver. These synthesizers were selected because of two
features which make them particularly attractive—frequency changes
are essentially instantaneous, and the phase is continuous. This is ac-

* The two signals are orthogonally polarized and are nominally called horizontal and
vertical polarizations but are not actually H and V polarized at the receiving sites.

t For the 19-GHz receiver they are: 1 GHz, 20 MHz, 2.0 MHz, 123 kHz, and 10.5 kHz.
For the 28.5-GHz receiver the frequencies are scaled in a ratio of 3:2.
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Fig. 4—(a) Discriminator output with synthesizer set to 1.000,000,000 MHz. (b) Dis-
criminator output with synthesizer set to 0.999,560,000 MHz.

complished by using the phase as the driving variable within the syn-
thesizer. A particular signal frequency output is achieved by controlling
the rate of change of phase: Thus when a frequency change is called for,
the rate at which the output signal phase accumulates is either increased,
for a higher output frequency, or decreased for a lower output frequency.
No discontinuities occur in the phase of the output signal, and thus there
is no need to wait for filter transients to damp in the receiver whenever
the synthesizer output frequency is changed. Without this capability,
each change in frequency during scanning or tracking would necessitate
delays for filter settling.

The synthesizer is driven from a source derived from the 10.000-MHz
reference supplying the frequency multiplier discussed above. All BO
frequencies in the receiver are derived from this reference, thereby
eliminating many potential problems such as relative drift among the
frequencies.

Although the digital frequency control made the system attractive,
this approach also implies a certain amount of phase noise arising from
the A/D quantization in the synthesizer. This caused some initial dif-
ficulties since the synthesizer output could not be used directly due to
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incidental FM (phase noise) it contained. For example, with the output
set for 1.000,000 MHz the phase noise appears random and spectrally
smooth, but with slight changes in output frequency a structured noise
spectrum became apparent. For example, with an output frequency of
999.560,000 kHz, a spectral analysis revealed a number of tones (with
a dominant noise tone at about 3.6 kHz offset), of sufficent amplitude
to produce a 7-Hz peak-to-peak deviation (see Fig. 4). (For other
frequencies, the noise tones would, of course, vary, but the problem is
illustrated by this example.) To reduce this phase noise, the signal was
first mixed up to 18.77 MHz (which maintains the same level of phase
noise) and then divided by 10—which reduces the phase noise by 20 dB.
This ensured that the residual incidental FIM would be of no consequence
in beacon reception.

5.4 Comb filters

In order to reduce the time needed to acquire the beacon signals, to
provide a wide frequency range over which accurate signal level deter-
mination can be made (while providing narrowband processing for noise
limiting), parallel signal processing was incorporated. The first stage of
that parallel processing is a set of 32 high-resolution, closely matched
filters of 100 Hz bandwidth and spaced by 50 Hz. These comb filters span
the range from 9.7 kHz to 11.3 kHz. The output signal from each filter
is detected and the frequency synthesizer is incremented to continually
drive the frequency of the highest detected signal level (assumed to be
the beacon) to the center of this 1600-Hz band. As the beacon frequency
drifts, the detected signal level in the center filter tends to fall as the level
of an adjacent filter increases. Figure 5 illustrates the condition: output
b > a > ¢, which implies that the signal is within the region f;, — 25 Hz
to fp. If we then note the magnitude of the difference between the output
of b and the output of a we can further subdivide the region. If 5 —a >
1 dB then the signal is located within 1215 Hz of the center of filter b.
Thus 12% Hz resolution can be obtained; when the signal drifts further
than 121 Hz from the comb center, the BO is readjusted to drive it back.
Parallel processing ensures that if the beacon signal fades below a de-
tectable level (about 38 dB fade, remaining faded for an extended peri-
od), upon its recovery to a detectable level, if it lies anywhere in the band
covered by the comb set, it will be detected virtually instantaneously.
The actual detection process associated with the comb filter outputs is
discussed in Section 5.7.

5.5 Scanning receiver

The scanning receiver is essentially a scanning spectrum analyzer. Its
input is the 2.0-MHz third IF; this signal is twice down-converted to drive
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Fig. 5—19-GHz receiver comb filter characteristic.

two sets of comb filters. The two sets of filters have their outputs pro-
cessed alternately, thus doubling the allowed settling time per filter while
maintaining a rapid scan time (see Section 5.6). Each comb set consists
of three 100-Hz filters separated by 1 kHz. The two comb sets are offset
from each other by 50 Hz. The filter outputs are linearly detected to
estimate power in the band and the entire frequency band of interest
is scanned by causing the frequency synthesizer to shift the fourth BO.
As the filter outputs are measured, the controller portion of the receiver
stores observations, correlating the fourth BO frequency with the power
received. At the completion of a scan, the location of the highest detected
value is assumed to be the location of the carrier; however, the processor
also checks to ensure that sidebands, down 4 dB from the carrier, are
found in frequency slots 1 kHz above and below the carrier. If the levels
are incorrect by more than 1 dB relative to the carrier, the data is not
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considered valid. When a valid signal is found, i.e., a carrier of sufficient
level to be a candidate and having sidebands appropriately located and
energized, the frequency location is stored. This frequency is compared
with that of the main receiver and the offset, if large enough, is used for
correction of the fourth Bo.

Although continuous scanning is desired, it is imperative that spurious
responses not input false information to the basic receiver. Thus, update
is inhibited without the presence of both carrier and two sidebands;
additionally, the absolute signal-to-noise level must be high enough to
ensure valid data. If these conditions are satisfied and the frequency
difference between the scanning receiver and the main receiver is 187.5
Hz or greater, the scanning receiver output will correct the main receiver
tuning. The intent is to ensure that the received signal is maintained as
close as possible to the center of the comb filter set to provide maximum
accommodation to drift. The 187.5-Hz threshold is somewhat arbitrary
but derives from the smallest frequency increment (12.5 Hz) multiplied
by 15—which is the maximum count of a four-stage counter.

Under normal operating conditions the scanning receiver continues
to operate, but its output is nonfunctional. It is functional at initial ac-
quisition, and because the site is remote and unmanned, it must also
function in reacquisition should tracking be interrupted for two hours
or more.

5.6 Equipment design considerations

Since reliable operation was desired even under worst case conditions,
the maximum anticipated frequency drift range of the beacon, £2 ppm
for aging and diurnal variation, was used in determining the maximum
range, the design goal was to locate the signal to within 25 Hz, using the
commodate any unforeseen variations* which might cause the beacon
frequency to drift beyond the receiver window. In spite of this large scan
range, the design goal was to locate the signal to within 25 Hz, using the
scanning receiver, and to accomplish this in a maximum of 15 seconds.
The need to make the receiver relatively inexpensive and to accomplish
the realization in a short time frame implied that the filters would have
to be LC rather than crystal. Selection of the final IF was based on several
considerations. The bandwidth desired was 100 Hz to match the beacon
specification of 90 percent of the 19-GHz energy contained within a
100-Hz band (150 Hz for the 29-GHz signal). The achievable filter Q was
limited by the coils used. Below about 10 kHz the coil @ fell off faster
than frequency, thus setting 10 kHz as the lowest operating frequency.
Higher frequency operation would be threatened by proportionately

* This includes +1 ppm for beacon receiver aging.
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greater temperature drift problems. Thus, the best engineering tradeoff
between operating frequency and component availability, stability and
tolerance suggested a final IF of about 10 kHz.

Conceptually, a single 25-Hz filter/detector system could then be used
to find the signal (carrier and sidebands) with the processed results being
stored. However, this would result in a long scanning time to allow suf-
ficient filter settling time (60-100 msec per step) and a resultant unac-
ceptable scan time of 3-5 minutes. As an alternative, two sets of filters
of 100-Hz bandwidth were constructed. Each set was constructed to si-
multaneously monitor three slots separated by 1 kHz. This allows im-
mediate recognition of the carrier and its two sidebands. The second set
of filters is offset from the first by 50 Hz, permitting 25-Hz frequency
accuracy and a full scan in only 15 seconds. Frequency interpolation is
possible because the filter responses are well controlled and relative
power levels are determined by signal frequency. As can be seen in Fig.
6,if b > ¢ > a, where a, b, ¢ represent the powers in the respective fre-
quency bands, then the beacon signal must lie between 10.5 kHz and
10.525 kHz. The speedup in scan time (relative to the conceptual 25-Hz
filter approach) is due to increasing filter bandwidth from 25 to
100 Hz.

Two critical functions in the scanning receiver are linear detection and
sample-and-hold. The detectors, well matched and linear to within 0.1
dB over a 60-dB range, are built around the LM318N op amp with
458-type diodes in the feedback path. The sample-and-hold is especially
critical since the peak detected sample must be stored for a full scan of
15 seconds. Stable storage with time is most critical when sampling the
spectrum in the vicinity of the carrier and its sidebands, i.e., the carrier,
the first and third harmonics (a total of 6 kHz) sliding through a 2-kHz
window for a total of 8 kHz. With 1/64 sec allotted per step,* this implies
a critical storage time of about (8 kHz/100 Hz/step)(Ys4 sec/step) = 1.25
seconds. The critical limiting parameter in the receiver is thermal noise.
Ensuring that all other degradations (such as signal droop in the sam-
ple-and-hold circuit) contribute small degradation relative to noise re-
quires that droop be limited to no more than 0.05 dB in 1.25 seconds.
This corresponds to a maximum droop of no more than 0.6 dB over the
15-second hold time. The current drive capabilities of the op amp, cou-
pled with the slew rate requirements of the sample-and-hold limit the
size of the capacitor to about 0.02 uF. For this size capacitor, a 0.05 dB
droop in 1.25 seconds implies a maximum leakage of 1/4 nA. Choice of
a polystyrene capacitor for storage ensured that the primary source of
this leakage would be the reverse bias of the detector diodes. Back bias
on most diodes would result in several nanoamps leakage—much too

* 15 sec scan time/(960 kHz band/100 Hz steps) = Y4 sec/step.
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Fig. 6—Scanning receiver comb filter characteristics.

large. However, by introducing circuitry (see Fig. 7) to ensure that the
bias level across the diodes is virtually zero, i.e., less than 10 mV, the
leakage current reduces to less than 1 pA. In a similar fashion, another
diode associated with the hold circuit was compensated. This left, as the
only current of consequence, the input bias current of the isolation
amplifier of the hold circuit. Using a LH0022C, which limits maximum
bias current to 50 pa, ensured that droop would not be a problem.

5.7 19-GHz receiver
The 19-GHz receiver shown in Fig. 8 tracks the beacon signal, detects
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Fig. 7—Leakage compensation in sample-and-hold circuit. The feedback path around
Ag ensures that the drop across D; and D is virtually zero, and thus there is no current
leakage from C. Resistors Ry, are large and serve to provide a path for residual diode leakage
current.

its level, and provides the 3/2 frequency-scaled BO for the down-con-
version of the 29-GHz signal.

In the interest of keeping waveguide loss to a minimum, the first
down-conversion to 1 GHz and amplification of the beacon signal (by
about 24 dB) takes place on the polarization adapter assembly which
is mounted on the antenna feedhorn. See Fig. 9.* The Space Kom
down-converter is a Schottky-diode balanced mixer which, combined
with a low noise preamp, yields a combined noise figure of 6.5 dB (due
primarily to the mixer). The source of the 18-GHz BO is the frequency
multiplier described earlier. The resultant 1-GHz first IF signal, after
bandpass filtering to 12 MHz to limit noise and reject images, is then
processed by the main 19-GHz receiver. As indicated in Fig. 8 the second
down-conversion, to 20 MHz, is accomplished using a double balanced
mizxer. This mixer requires matched impedance at each port which is
constant at 20 MHz as well as 1 GHz. This was realized by following the
mixer with a 2-pole Butterworth (constant resistance) LPF with a 100-
MHz BW and then 15 dB of gain. To limit unwanted signals, a 2-pole
Chebyshev image rejection BP filter with 46 dB of rejection is used prior
to the next down-conversion.

After the third down-conversion the signal is split and used to drive
the 19-GHz receiver as well as the scanning receiver discussed earlier.
The signal has now been amplified from a nominal —110 dBm to —53
dBm. After the fourth conversion to 123 kHz, a 4.0-kHz BwW, BP filter
(Chebyshev, 0.01 dB ripple) is used to further restrict the bandwidth.
Note that the source of the fourth BO used in this down-conversion is

* Note that the RF front end and temperature-controlled reference noise source for the
13-GHz radiometer are also mounted on the adapter assembly.
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the digitally controlled frequency synthesizer, which is tuned in 12.5-Hz
increments to continually center the received signal at 123 kHz. After
down-conversion to 10 kHz the output is passed through a 25-kHz one-
pole active Chebyshev low-pass filter. At this point the signal level has
been boosted to 14V P-P, and it is this signal which drives the comb filter
detectors.

The five down-conversion steps were made along the way to allow
progressive tightening of the noise bandwidth without requiring exces-
sively high Q. By gradually narrowing the noise band, the filters can be
designed with readily achievable @ using standard L/C technology, thus
precluding the need for costly, specially designed high-Q crystal fil-
ters.

The actual detection process is illustrated in Fig. 10. The fifth IF signal
is simultaneously fed to a set of 32 filters of 100-Hz bandwidth on 50-Hz
centers spanning a frequency range from 9.7 kHz to 11.3 kHz. Each filter
is a 2-pole Chebyshev with a 0.1-dB bandwidth of 50 Hz. Because of the
well-controlled filter shape, it is possible to make an accurate determi-
nation of signal location from the relative levels in several filters. Each
detector output (one detector/filter) is post-detection filtered to 1-Hz
bandwidth to further reduce noise. Samples of the post-detection filter
outputs are multiplexed together and scanned by a peak detector. A
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sample-and-hold following the peak detector always acquires the most
recent sample of the received signal and is updated at each scan of the
comb filter outputs. Also, by noting the location of the maximum signal
within the comb set, together with the setting of the synthesizer, the
beacon frequency is determined. Note that the comb filters have a
well-controlled 50-Hz flat bandpass spaced on 50-Hz centers with the
center frequency controlled to &1 Hz, a 75-Hz 1-dB bandwidth, and a
100-Hz 3-dB bandwidth. As discussed in the section on comb filters, it
is possible to get 125-Hz resolution of the beacon frequency and thus
to increment the frequency synthesizer so as to continually drive the
beacon signal to the center comb position.

5.8 28.5-GHz receiver

Since the 28.5-GHz transmitter is scaled in frequency by 3/2 from the
19-GHz transmitter, the 28.5-GHz receiver local oscillator frequencies
are also derived directly from those of the 19-GHz receiver. In this way
a single AFC loop is sufficient to center both received signals in their

RECEIVER DIVERSITY EXPERIMENT 1363



4.6

4.380
ATTENUATION RATIO VS RAIN RATE
4.4 N (EXTRACTED FROM SETZER'S
EXTINCTION COEFFICIENT
NG AND INTERPOLATION)
42% vagse/y136\  -STING OLATIO
4.0}-
sl
36+ 30 GHz/Y17.8
341 \\
o)
E N
2 .
g 3
g \x
£ 30f .
% 2.8 \‘
E ~
< \Y28.56/719.04 .
2.6 So ~
~o \Z<
2.4# Y N X
\.\ \
¥19.04/ Y13.6
2.2
O
2.0 —_—
Y17.8/7Y136 e
18}
1.6 0
.
el 1111 TS N R [ N I
02 0304 06081 2 3 4 6 810 20 30 40 60 100 200

RAIN RATE, mm/HR

Fig. 14—Attenuation ratios vs. rain rate.

respective filters. Each step in the 28.5-GHz receiver processing is
analogous with the 19-GHz receiver except that all frequencies are scaled
up.

The signal is down-converted in five steps, using double balanced
mixers and filtering to reject images generated in the process. The final
processing is done at 12 kHz with a 150-Hz filter. This output is passed
through a linear detector followed by a '5b-Hz LPF to average out the
noise. Note that since the 19-GHz signal will undergo less severe fading
than the 28.5-GHz signal, the 19-GHz signal will always recover first and
thus provide valid frequency information for detecting the 29-GHz signal
before the 29-GHz signal actually recovers.

5.9 Frequency predictor

As indicated earlier, there will be occasional periods during which the
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beacon signal will be attenuated below the level of reliable reception. If
these periods are relatively long, say 30 minutes or more, the frequency
drift of the beacon may be sufficient to remove it from the range of the
receiver. To avoid this potential problem, a frequency drift predictor
was incorporated in the receiver. Noting the frequency of the beacon,
as indicated by the settings of the synthesizer, and the location of the
peak signal in the comb filter set, storing these indications each scan and
averaging over a long time period (512 seconds), the average rate of
change of frequency can be determined. This drift rate is continually
updated as long as the received signal is strong enough for reliable
tracking. Whenever the signal level falls below that level, presumably
due to heavy rainfall, the drift rate update is stopped. Instead, the most
recently calculated drift rate is used to increment the synthesizer and
drive the local oscillators to the frequency anticipated by frequency
extrapolation. This technique had been found to increase the tracking
receiver’s capability for immediate acquisition, extending that capability
from 15 minutes to over 2 hours.

Vi. EARLY RESULTS

Detailed reduction of the data is, of course, ongoing; there are, how-
ever, several items of interest already gleaned.

Immediately following installation of the beacon receiver in Palmetto,
a very low level, approximately 0.25-dB peak-to-peak, periodic amplitude
variation was detected in both the 19- and 28.5-GHz received signals;
see Fig. 11. The frequency of this oscillation, ~54 times per minute, was
found to coincide with a 0.04-degree precessing of the satellite arising
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from spin stabilization. This phenomenon was not detected at the other
beacon reception sites in Grant Park or Crawford Hill due to the fact that
Palmetto was closer to the edge of the satellite antenna pattern and thus
experienced a greater amplitude change as the satellite pattern
scanned.

The long-term attenuation (time faded below) of the beacons and of
the 13-GHz radiometer, at both Grant Park and Palmetto, are shown
in Figs. 12 and 13 respectively. Very good agreement among the three
observations was demonstrated by selecting a particular level of occur-
rence, say 0.1 percent, and determining the attenuation ratio between
two of the curves, e.g., the 28.5 GHz and the 13 GHz. From that ratio an
equivalent rain rate can be deduced from Setzer’s® work (attenuation
ratios as a function of rain rate were derived from Setzer’s results and
are summarized in Fig. 14) and an estimate of the attenuation ratio be-
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tween (say) the 19 GHz and 13 GHz can be obtained for the same rain
rate. The X’s in Fig. 13 correspond to 19-GHz attenuation deduced in
the above manner. Similar results hold if the 13-GHz and 19-GHz signals
are used to extrapolate to the 29-GHz attenuation curve.

The preliminary diversity results for Grant Park and Palmetto are
given in Figs. 15 and 16. Note that the Grant Park results are biased by
the fact that the only appreciable rainfall in the data base occurred
during a brief period during the summer of 1976. During this one period
of rain the site diversity improvement factor (the ratio of single site time
faded below to diversity time faded below) was approximately 12, con-
siderably less than the improvement factors of 50 we have seen in the
past for equivalent fade levels.
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COMSTAR Experiment:

Notes on the COMSTAR Beacon Experiment

By E. E. MULLER

(Manuscript received December 5, 1977)

Definitive empirical characterization of the transmission properties
of the atmosphere has long been limited by the lack of appropriate
sources radiating from beyond the atmosphere. The COMSTAR beacons
provide appropriate radiation to interested experimentors throughout
the continental United States.

Government, commercial, and scientific interest in transmission
through the atmosphere at frequencies above 10 GHz derives from the
potential for employing this portion of the spectrum for satellite com-
munications and is basic to the attention being paid the COMSTAR
beacon experiment, both within the U.S. and abroad. This opportunity
for improving future generation communication satellites underlies
A.T.&T.’s provision for carefully designed millimeter wave beacon
sources in several earlier corporate proposals to the FCC.

Soon after the FCC granted permission to proceed with COMSTAR,
specifications describing the beacon characteristics were published in
technical journals along with an invitation to build and operate equip-
ment for their reception. This announcement was received enthusiast-
ically, and on October 1, 1975, a group of 40 interested experimenters
gathered at a first “COMSTAR Experimenter’s” meeting at Holmdel, New
Jersey. Spacecraft development progress was discussed, along with early
characterization results from prototype beacon equipments. Attendees
signified their interest in participating in the experiment and outlined
tentative plans. It was agreed that coexperimenters would meet from
time to time, and that the data resulting from COMSTAR observations
would be published in the open literature.

COMSTAR D1 has been in service now for almost two years. Beacon
radiations have been observed at Bell Laboratories sites for this entire
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period, beginning even before the satellite D1 came on station. Aspects
of COMSTAR’s behavior have been reported at professional meetings and
in journals. Participation in the experiment is gratifying; at the present
time observations are in progress at:

University of South Florida, Tampa, Fla.

Virginia Polytechnic Institute, Blacksburg, Va.

Johns Hopkins University, Laurel, Md.

Air Force Cambridge Research Labs, Hanson Field, Mass.

Institute for Telecommunications Science, Boulder, Colo.

COMSAT Laboratories, Clarksburg, Md.

General Telephone and Telegraph, Waltham, Mass.

In addition, several universities and government agencies have pro-
grams directed toward equipping facilities receiving the beacons at other
locations.

The service lifetime of these beacons has three determinants: the
lifetimes of critical devices, particularly the IMPATT amplifiers; the re-
dundancy and fail-safe features provided in the system design; and the
power budget of the spacecraft itself. These units have been designed
to provide a minimum of two years of useful operation, as such a period
is consistent with stable estimates for attenuation behavior. This goal
would appear to have been realized in spacecrafts D1 and D2, although
the 19-GHz radiation from satellite D1 has a predictable anomalous
behavior during portions of the satellite thermal cycle. Long-term beacon
availability depends, therefore, on continued access to surplus spacecraft
power—a commodity which decreases with increased communications
load and decreased solar cell efficiency. Given the staggered launch
schedule of the COMSAT vehicles, the pertinent design parameters, and
our present experience, it is expected that COMSTAR beacon signals
should be available at least until the early 1980s.
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Prolate Spheroidal Wave Functions, Fourier
Analysis, and Uncertainty—
V: The Discrete Case

By D. SLEPIAN
(Manuscript received July 20, 1977)

A discrete time series has associated with it an amplitude spectrum
which is a periodic function of frequency. This paper investigates the
extent to which a time series can be concentrated on a finite index set
and also have its spectrum concentrated on a subinterval of the fun-
damental period of the spectrum. Key to the analysis are certain se-
quences, called discrete prolate spheroidal sequences, and certain
functions of frequency called discrete prolate spheroidal functions.
Their mathematical properties are investigated in great detatil, and
many applications to signal analysis are pointed out.

I. INTRODUCTION

In many branches of technology, such as sampled-data theory, time-
series analysis, etc., doubly infinite sequences of complex numbers, {h,,}
=...,h_y, hg, hy, ... play an important role. Associated with such a
sequence is its amplitude spectrum

H(f)= 3 h,e2winf, )

In this paper we attempt to elucidate certain features of the complex
relationship between {h,} and its amplitude spectrum H(f).

Of prime importance in the analysis we present are some special se-
quences, here called discrete prolate spheroidal sequences (DPSS’s), and
some related special functions called discrete prolate spheroidal wave
functions (DPSWF’s). Much of the paper is devoted to a study of their
mathematical properties. They are fundamental tools for understanding
the extent to which sequences and their spectra can be simultaneously
concentrated: they have many potential applications in communications
technology.

1371



We motivate our work by discussing a simple problem. But first some
notation is needed. We adopt the abbreviation

E(myng)= 3 |ha]? @)

n=ni
and refer to this quantity as the energy of the sequence {h,}in the index
range (n1,ns). Throughout this paper we restrict our attention to se-
quences whose total energy E = E(—»,») is finite. Associated with a
sequence is its amplitude spectrum defined in (1). It is periodic in f with
period 1 and we shall generally consider it only for |f| < %. From the
theory of Fourier series, we then have the representation

1/2 :
ho= . H(fle™>rinfdf, n=0,%1,... )

for the sequence, and from Parseval’s theorem we have that

© 1/2
E=3 |m|*= | . HOI. @)

If H(f) is given, we say that the sequence {h,} defined by (3) is the se-
quence belonging to H and we write {h,} <~ H(f).

Now let W be a positive number less than Y. If the amplitude spec-
trum of {h,,} vanishes for W < |f| < 1, we say that the sequence is band-
limited and that it has bandwidth W. The elements of a bandlimited
sequence can be written in the form

w
ha= [ H(le 2ndf, 0<W<Z, n=0,x1,... ()

Analogously, given two finite integers, n; < ng, we shall say that a se-
quence {h,] is indexlimited to the index interval (ny,ns) if h,, vanishes
whenever n > ngor n < ny. It is not hard to see that, except for the trivial
all-zero sequence, a bandlimited sequence cannot be indexlimited and
that an indexlimited sequence cannot be bandlimited.

It 1s natural now to ask just how nearly indexlimited a bandlimited
sequence can be. Specifically, we seek the maximum value of the con-
centration

- No+N-1 w
pe 2R Tl (S ) /(S 1ml?)  ®
(— ©,® ) No —c
for all sequences of bandwidth W, and ask for which bandlimited se-
quences the concentration attains this maximal value. The answers to
these questions are simply stated in terms of the discrete prolate sphe-
roidal wave functions Uy (N, W;f), the discrete prolate spheroidal se-
quences {vF (N, W)}, and their associated eigenvalues A (N, W), k = 0,1,2,
..., N — 1. The bandlimited sequence {h,} of bandwidth W most con-
centrated in the sense of (6) is proportional to the DPSS {v {2 No(IN, W),

1372 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1978



its amplitude spectrum is proportional to e!*@No+N=1Df{J (N, W;f) in
the interval |f| < W, and its concentration is given by Ao(IN,W).

In earlier papers in this series'~* we treated the analogous problem
of the maximal time-concentration of a continuous signal f(t) of limited
bandwidth. The optimal signals in that case, prolate spheroidal wave
functions (PSWF’s), were found to have many interesting and useful
properties that were explored in related papers.>® We here borrow freely
from the techniques used in these earlier works and extend many of those
results to the present case of discrete time series. Details of derivations
that parallel closely ones to be found in Refs. 1-8 are sometimes omit-
ted.

Part of the material presented here has been anticipated by others.
As early as 1964 C. L. Mallows in an unpublished work defined versions
of the DPSWF’s and DPSS’s. He showed that the former satisfy a sec-
ond-order differential equation and that the latter satisfy a second-order
difference equation, and described a number of their other properties
as well. Tufts and Francis!® in 1970 showed the importance of the DPSS’s
in the optimal design of digital filters. Independently, Papoulis and
Bertran'2 in 1972 made a similar application. Eberhard!7? in 1973 showed
that the DPSS provide optimal design of a discrete window for the cal-
culation of power spectra under a natural criterion. All of these later
authors present some numerical values of the functions and of Ag(N, W)
for a few isolated values of N and W. None of them treat the subject as
intensively as is done here. See Ref. 18 for some comments on these ap-
plications. An interesting application in optics to the theory of image
formation was made by Gori and Guattari?3 in 1974.

Regarding the organization of this paper, in Section II we state without
proof some of the more useful and interesting properties of the DPSWF’s
and the DPSS’s. Included are curves and asymptotic formulae. In Section
III we discuss some extremal properties and some applications of the
functions. Of particular interest, perhaps, is the prediction problem of
Section 3.2. In Section IV, proofs are given or outlined for the less obvious
statements found in Sections II and IIL.

Il. THE DPSWF’s, THE DPSS’s, AND SOME OF THEIR PROPERTIES
Throughout the remainder of this paper, unless otherwise explicitly

stated, N is a positive integer and W a positive real number less than

Yo.

2.1 The discrete prolate spheroidal wave functions

Since its kernel is degenerate, the integral equation

VNI yphap = apif), —e <f<o (@)

-w sinw(f —f)
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has only N non-zero eigenvalues, A\o(IN, W), Ai(N, W), . .., An—1(IN, W).
They are distinct, real and positive and we order them so that

NN, W) > NN, W) > ... > An-1(N,W) > 0. (8)

There are N linearly independent real eigenfunctions of (7) associated
with these eigenvalues and we denote them by Uo(N,W;f), U (N, W;f),
..., Un—1(N,W;f). When these are normalized so that

1/2
f | U (N,W;f)|2df = 1,
—-1/2
dUL(N,W;0) >0,
df
k=01,...,N—1,

Ur(N,W;0) 2 0, 9

they are the DPSWF’s. Thus, the discrete prolate spheroidal wave
functions U, (N,W;f) and their associated eigenvalues A\, (N, W;f) are
defined by
Wsin No(f — f)
-w sinw(f — )
—w<f<®w, k=01,...,N—1, (10)

Ur (N, Wif)df” = N (N, W) Ui (N, W;f)

along with (8) and (9) and the requirement that the Uy be real.
The DPSWF’s are doubly orthogonal:

f ‘:V U:N, Wif)U; (N, W:f)df

= v N, N,W:)df = \;6 1
= N f_mui( WiHU;(N,Wif)df = Noy (1)

ij=0,1,...,N—1.

Fork =0,1,..., N — 1, the function U (IN,W;f) is periodic in f. It has
period 1 if N is odd and period 2 if N is even. In either case we have

Ur(N,Wif + 1) = (=1)N-1U (N, Wf), (12)

while

Ux (N.W; % ~f) = KB Uy-1-4 (N, % - Wif)

1

Ne (N, 5" W) =1 - o1k (N, W) (13)
_ (_1)(N—1)/2+k’ N odd

K(NR) = ‘(—1)(1"/2)‘1, N even.
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Fig. 1— Uk (4,0.4;f) for k = 0,1,2,3 and U (5,0.4;f) for k = 0,1,2,3,4 for 0 < f < 0.5.

The DPSWF U (N, W;f) has exactly k zeros in the open interval —W <
[ < W and exactly N — 1 zeros in =% < f < 1. It is an even or odd
function of f according to the parity of k. Plots of some selected DPSWF’s
are given in Figures 1 and 2. Note the inserts with changed scales needed
to show detail of Uy for 0.4 < f < 0.5in Fig. 1 and for U4(5,0.2;f) in 0 <
f < 0.11in Fig. 2. Values of some Ay (N, W) can be obtained from the or-
dinates of the curves of Figures 3, 4, 5 and 6 corresponding to integer
abscissa values. Figure 7 shows the dependence of some Ay (N,W)
on W.
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Let o(N,W) denote the N X N tri-diagonal matrix whose element in
the ith row and jth column is

(1. ) ..
EL(N—l), Jj=1—-1

<N—1

2
5 —i) cos 27W, j=1

a(N,W);; = T (14)

%(i+1)(N—1—i), j=i+1

L0, lj~il > 1,
,j=01,...,N—1.

The N eigenvalues of this matrix are real and distinct. We denote them
by

0o(N,W) > 0;(N,W) > ... > On—1(N,W). (15)
Then the DPSWF’s satisfy the differential equation

dU,(N,W;f)

d
Ta [cos w — A] de

+ [i (N2=1) cos & — Bk(N,W)] U.(N.Wif) =0 (16)

where we write
w=2rf, A=cos2rW. am)

2.2 The discrete prolate spheroidal sequences
Foreachk =0,1,2,..., N — 1, the DPSS {v{¥ (IN, W)} is defined as the
real solution to the system of equations*
N=lgin 2#W(n — m)
m=0 w(n—m)
n=0,4+1,+2,...

VRN, W) = Ne(N,W)ofP(N,W),  (18)

normalized so that

N-1
T o (NW)2 =1, (19)
Jj=0
N-1 N-1 i
Y oPINW)Z0, T (N —-1-2)v®(N,W)=0. (20)
0 0
* It is understood here, of course, that when n = m the expression [sin 27W(n — m)}/=(n

— m) has the value 2W.
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Fig. 2— U (4,0.2;f) for k = 0,1,2,3 and Ug(5,0.2;f) for k = 0,1,2,3,4 for 0 < f < 0.5.

The A, (N,W) here are, as before, the ordered non-zero eigenvalues of
the integral equation (7). These quantities are thus seen to be also the
eigenvalues of the N X N matrix p (N, W) with elements

in 27W(m —
p(N W) = S22IW(m =) = 01, N=1, @)
x(m —n)
and the (N — 1)-vector obtained by indexlimiting the DPSS {v ¥ (N, W)}
to the index set (0,IN — 1) is an eigenvector of p(N,W).
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FORMULA
0 1 1 L]
1 3 5 13 15 17 19

Fig. 3—Values of A\¢(N,0.4) fork =0,...,15and N =0,1,...,20.

The DPSS’s are doubly orthogonal:
N-1 ) LI .
Y oD (N, WP (NW) = N T 0@ (N, W@ (N,W) =5; (22)
n=0 -

,j=01,...,N—1.
They obey the symmetry laws

V(N W) = (=1)F vffl (N, W) (23)
v (N,W) = (1) 55P (N, Y — W), (24)
n=0,+1,%+2,...

k=01,..,N-1

Ag (NW)

02 -/ asympTOTIC

/ FORMULA

1 3 5 7 9 1 13 15 17 19
N

Fig. 4—Values of A\ (n,0.2) fork =0,...,9and N =0,1,... 20.
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w=0.4
EXACT
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10-7 | [ 1

1 2 3 4

Fig. 5—1 — A\ (N,04) fork =0,...,Tand N =1,2,...,13.

The DPSS’s indexlimited to (0,N — 1) satisfy the difference equa-
tion

1
En(N - n)v®(N,W)

N-1

+ [cos 27rW( —n>2—0k(N,W$] v B (N, W)

1
+ p (n+1N—-1-nlo®(N,W)=0, (25)
kn=0,1,...,N—1.

Here the 0’s are as in the differential equation (16).
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1 2 3 4 5 6 7 8 9 10 11 12 13
N
Fig.6—1 — Az (N,0.2) fork =0,...,5and N =1,2,...,13.

2.3. Connections between the DPSWF’s and the DPSS’s

We have
N-1 )
Ur(N,Wif) = ¢ 3 v (N, W)e—in(N-1-2n)f (26)
n=0
k=01,...,N—1,
where
1, keven
= 27
* 71, kodd. @7)
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Fig. 7—M (N, W) = A\ (N) vs. W for several values of £ and N.

Conversely,
(k)(N W) =— f Us(N, Wf)enr(N 1- 2n)fdf (28)

n,k=0,1,...,N—1.
But, one also has
BN, W ———f Ui (N, Wif)eimN=1=2mfdf (29
v (N, W) = M NW) k( ;e f (29
k=0,1,..., N-1
for all values of n.

It is convenient now to introduce the bandlimiting operator By de-
fined by

Hp, |fl=Ww

0 Ifl>w (30)

BwH(f) = {

and the indexlimiting operator IN? defined by
I thn} = g}
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where
hn, N1 <n SNz

én = 0, otherwise. (31)

In terms of these operators, (28) and (29) can be stated
eIt o P (N, W)} <> Ui (N, W;f)ein(N=1f (32)
e\ (N, W) (N, W)} <> By Uy (N, Wif)einN =11, (33)

For the sequence {u*)(IN, W)} belonging to the DPSWF U} (N, W;f) we
have '

1/2 .
uB(N,W) = f , Un(N, Wiye=2rinfdf
-1

. N-—-1 .
sin < +n —j)
N-1 )
=€ 2 v (N, W)

j=0 N-1 .

T < +n —j)

2
n=0,£1,+2,... (34)

When N = 2M + 1 is odd, this reduces simply to

WM+ 1,W), |n| =M
® QM+ 1,W) = ‘f’*”"“’” gl N
un ( W) 0, |n| > M,

a multiple of the indexlimited shifted DPSS. Equation (29) shows that
conversely the spectrum of the shifted DPSS is in this case a multiple of
the bandlimited DPSWF,

e e CM + LWy 2M + 1, W)} < BwU,(2M + 1,W;f). (36)

(35)

2.4. Asymptotics of DPSWF’s
In what follows, in addition to (17) we adopt the abbreviation
4 a=1—A=1-cos2rW. (37)

A. U, (N,W;f) for fixed k and large N
When N is large and W and & are fixed,

(c1fi(@), 0<w<N-13

cofo(w),  N~1/3 < < arccos [A + N—3/7]
Ur(N,W;f) ~ { cafs(w), arccos [A+ N3/2] < w <2zW  (38)
cafa(w), 27W < w < arccos [A — N~3/72|

\ ¢5f5(w), arccos [A —N-32) < w <.
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Here

o= (3"

_[V1+cosw+ Vieosw— AN

fale) = [(1 = cos w)(cos w — A)]1/4
% [ V1 —cosw ]k+1/2
Va(l + cosw) + V2(cosw— A)
falw) =1y (\/g_—aVcosw—A) (39)
N

falw) = Jo (mVA —cosw>
fs(w)

. cos [% arcsin 6(w) +% <k + %) arcsin ¢(w) + (k — N) g + §81]

- [(A = cos w)(1 — cos w)]/4

_at2cosw _(2-8a)—(2+a)cosw
0(w) = o d(w) = (2—a)(1 — cos w)

where Dy ( - ) is the Weber function (Ref. 9, Vol. II, Chapter VIII),‘ and
Iy and Jj are the usual Bessel functions. The constants in (38) are given
by

¢; = (=1)R2(R)-127 Y12 Y2 YIN Y4[\/2 + V| Y5[2 — ] Y6

i Yl Y2 Y3 Y4 Y5 Y6
1 1 1
1 = 1 -= = 0 0
4 /8 8 4
1 7 7 kR 3 kR, 1.
2| =~ ~k+- —+> —4+- -N 0 40
4 4 8 4 8 2 4 (40)
3 7 11 k1 k 3
= -k+— —4+= —+> -N N—Fk—1)/2
3 4 4 8 4 8 2 4 ( )/
sl L Tpe B8R3Nl N L v—k-e
4 4 8 4 8 2 4 4

B. Ur(N,W;f) for large N and & = [2WN(1 — ¢)]
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When & and N become large together with
E=12WN(1-¢], 0<e<1 (41)
and e fixed, then
Uk (N, W;f)
( dig1(w), 0=<w=<arccos (B+ N—1/2)
‘ dogolw), arccos (B+ N—1/2) < o < arccos (B — N—1/2)
) dsgs(w), arccos (B — N-1/2) < w < arccos (A + N-1) 42)
dsg4(w), arccos (A+ N1 <w<2zW
dags(w), 27W < w < arccos (A — N~1)
\ dege(w), arccos (A —N-1) <w <.

Here B is determined so that

k
Vi L “
and
81(w) = R(w) cos [ f \/ZZZ :
dt T
—(1=(-1kZ
"4 Jo \/(cost—B)(cost—A) (=1 )4]
oai N2/3(cos w — B)
galw) = Ai < [4(1 - B (B — A)]1/3>
N w B — t
s R@ew |- [ VIS
e dt ]
4 arccosB\/(B —cost)(cost — A)
galw) =Io (N \/ A2) ) (cos - 4)) (44)
8s(w) = Jy <N\/ (B :2)) (A — cos w))
B - t
Ze(w) = R(w) cos [ f \/ _Z:))Z ;

¢ dt + e]
4 Jo V(B—cost)(A—cost)
R(w) = | (B — cos w)(A — cos w)| 714,
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The function Ai(x) is the Airy function defined in Ref. 10, page 446. The
parameter C here is given by

_4[N 1k T
C_L2[2L1+(2+( 1))4]rem27r (45)

where [x]iem 2 = * — 27| x/27] is the number between zero and 2«
congruent to x modulo 27, and the parameter 6 in g¢ is
N C
=[1——L5——L6] . (46)
rem 27
The L’s are given by

L= "P@d:  Lp= I "Qwaz
Lo= | "P@dr L= { ® Qwde (47)

A A

L= |  P@ds L= {  Q@ds=L
£t—B |1/2
t-A)a-&| "’
The L’s can be expressed simply in terms of complete elliptic integrals
of the first and third kind. (See Ref. 13, pages 242 and 265.) (The inte-
grals in (44) can also be expressed in terms of elliptic functions, but the

resulting expressions shed no light on the nature of the solution.) Finally,
the d’s in (42) are

dy = Ly'2 z1/221/2
de = L7V2 721/3(1 — B2)~1/12(B — A)~1/3N1/6
dg = LyVV? g1/29-1/2

dy= L7V x(1 — A2)~V4g=CLal4g=NL3/2N1/2

P(¥) = Q) =|E-B)E - A)(1 — 2|12

dg = LyV/? 71/201/2¢—~CL4/g~NLy/2 (48)

C. Up(N,W;f) for large N and k = | 2WN + (b/7) log N|
When N — « and

k =[2WN + (b/x) log N| (49)
with b and W fixed, we have asymptotically in N
e1hi{w), 0 < w < arccos [A + N—2/3]
Ur (N, W;f) ~ {eshs(w), [cosw—A| < N-2/3 (50)
eshs(w), arccos [A — N~28]| < w < 7.
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Here

6(1+A)tan§+1

1 T
h1(w)=—\/:_—A-cos Ew+—-log —kE
COS -
@ 6(1+A)tan§—l
ho(w) = eitB/DN(cos w=A)gp (% —i %, 1; —iBN(cos @ — A)) (51)
hs(w) = B —
81 VA-—cosw
. B(1+ A)tan=+1
X cos Ew-’r-—quog — kD)2
B(1 + A) tang— 1
B=|esc2nW| (52)
and

ax a(a+1)x2
dacx)=14+—"—+—-"7T"—+...
( ) cl! clc+1) 2!
is the confluent hypergeometric function in the notation of Ref. 9, Vol.
1, Chapter 6. The constant E is to be determined as the root of smallest
absolute value of

Eg 2N T
N +—log—+yY(EB) —k———=0. 53
W o 108 8 Y(EB) 2 4 (53)
Here we have written
r (é - %is) = r(s)eivls) (54)

where r, ¥, and s are real and T is the usual gamma function.
The constants in (50) are given by

3 1/2
= (—1)Lk/2]
er=(=1) [6[1+e”E5] logN]
es = r(EB)V/3Ne*/DEBg, (55)

es=e (r/Z)EBel.’

D. U, (N,W;f) for large N and & = [2WN(1 + ¢)|
The case of large N withk = | 2WN(1 4+ ¢)],0 < e <1/2W — 1 can be
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reduced to case B above by means of the formula (13). One finds

1
ULNWif) = KN ROy (N, W3 = f) (56)
where U (N,W’;%, — ) can be obtained from (41)-(48). Here
W= L w
2
RR=N-1-k~2WN(1 -¢) (57)
p 1
‘ <1 2W> €

E. Un-¢(N,W;f) for fixed £ and large N
Formula (13) reduces this case to case A above:

1 1
Un—e(N,W;if) = K(N,N — &)U, (N, o= Wis- f)

where formulas (38)-(40) can be used to obtain asymptotic values for
Ue-1(N,Yo— Wilo = f).
2.5 Asymptotics of the eigenvalues A\, (N, W)

For fixed k& and large N, one has
1 = Ao (N, W) ~ w1/2(k1) 1214k +9)/aq 2k +1/4[9 — o]~ (k+L/2)Nk+1/2p=yN

2V ]
V2 —-+Va
Some values computed from this expression are shown as dotted lines
on Figs. 5 and 6. The fit with Ao is very good for N = 2 when W = 0.4 and
for N = 6 when W = 0.2.

For large N and k with

k=12WN(1 - 6], 0<e<1,
1= A\ (N,W) ~ e—CL4/2g—LsN, (59)

Here the L’s are given by (47) with B and C determined from (43) and

(45).
For large N and %k with

k=12WN + (b/x) log N|

a=1-—cos2rW, -y=log[1+ (58)

1
N,W)~ . 60
A (N, W) 1+ o (60)
A good approximation to A, (N, W) when 0.2 < A < 0.8 is given by
e (N, W) ~ [1 + e76] -1 (61)
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where

___2x[NW —k/2 =Y
log [8N| sin 27W|] + v

(62)

where v = 0.5772156649 is the Euler-Mascheroni constant. Some values
of (61)-(62) are shown on Fig. 3 for k = 7and 13 and on Fig. 4 for k£ = 3
and 6. Near A = 15 the discrepancy between the true value and the for-
mula (61)—(62) cannot be seen on the scale of Figs. 3 and 4.

Asymptotic values for A, (N, W) with N large and N — k = £ fixed can
be obtained directly from (13) and (58). In a similar way, (13) and (59)
provide an asymptotic formula for A\ (N,W) when k = | 2WN(1 + ¢) |,
0 < € <1/2W — 1. One has in this case

A (N,W) ~ e~CLa/2g—LsN (63)
where C, L3, and L4 are to be computed from (43), (45) and (47) with W

replaced by ¥, — W and k replaced by N — k — 1.
For fixed k and N, but W small, we find

A (N, W) = i (27 W)2k+1G (E,N)[1 + O(W)] (64)

where, for example

GON)=N

1
G(1,N) —%(N— 1)N(N +1)

G(2,N) = —1—(N —2)(N=1)N(N + 1)(N + 2)

8100
922N-2
G(N - 1N) = N . (65)
2N — 2\3
@N-1) < N- 1)
The general term is
22k(R1)6 k .
G(RN) = B f - ). (66)

(2k + 1)2[(2R))* j= =k

For fixed k and N, but W near %, i.e., Yo — W > 0 small, (13) combined
with (64) gives

1 - M (N, W)

= oW -1 BN r(1 - 2W)2N-P-1[1 + 0(1 — 2W)]. (67)
T
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2.6 Relationship to PSWF’s: W — 0, N— o, tfNW — ¢c> 0

The prolate spheriodal wave functions (PSWF’s) ¥;(c;x) and their
associated eigenvalues \;(¢), i = 0,1,2, . . . are defined by

f bl 2 ) ) ede = Mlewilein), (68)
-1 w(x —x’)
—o < x <™
AMN>A> A ..
j: T em)dr =1, %i(0) 20, ¥i(0)=0 (69)
1=0,1,2,...

For eachi = 0,1,2, ... the PSWF y;(c;x) satisfies the differential equa-
tion

'l/,

4, (1 -39 O Wi 4 [y — c2%yi = 0 (70)

for a special value
x = xi(c) (71)

of the parameter x. The PSWF’s and the quantities A;(c) and x;(c) are
discussed in detail in Refs. 1-6.
Now let ¢ > 0 and y, a real number, be given. If, as

W-»O,N=lﬁJ andn=l%[(1+y)J (72)
then
A (N, W) ~ Xi(c)
VW Ui(N,W;Wf) ~ ¥ (c.f) (73)
\/ —v‘”(N,W) \/_l(_w,(c,y) (74)
N2 —1 = 20;(N,W) ~ x;(c). (75)

In (74) when i is even the plus sign is taken when {1 ,y;(c;x)dx > 0; if
i is odd, the plus sign is taken when f1,x¢;(c,x)dx > 0; otherwise, the
negative sign is to be used.

lll. APPLICATIONS
3.1 Extremal properties

3.1.1 Most concentrated bandlimited sequence

To maximize (6) over the bandlimited sequences, we replace h,
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there by its representation (5) and use (4) to obtain
w w — .
f dff df’H(\)H(f")e=2wint=1
-w -w

No+N-1

n=Np
A=

L s
-w

W W - sy SIMNT(f = f) 7
1o —in(2No+N—1)(f—f') ’
‘f_W df ﬁw dfre=iriaNor =t sin w(f — f’) HOH()

w
| =D
-w

51nN7r(f ) - .
f dffw ey YU

(76)
£ i
-w
Here we have written
'l/(f) = e—ir(2No+N—1)fH(f) (77)
and used the fact that
N —sein=p) = gmineNot N1 SRNTE = 1)
No sin 7(f — f')

A simple variational argument applied to (76) shows that X is stationary
when y satisfies (7) and hence the maximum value of A is Ao(V, W), at-
tained when y/(f) = cUo(N,W;f), |f] < W. Equation (77) then shows that
the most concentration bandlimited sequence is

ceimONoHN-DF  Uo(N,Wif), |f| S W
hp} <= H(f) = 78
{h) < H(f) (0, W< ifl < (78)
For the sequence itself, we then find from (5)
w
hu=c | UoNWif)eiriN-1-2-Nofld
whence from (29)
{hn} = div 2N (N, W)} (79)

where d is independent of n. The results (78) and (79) were stated in
Section I after eq. (6).

More generally, for k = 1,2,..., N — 1 we have that d{v{y,(N, W)}
is the bandlimited sequence most concentrated in (No,No+ N — 1) that
is orthogonal to {vE) N (N, W)}, i = ..,k — 1. The fraction of its en-
ergy in the range (No,No + N — 1) is )\k (N,W).

1390 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1978



3.1.2 Indexlimited sequence with most concentrated spectrum
If {h,} is indexlimited, so that

0, n < N()
hn,=lh,, No=n<No+N-1
O, n> No + N - 1,
and if H(f) <> {h,}, then
w No+N—1No+N—-1gin 9 Wi(n — _
f gz S ),
— -w - n=Ng m=Np W(n - m)
ke e No+N—-1
S H ()28 S [ha]?
-1/2 Ny .
N=1N-1gin 2aW(n — m) —
- — 7l'(n _ m) hn+N0hm+N0
- n=0 m=0 . (80)

N-1
%: |hn+N0|2

Here we have used (2) to replace H(f) in the numerator, and have used
(4) to rewrite the denominator. The quantity p is a natural measure of
the extent to which H(f) is concentrated in the frequency interval
(—W,W). Comparison of the right member of (80) with (18) shows that
p will be a maximum when hp1n, = cv;\(N,W),n = 0,1,...,N — 1. Thus
the indexlimited sequence with most concentrated spectrum in ~W <
=< Wis

0, n <N0
the) = V@ N(N,W), No<n<Ny+N-1 (81)
0, n>Ny+N-—1

The concentration of its spectrum H(f) is u = Xo(N, W) and
H(f) = dUo(N,W;f)ein@NotN=-Df = v f (82)

with d independent of f.

More generally, for k = 1,2,..., N — 1, IN*N"Yp® (N, W)} is the
indexlimited sequence with most concentrated spectrum in —W < f <
W that is orthogonal to

INN Mo MNWY i =01,k — 1.
The fraction of its spectral energy in |f| < W is Ay (N, W).
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3.1.3 Simultaneously achievable concentrations

Let {h,} <> H(f) and consider the two measures of concentration

No+N-— w

S Ihal? LY
9= No 525—————_W .
) T Y (|12

Ewr [

What values of « and £ are possible?

Just as in Ref. 2, pp. 7417, one finds the attainable nonnegative values
of « and 8 are given by the intersection of the unit square 0 < o < 1,
0 < B <1 and the elliptical region

a? = 2aBVN(W,N) + 82 <1 — No(W,N).

The elliptical boundary cuts the square at « = 1, § = v/ A\o(W,N) and «
= V\o(W,N), 8 = 1. As either N gets large, or as W — T, Ag(W,N) —
1 as seen by (58) and (67), and the attainable region becomes the unit
square.

3.1.4 Minimum energy bandlimited extension of a finite sequence

Let numbers hg, hy, ..., hy—1 be given. There are infinitely many
ways that one can choose numbers hy, An+1,...and h—q, h—o, . . . so that
the infinite sequence {h,} is bandlimited. Which of these sequences has
least energy?

The answer is

N-1 .

hn= ¥ ajpd(N,W) (83)
j=0

n=0+1,+2,...
where

N-1 .

aj= ¥ hd (N,W) (84)
n=0

j=01,...,N—-1

The energy of this bandlimited sequence is

E= h,|2= =l
z |hn j):_o NN W) (85)

The dual to this problem is the following: Let H(f) be given for |f| <
W. Consider extensions of H to the interval |f| < !, that correspond to
sequences (h,} <> H(f) that are indexlimited to the index set (IV,
No + N — 1). Which such extension has least energy?

The situation is quite different here from the dual just discussed. Given
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an arbitrary H(f), |f| £ W, in general there is no way to extend it so that
the corresponding sequence will be indexlimited. The extension can be
accomplished only if for |f| < ¥

No+N-1 .
H(f) = Z hne21rmf
No

or stated another way, only if for |f| < W we have

N—1

H(f) = e2riNotN=121 S o;U;(N; Wf). (86)

j=0

Then, of course,
w
o = )\l f H(f)e—27ri(No+(N—1)/2)/Uj(N’W;f)df
j J-w -

by (11). But (86) for |f| < Y is then the extension sought of minimum
energy. Its energy is

1/2 N-1
f |H(f)|2df = ¥ ok (87)
-1/2 Jj=0

The distinction between the two cases just treated arises, of course,
because the Hilbert space of indexlimited sequences is finite dimensional
while the space of bandlimited sequences is of infinite dimension.

3.1.5 Trigonometric polynomial with greatest fractional energy in an
interval—optimal windows

Let g(f) be a function of the form

g() = T gremini-1-2b, (59)
If N = 2M + 1is odd, this can be written
g= X guetsin (59
and if N = 2M is even it can be written
gh= 5 heens (90)

where 2, and én are suitably defined. In either case g(f) can be called
a trigonometric polynomial.
For functions of form (88) one readily computes

w N-1
f leBIZdf T p(N,W)mngmEn
-w n,m=0

1/2 N-1
. leth2df > |gal?
-1/2 0

PROLATE SPHEROIDAL WAVE FUNCTIONS—V 1393



with p(IN,M) given by (21). Comparison of (91) with (18) and (26) shows
that Ug(N,W;f) is the trigonometric polynomial of form (88) having the
largest fractional concentration of energy in (—W,W).

Applications of this fact have been made to digital filtering,1216:18 to
spectral estimation,!? and to the definition of an essentially band-limited
process by Balakrishnan!® in 1965. In most of these applications, N is
odd, and the 2 of (89) are required to be real and even in k. Thus for
functions of form

M
&(f) = 2a, + X aj cos 2wjf
1

with the a’s real, one desires to choose the a’s to maximize the fraction
of the energy of g in (—W,W). The answer is

a=v§p;CM+1,W) j=01,...,M
and
g(f) = cU,(2M + 1,W5f).

This basic property of U, can clearly make it of special interest in many
fields.

3.2 A prediction problem

N successive samples spaced T'g seconds apart are taken from a sta-
tionary white noise X (t) of bandwidth Wy and mean zero. The linear
predictor formed from these samples that has minimum mean-squared
error is used to estimate the next sample value of X (¢t). What is the
mean-squared error of this prediction, and how fast does it decrease with
N?

We write X; = X(jTo). Let the observed samples of X (t) be X, X1,
..., X~n—1. Then the predicted value X of X is to be of the form

N N-1
X= 3 g;X;
0
where the a’s are chosen to minimize 7 = E(X — Xn)2 The solution to

this problem is well known. (See Ref. 11, pp. 302-305, for example.) The
least value possible for 5 is

_ . _ ANy
70 =min n =

92
i An (92)

where Ay is the £ X £ determinant whose entry in row [ and column j is
EX;X;, i,j=0,1,..., £ —1.For the white noise case at hand this entry
is
o 8in 20 WoTo(i —j) o2
2eWoTo(i —j)  2WoT)

p(N,WoTo);;
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in the notation of (21). Here 62 = EX (t)2 is the noise power. Since the
determinant of a matrix is the product of its eigenvalues, it follows
that

N
II Ae(N + 1L, WoTo)
P 0

T oWoTo N-1
I;[ A (N, WoTo)

2

70 (93)

We can now use our knowledge (Section 2.5) of the asymptotics of the
Ar (N, W) to find the behavior of 5o for large N. It is shown in Appendix
A that for

1
O<VV0T0<§,

lim L log no = log (sin 7WyT)2. (94)
N—o N
Thus the mean-squared error of the best linear prediction vanishes ex-
ponentially in N when the sampling rate 1/T) is greater than the Nyquist
rate 2Wy. The exponent decreases in absolute value towards the limit
zero as the sampling rate is decreased to the Nyquist rate.

The situation is very different when WyT¢ > Y. Then g approaches
a limiting positive value, 7., as N gets large. We find (see Appendix A)
that

lim 7o = 9. = (95)

N—o 2WoTo

n n+1
— < WoTy < s =12,...
g = eto="Tom, 0

o-2n < 1 > 2WoTo—n
n

A plot of 5. for Yo < WoTy < 5 is shown in Fig. 8. Examination of (95)
shows that 7. = ¢ for WoTo = n/2,n =1,2,...,and that the loops be-
tween these values shown in Fig. 8 get smaller and smaller as W(Ty in-
creases. Thus, while 7. is zero for all sampling rates greater than the
Nyquist rate, 7. > 0.94 for rates less than 1/2W,.

The foregoing is, of course, an unrealistic model of a physical predic-
tion scheme in that it assumes perfect knowledge of the samples. If one
assumes that to each sample X (jT') an independent observation noise
Y; is added, then the linear predictor takes the form

. N-1
X = %: aj(Xj + Yj). (96)
If we assume that X is a prediction of the noisy next measurement
X(NT) + Yn, then all proceeds as before with the matrix p replaced by
o+ (2WoTou/c?) I wherey =E sz and [ is the;unit matrix. By replacing
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Fig. 8—Best mean squared error 1. vs. WoT. The noise variance o2 = 1.

M (N, WoTo) by 2WoTou/a2 + A\ (N,WoT)) one finds readily that
a2s 1\ 2WoTo—n
T 2WoT, ( )

Neo
S

s = % OW,oTo + n (97)
g

+1
%<W0T()Sn2 , n=012,...

When n = 0, so that sampling takes place faster than the Nyquist rate,
7 18 positive. Indeed, 5. rises monotonically from the value p at Ty =
0 to the value p + ¢ when WoTy = Y%, as might be expected; perfect
prediction is no longer possible.

A more satisfying model would add independent noise to the observed
samples, but require X to be a best linear predictor of X(NT) itself,
rather than of X (NT) plus noise. The asymptotic behavior of 5 in this
case seems more difficult to obtain. A related problem is readily solved,
however.

Let X as given by (96) now be a minimum variance estimate of Xx—1,
where as before the Y; are independent identically distributed random
variables that represent the imprecision of the measurement process.
We are now not trying to predict X but rather to eliminate the noise
and estimate Xy—1 correctly. One then finds for the mean-squared
error

N—2
kHO [¢ + Ne(N — 2,WoTo)]

o=p|1—¢ — (98)
kUO [¢ + A (N — 1L,W,oTo)]

where
2WoTy
_— —— I'L.

o2
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Again using the techniques of Appendix A, we find in this case that

_ _ ¢ 1 n—2WOTo]
"“’_“[1 ¢+n<1+n+q5> (99)

+
%<W0Tos”2 L =012

Equation (99) can be obtained as a special case of a filtering problem
solved by Viterbi.2? He uses the result of Szego that

lim L o f " \og H()df (100)
N—ow QN -1/2

where Qy is the determinant of the N X N Toeplitz matrix having h;_;

as the entry in the ith row and jth column. Here, as usual, {h,} <~ H(f)

and we require that h_, = hy,, so that H(f) is real. Szeg’s result can in-

deed be applied to the ratio of determinants in (92). The Poisson sum-

mation formula, Ref. 14, p. 466, gives

10 -z 5 x ()

for this case where x(f) = 1if |f| < 1 and zero otherwise. Carrying out
the details one finds (95) again, but finds only that

lim no = 0
N—ow

when W(Ty < Y. Our detailed knowledge of the A’s has permitted cal-
culation of the rate at which 59 approaches zero as expressed in eq.
(94).*

3.3 The approximate dimension of signal space

The DPSS’s (¥}, k = 0,1,..., N — 1 are bandlimited to (—W, W) (see
(33)). The concentration of {v{*} is given by
EQON - 1)
E(-w,®) ’
[see (22)]. From the results of Section 2.5 we have seen that as N — «,
A, = 1ifk=2WN(1 —¢€),whileif k = 2WN(1 + ¢), A, — 0. And this is
true for any e satisfying 1 > € > 0. Thus a fraction arbitrarily close to 2W
of the bandlimited DPSS’s are confined almost entirely to the index set

A (N, W) = k=01,...,N—-1

* Note: After the work in Section 3.2 was completed, it was called to my attention that
Widom?2?2 has derived an important extension of Szegd’s theorem which applies to the case
at hand here and gives the stronger result 7o ~ & [sin 7WTo]2Y with k given explicitly to
replace (94). The derivations of (94) and (95) given in the present paper are felt to be of
interest in their own right and serve to verify the accuracy of the results given in Section
2.5.
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0 < n £ N — 1. The remaining DPSS’s have almost none of their energy
in this index set.

The facts just noted can be summarized loosely in the statement that
“for large N the set of sequences of bandwidth W that are confined to
an index set of length about N has dimension approximately 2WN.” This
basic intuitive notion can be made precise in a number of ways. We prefer
the following method which treats bandlimiting and indexlimiting
symmetrically.

Denote by I theindexset I ={0,1,..., N — 1}. Now let ¢ > 0 be given.
Denote by G, the set of finite-energy sequences {h,,} <> H(f) for which

Ei=Y |ha|2<e (101)
ne¢l
and
Ew= f |H(f)|2df < e. (102)
1/2=|f|>W

If € is small, members of G, have little energy outside the index set (0,
N — 1) or outside the frequency range (—W,W). Now let M =
M(N,W,¢,€’) be the smallest integer such that there exist fixed sequences

g gDy ..., g™} such that for every {g} € G. a’s can be found for
which
N-1 M L2
= [gn - ajgﬁl’] <. (103)
n=0 1

In words, M is the dimension of the smallest linear space of sequences
that approximates G, on the index set (0,N — 1) with “energy” error less
than ¢.

With these definitions out of the way, the key theorem on the di-
mension of signal space can be stated as follows.

Theorem: If Yo = W > 0and ¢ > ¢> 0, then

lim M(N,W,e,¢’)
N—o N

Proof of this theorem follows very closely that given in the Appendix
of Ref. 7 and will be omitted here.

For applications of this theorem it is important to note that the DPSS’s
¥ fork =0,1,...,2NW(1 — n) for suitable choice of 5, can be used
as an orthogonal basis for the M-dimensional space of sequences that
best approximates G in the sense of (103). Thus if N is large and one is
dealing with sequences known to be approximately of bandwidth W and
very small outside the index set (0,N — 1), 2WN numbers suffice to de-
scribe the sequence—namely, the first 2WN coefficients g; in the ex-

= 2W. (104)
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pansion of the sequence {h,,} on the appropriate DPSS’s. We have then

2WN-1
hn~ Y auP(NW) (105)
0
and
Z RO (N, W). (106)

Of course when N is large and W < 15, 2WN <« N so that the savings can
be considerable.

Possible applications of the foregoing ideas to picture processing,
cryptography, bandwidth compression and other sampled data systems
should be evident. In many such applications, one starts with a signal
x(t) € L2(—»,») defined for all time. A sequence {h,} is derived from
x(t) by sampling at rate 1/T¢ so that

h,=x(nTy), n=0,,.... (107)
If X (f) is the spectrum of x(t), so that
x©) = [ X(fexitdf, (108)

then

H(f) = i hpe2winf = i e2winf ® X (f')e2minTof' df

_le o /f=n
n=X(7,) o
by the Poisson summation formula (Ref. 14, p. 466). If now X (f) vanishes
for |f| > Woand if Ty < 1/2 Wo, then H(f) = 0 for W’ < |f| < > where
W’ = WoTy < Y. Thus when signals are sampled at rates greater than
the Nyquist rate, the DPSS are of particular value in providing a succinct
method of describing N-vectors of samples.

An interesting application of these ideas forms part of a digital
transmission scheme invented by Wyner to be described in a forthcoming
paper by him.

IV. DERIVATIONS
4.1 Basic facts of Section 2.1-2.3

An orderly development of this subject is facilitated by a few com-
ments about the operators

smN7r(f f’
L= fw sinw(f —f) (110)

PROLATE SPHEROIDAL WAVE FUNCTIONS—V 1399



and

ME#%(COS 21rf—A)dif+i(N2— 1) cos 2xf (111)
that appear in (10) and (16). As before, we take 0 < W < 1, but new allow
N to be an arbitrary real number. Operators of the type (110) and (111)
have been well studied in the past and we borrow freely from the liter-
ature.

The kernel
sin No(f — ")
sin 7 (f = f')

is real, symmetric and square-integrable over the region |f| < W, |f'|
< W. The characteristic equation, Ly = Ay, therefore has as solutions
a set of real eigenfunctions ¥y, {1, ¥s, . . . that are orthogonal on |f] < W
and complete in L2(—W,W). The corresponding eigenvalues are real,
and those eigenvalues that are different from zero have a finite degen-
eracy. The eigenfunctions and eigenvalues are continuous functions of
the parameter N. The kernel of the operator L in (110) is defined for all
values of f. The domain of definition of eigenfunctions of L belonging
to non-zero eigenvalues can then be extended to the whole line —e < f
< @ by means of

K({f-1)= (112)

-1
=Ly

These eigenfunctions are readily seen to possess continuous derivatives
of all orders. The eigenfunctions belonging to the eigenvalue zero can
also be chosen to have derivatives of all orders.

The characteristic equation for M,

MU = 6U, (113)

is an example of the well studied Sturm-Liouville equation (Ref. 14, p.
719). Let us denote by U the class of function continuous on |f| < W and
piecewise twice differentiable there. Then (113) has solutions in U only
for a discrete set of real values of 8, the eigenvalues of M, say 0y = 61 =

02 = ... and a corresponding set of real eigenfunctions Uy, U1, ... can
be found that are orthonormal, i.e. that satisfy
w
., uinu s = 5. (114)

Furthermore the U;’s are complete in .L2(— W, W).

For our particular M, (111), all the eigenvalues are non-degenerate.
For, suppose U; and Uj are linearly independent continuous solutions
of (113) belonging to the same eigenvalue §. From MU; = §U; and MU;
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= 0U; we obtain U;MU; — U;MU; = 0 or

dU;

2w A—‘L

UG o e~ 0
da dU; dU _
f(COSZn-f A)[ f df U_Ldf] 0.

Integrate this last equation from f = —W to a generic point f' with — W
<f < W. We find that

dU(f") dU;(f’
U B _ gy D _ o, ey <w,
df df
which contradicts the assumed linear independence of U; and Uj;.
The non-degeneracy of all eigenvalues permits us to write

00>01>0> ... (115)

It follows then from well-known theorems that Uy (f) has exactly & zeros
in the open interval |f| < W. That an eigenfunction U cannot vanish at
either f = W or f = —W follows directly from the differential equation.
For if U vanishes at f = W, for instance,

1 . dU

d2U
(2 2 (cos 27f — A)d—fz— ;sm ZWfE

. l 2 —_ =
+ [4 (N2 —1) cos 2xf 0] U=0 (116)

evaluated at f = W shows that dU(W)/df = 0. Differentiate (116) and
evaluate at f = W to see that d2U(W)/df?2 = 0. Continued differentiation
shows that all derivatives of U vanish at f = W. But U possesses a Taylor
series about f = W and so the assumption that U(f) = 0 leads to the
conclusion U = 0 which cannot be. Thus U(W) = 0.

We now know that both L and M possess orthonormal sets of eigen-
functions belonging to U that separately span .L2(—W,W). We show in
Appendix C that L and M commute, i.e. for all g(f) & U, LMg = MLg.
It is not hard to see then® that one can find a single set of orthonormal
functions in U complete in .£2(—W, W) that are simultaneously eigen-
functions of L and M. Because of (115), however, the normalized ei-
genfunctions Uy, k = 0,1, . ... of M are unique except for sign. Thus the
normalized solutions of (16) in U, ordered by (115), are a complete set
of eigenfunctions of L as well.

Any continuous solution to (113) in |f| < % can be written as a Fourier
series

U(f) = eivN=D1 S ¢_o2inf,
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Substituting this form in (113) we find the 3-term recurrence for the
¢’s

1 N-1 2
2n(N—n)c,,_1+[A< 5 —n) —0]cn

+-;-(n + 1)(N -n- I)Cn+1 = 0, (117)

n=0,%1,...

Note that the coefficient of ¢,—1 here vanishes if n = 0 or n = N, while
the coefficient of ¢,,+.1 vanishes forn = —1andn = N — 1. Thus if N is
a positive integer, which is the case of primary importance to us, the
infinite system of equation (117) uncouples and we see that a solution

ispossiblewithO=c_;=c_9=...=cNy =CcN+1 =CN+2 =. .. provided
that
Y o(N,W)ije; = bc; (118)
j=0

i=01,...,N—-1

where the real symmetric matrix o(IN, W) is given by (14). Such a matrix
has N real eigenvalues, which we now see to be eigenvalues of M as well. .
We denote them by 6;, 0;,, . . ., 0;y. From (115) we know that iy, is, .. .,
in are N distinct non-negative integers. We denote the real eigenvector
of a(N,W) corresponding to 0;; by

v = (LI (N, W) i (N,W),. .., vl {(N,W)T (119)
j=12,...,N
and suppose these vectors normalized so that
N-1 . :
> v (N, WP (NW) = o, jk=12,...,N.  (120)
£=0

We denote the corresponding eigenfunctibn of M by

Ui(NW;f) = ¥ v (N,W)einWN=-1=20)f j=12 .  N. (121)

Now again let N be a positive integer and denote by §xn the finite-
dimensional space of functions of form

N-1
g(f) = L gneimN-1-2n)f (122)
n=90

where g, g1, . . . , §n—1 are arbitrary complex numbers. We have just seen
that if N is a positive integer, M leaves ¢ invariant. Indeed, a simple
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calculation shows that if g is given by (122), then

N-1
Mg=g'(fy= ¥ gpeirW-1-2n) (123)
n=0
where
. N-1
Em = Z:O U(N;W)mngn- (124)

With N a positive integer, L also leaves €y invariant. (Indeed, in this
case L projects all of .£2 onto §y.) If g is given by (122), one readily finds
that

N-1

Lg=g"(f)= X gnei~W-1-20)f (125)
n=0
where
,  N-1
Em = ZO P(NyW)mngn (126)
n=

and the N X N symmetric matrix p(N, W) is given by (21). This is most
easily seen from the fact that for integer N the kernel (112) is degenerate.
Specifically,

sin Nw(f = f1) _ Nil eim(N=1=2n)fg—ix(N=1-2n)f (127)

sinw(f —f') n=0

Since L and M commute, so do the matrices p(IN,W) and ¢(N,W).

We now show that for integer N the eigenfunctions of M spanning Sy,
namely U;;(N,W;f),j = 1,2,..., N, belong to the N largest eigenvalues
of M, namely, 0, 01, . . ., Ony—1. We order the integers i; so that 0;, > 0;,
>...>0; sothat our task istoshowthati; =j —1,j=12,...,N. Now,
if #” and 6” are two eigenvalues of M with §” < ¢, the eigenfunction be-
longing to 6” must have at least one more zero in |f| < W than the ei-
genfunction belonging to ¢ (see Ref. 14, p. 721). It follows then that Uy,
must have at least N — 1 zeros in |f| < W, since the smallest number of
zeros U;, could have in |f| < W is zero. But U,y cannot possibly have
more than N — 1 zeros in this interval, since, from (121), we can write

N-1 .
UiN = pin(N=-1)f Z vgN)zn) = g —2mif

n=0
which shows U;, to be a function of modulus unity times a polynomial
of degree at most N — 1. It follows then that U, has exactly N — 1 zeros
in |f| < W, whence Uj; has precisely j — 1 such zerosj = 1,2,...,N.It
then follows that 0;, = 6, the largest eigenvalue of M, 6;, = 0;, the next
largest eigenvalue, . . . 0;, = Ony—1. Q.E.D.

PROLATE SPHEROIDAL WAVE FUNCTIONS—V 1403



We have now shown that when N is an integer, the eigenfunctions of
M that span ¢ are

N—-1 | .
U;(N,Wif) = ¥ v9(N,W)einN-1-2n)f (128)
n=0
where the v¥) are normalized eigenvectors of (N, W):
N-1 ) .
Y o(N,W)mv@ (N, W) = 0;(N,W)v (N, W) (129)
m=0

,n=01,..., N—1.

These U’s are also eigenfunctions of L and from (126) it then follows
that

N=1gin 2a#W(n — m)
,n=01,..., N—1.

v (N, W) = N(N, WP (N, W) (130)

The matrix p(N, W) is positive definite, since

N-1 _ w . _
S (N, W)nmbnkn = X f_ | deerritn=mg E

n,m=0
w
S

which is positive unless all the £’s are zero. Thus the A; (N, W) in (130)
are all positive.

We have defined the U; as eigenfunctions of M and have ordered them
so that (115) is true. These same U; are a complete set of eigenfunctions
of L and we define A; to be the eigenvalue of L corresponding to U;. We
shall show next that the non-zero eigenvalues of L are non-degenerate
and that when N is a positive integer

M, W) > M(N,W) > ... > Av—1(N,W) > 0. (131)

The proof that if A # 0 then X is non-degenerate can be made exactly
as in Ref. 1, equations (30)-(39). The assumption that two independent
eigenfunctions of L, say U,, and U,,,, belong to the same eigenvalue \ >
0 leads to the conclusion that 6,, = 8,,, which we have shown to be false.
The reader can find details of the proof in Ref. 1.

We note next that for integer N, Up (N, W;fW) — ¢ Pr(f), |f]| < 1, as
W — 0 where Py (f) is the Legendre polynomial of degree k. This follows
directly from the differential equation (16) which for small W be-
comes

d -7 dUr(N,W;fW)
daf df

2
dt

N-1
Z Sne 2wint
0

+ XUx(N,WifW) + 0(W?2) = 0
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where x = 1o(N2 — 1) — 20. Thus 0, (N,W) = Yy (N2 —1) — Yok(k+ 1) +
0(W),k=0,1,...,N — 1. Now the argument of Ref. 1, pages 61-62 holds
again and it follows that for sufficiently small positive W, (131) holds.
Since for integer N and 0 < W < I/, these X’s are non-degenerate and are
continuous in W, it follows that (131) holds for 0 < W < 1, which is stated
as (8).

Proofs of the remaining claims of Sections 2.1-2.3 are all of a more
elementary nature. Most involve a straightforward calculation. We leave
the details of the verification of these claims to the reader.

4.2 Asymptotics of the differential equation

We now consider solutions of the differential equation
dU
==+
dw

for 0 < w < w when N is large and

i[cosw—A] [l(Nz—-l) cosw—O] U=0 (132)
dw 4

40=BN2+CN+ 3 D;N-i (133)
j=0

where B, C and the D’s are assumed independent of N. The substitu-
tion
¢

U=s———+— 134
Veosw—A (134)
gives
d2G = N2(cos w— yg)(cos w — y1)
+ G=0 1
dw? 4(cos w — A)? (135)
or
azq cos w— B C
—+4 | N2 — +01]G=O. 136
dw? [ 4{cos w — A) 4(cosw — A) ) (136)
Here
—B+o<l> —A+o<l> (137)
Yo N ] Y1 N .

Case A.1>B>A>~lork=|2WN(1 —¢)]

If1> B> A > —1, then, as seen from (135) and (137), U is oscillatory
for 1 = cos w = B and for A = cos w = —1, but is non-oscillatory in the
interval B = cos w = A. We investigate the solutions of (132) separately
in each of these regions and also in the vicinity of the turning points yq
and y;.
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Let cos w — A = t/N2. Then (132) becomes

d2U dU B—-A 1
——+——-————=U+0(=)=0
tdt2+dt 4(1 — A?2) <N)

so that near cos w = A we have

Us=ddy <N\/ —A?) (COSw—A)>, cosw=A

B-A4)
(1-A2

U~

Us=dydy (N (A — cos w)>, cosw < A.

(138)

Here Iy and J are the usual Bessel functions. We note that when cos w
=A+u/N

Us = dulg <N1/2\/(B A) )

(1-A2)
s [niz4/B=4) ]-1/2 w2/ B—A)
oz MV Tam e e (VTS )
(139)

(see Ref. 9, Vol. I, eq. 7.13.5, p. 86). When cos w = A — u/N

(B—A)
=d N1/2 S 7
Us = dido ( o —av")
2 (B—A) ]—1/2 [ (B—A) 7r]
~d N1/2 N2/ — =/, _ =
“\/ [ \/ —A?) c08 \/(1—A2)“ 4
(140)
(see Ref. 9, Vol. II, eq. 7.13.3, p. 85).
Now, the WKB solution of
2
ngz — [n2E%(x) + nF(x) + 0(1)]g =0 (141)

for large n is
1
g(x) ~ 7 [cle —nfEdx—1/2f(F/E)dx 4 Czenfde+1/2f(F/E)dx]
E .

(142)

provided x is not a zero of E(x). (See Ref. 8, Sec. 7, Lemma 2.) Applying
this to (136) and taking account of (134), we find that for B > cosw > A
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an asymptotic solution of (132) is

w B—cost
U~ Us = dsR(w) exp < 2 arccos B cost —A
1 @ Cdt

_1 . (143
4 Jarccos BV (B — cos t)(cos t — A)) ( )

R(w) = |(B — cos w)(A cos w)|~1/4.

Here we have chosen c¢2 = 0 in (142) to obtain a matching of Usand Uy
at cos w = A + u/N. Indeed, one finds in a straighforward way that

u d3N1/4
Us (arccos <A + ]T/)) NW

N B—-A 1
X - — 1/2 —-=C
exp (=5 Lot NV2\/ T u = CLy) (149)
where
d
f \/s e
d¢
. (145)
A \/(B -HE-4)1-8)
Comparison of (144) and (139) shows that
dy=Vor NV2(1 — A2)~1/4g—(NLy/2)~(CL4/8)q,, (146)

An asymptotic solution to (132) near the turning point cos w = yg is
obtained by substituting cos w — B = t/N2/3 to obtain

d2U+ t
dt? 4(1—-B%)(B -A4A)

Thus, near cos w = B, we find

U+ 0(N-2/3) = 0. (147)

/ -
N2/3(cos w — B) ) (148)

[4(1 - B?)(B - A)]'/3
(see Ref. 10, 10.4.1, p. 446). Here we have chosen the asymptotic solution

of (147) that agrees with Us at cos w = B — u/v/N . Indeed, from Ref.
10, 10.4.59, page 448, we have that

U ~ Us = doAi (

u ) N1/6y
Us <arccos (B - _\/ﬁ» = doAi <[4(1 —B%»(B - A)]1/3)
d2 N1/6u —1/4
pAVES [[4(1 - B?)(B - A)]1/3]
2 Nl/4u3/2
exp( 3[4(1 - BY)(B - A)]1/2) - (149)
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On the other hand, from (143) we find that
d-N1/8
Us (arceos (B~ 72)) ~fati
3 ( arccos ( N (B - A
N9 ud/2
2 3[(1-B?»B-A)2

so that on comparison with (149) we must have

X exp (— ) (150)

—5/6
ds = 2_N—1/6(1 - 32)1/12(3 — A)1/3d2. (151)
Vr
On the other side of this turning point the solution Us continues as
u —N1/6y
B+ ) = dedi )
Us <arccos ( N doAl [A1-B)(B - A/
ds [ N1/6y, ]—1/4 . [2 N1/4,,3/2 + 7r]
[4(1 - B2)(B — A)]'/3 M sVii-BOB-4) 4
(152)
as seen from Ref. 10, 10.4.60, page 448.
Applying (141)-(142) to (136) for 1 = cos w > B, we find that
cosw—B
E=i\/ ————= .
! \/4(cos w—A)
On recalling (134), we find the asymptotic formula
cost —
=diR f
U~ U;=diR(w) cos[ \/cost—
_C dt ]
+ 153
4 Jo \/(cost—B)(cost—A) ¢| (153)

with R (w) as in (143). Near the turning point cos w = yo, this becomes

dN1/8
o o (54 20~
N 2/3N1/4u3/2 C ]
X —L{— — =Ly + 154
cos [ T ViBona=sy a2t (8

where
L= f, \/(s i
d¢

Lo = .
2T J; VE-B)E-A)1-8)

(155)
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Comparison of (154) and (152) shows that we must have

dy =V NVS[4(1 — BY)]~V12(B — A)~1%d, (156)
and

%Ll —§L2+ q§=§(mod 21). (157)
Turning now to the interval A > cos w = —1, we find from (141)-
(142)
ds
[(B = cos w)(A — cos w)]1/4
N p~, /B—cost
X cos I:EJ; \/A —costdt
dt

+ —_
4 Jo V(B —cost)(A—cost)
At cos w = A — u/N this becomes

Us (arccos (A —£>) ~% .

N
‘B—A
1— A2

U"’l](;E

+ 0]. (158)

N
X cos [ELs—Nl/z u+CL6+ 0] (159)

where

L*”‘f \/(A s)(1—52)

_ s
L= VB-DA-00-8 (160)

Comparison with (140) shows that

ds=\/2N-12(1 - 4114, (161)
™

N C T

2 5 4 6 4 (mO 7|') ( )

Equations (138) and (148) provide asymptotic solutions to (132) at
the two turning points cos w = B and cos w = A. Equations (153), (143)
and (158) provide asymptotic solutions for the regions away from the
turning points. Equations (146), (151), (156)—(157) and (161)—(162) in-
sure that these solutions join together. This solution is summarized in
Eqgs. (42) where the regions of validity for each piece are shown explicitly,
and in (43)-(48). As presented there, the constant ¢ of (153) has been
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chosen as —[1 — (—=1)*]7/4 as it must to satisfy the inequalities shown
in (9).
To normalize the solution (42)—(44) we must compute

W;=d} fg}(w)dw (163)
i=12,...,6

where the range of integration for each g? is the range of validity for that
g given in (42). We then require that

i Wi=nr (164)
1 .

since w = 27f.
Asymptotic forms for the W; are readily worked out. One finds, for
example,

W1=d%

arccos (B+1/+/N) 9
f gilw)dw

21 1 d§ Nl )
o B+1/vN V(E—B)(E— A)1 — £2) 2 diLs (165)

while, with » = [4(1 — B2)(B — A)]-1/3,

B B+1/v'N Ai2(—N2/3u(t — B))
W, = d2 J' dt+f dt]
2 2[ B-1/vN B V1 -—1t2

d3 1 Ai2(NV/6yg)dE  d2 1 Ai2(—N/6yg)dE
VN Jo +V1-B2 v'N Jo V1 - B2

By using the asymptotic forms for Ai(x) (see Ref. 10, 10.4.59, 10.4.60,
page 448) one finally finds
__dF Wy
~1-B? ‘NVET L, N

where ¢ is independent of N. In a like manner, one finds that all the ratios
W;/Wy,i=23,...,6 vanish with increasing N. We omit the details here.
Equations (164) and (165) now give # ~ W1 ~ %d?L, so that d; =
[27/L4)Y2. Equations (146), (151), (156) and (161) now determine all the
d’s to have the values given in (48).

Recall now that Uy (IN,W;f) has k zeros in —W <f < W. For the so-
lution we have just constructed, all zeros in (—W, W) are contributed by
U; of (153). From (154) we see that the number of zeros is given
asymptotically by

2 (N 2 N4 C N
k=|212p,-2 —ZLol | ~=L.
Lrlz ' 3VAB-A)1 -B? 4 2” !

~

W2N
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Thus if we set k/N = 2W(1 — ¢€) ~ L1/x, we must have L1 ~ 27 W(1 — ¢)
= wk/N which is (43).

Finally, the two phase continuity requirements (157) and (162) must
be met. The first of these is satisfied by the choice of C given in (45). This
number lies between zero and 87/Ls and hence is 0(1) as has been as-
sumed throughout the development. Equation (162) is satisfied by
choosing 4 as in (46).

CaseB.1=B>A>—-1lork =0(1)

If, in the preceding analysis, B is allowed to approach 1, the first
turning point approaches w = 0 and the subinterval of (—W, W) in which
U can oscillate becomes vanishingly small. This suggests a separate in-
vestigation of (132)-(133) around w = 0 when B = 1.

Substitute
: (2a)1/4

v'N
into (132), where, as before, « =1 — A. One finds
dz2U cC./2 t2 1
| TV luro(y)=o
dt? [ 4 a 4 ] N 7

Asymptotically, then, U is a solution of Weber’s equation D
+ (x — Yat2)D = 0 (see Ref. 9, Vol. II, 8.2, page 116) which has bounded
solutions only if x = k + 15 where k is a nonnegative integer. We are thus
forced to take

- _4\/§ ( +%> 0=iN2— (r +-;5) \/§N+O(1). (166)

The corresponding solution is generally denoted by Dy, (¢) and has exactly
k zeros (Ref. 9, Vol. 11, 8.6, page 126). Thus we are led to take

w t

N2\ 1/4
Uk(@) ~eDu) = ey ((5-) @) (167)
for fixed ¢, or @ = 0(N~1/2), as reported in (39). Examination of higher
order terms (omitted here) shows (167) to be correct asymptotically even
for w = 0(IN—1/3), whence the range of validity shown in (38).
Solutions of (132) near A and in the regions away from the turning
points can be obtained in the present case from Us, Uy, Us and Ug of
Section 4.2, Case A, by letting B = 1 and C = —V/a/2(k + %) in (138),
(143), and (158). The indicated integrals in these last two equations can
now be carried out explicitly. Equations (39) result. The constants ¢y,
Co, ..., csare then adjusted so that the solutions match asymptotically
at the edges of their regions of validity. Finally, the solution is normal-
ized. Again the oscillatory part near f = 0 dominates the asymptotic
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behavior of fY%,U,(N,W;f)2df and we find

N-13 2 1/4
Vi=cl j; hlorde = (17;)

2 2
Xcl[ f D3(t)dt — j}'v i k(t)dt]

1/4
< ) \/— - f t2ke—t%/2q¢
N1/6/(24)1/4

1/4 -
~c%% \/gk! (168)

(See Ref. 13, 7.711-1, p. 885 and Ref. 9, Vol. II, 8.4.1, page 122.) This
determines ¢ and the values shown in (40) are obtained. We omit the

straightforward but tedious details here.
CaseC.1>B=A>—-1lork =|2WN + (b/7) log N|

If, in the analysis of Section 4.2, Case A, the parameter B is allowed
to approach the value A, the two turning points coincide at cos w = A

and a new analysis of U in this neighborhood is now required.

With § = AN2+ CN + 0(1) and
1

B= iea |esc 27 W,
in (133) substitute
cosw— A= iﬁ%’ U= e"1/25F
to obtain
EF” + (1 — OF — = (1 — iEB)F +0 l) =0
) (W
where
1
E=-(A-0).
5 ( )
For large N, then, F(£) ~ ®(a,1;£) where
a= % (1—-iEpB)
and
2
Blac) = 1+25 palar Dz

cl! c(e+1) 2!

(169)

(170)

(171)

is the confluent hypergeometric function. (See Ref. 9, Vol. 1, 6.1.1, page
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248, and 6.2.6, page 250.) Thus for cos w near A, we have
U ~ eqei(B/2N(cos v=A)p(a,1;—i BN (cos w — A))

as reported in (51). This expression is real.

Solutions away from the double turning point cos @ = A can be ob-
tained from (153) and (158) by setting B = A. The integrations can be
done explicitly. The functions k1 and hs of (51) result when C is replaced
by E via (171).

There now remains the task of choosing the constants so that hy, ho,
and hg3 join properly. We indicate a few key steps.

When
cosw=A+ Nzlja ,
hy~u~12N13 cos [% arccos A — %Nl/i”ﬁu - %B log u
+ Ef log N1/391/2 _h g] .

To develop an asymptotic expression for h¢ at this point, we avail our-
selves of the formula (Ref. 9, Vol. 1, 6.13.1.2, p. 278)

D) feime TE@ .,
I'(c —a) < x ) + I'(a) e (173)

where e = 1if Im x > 0and ¢ = —1 if Im x < 0. One finds

ho [arccos <A + NL;/:*):I

e—7rE/3/4 B T l )
Nr_(Emm“"s["Y““ 9+ 5258 0g27] (174)

where v = 158N /3y and where the real functions r and y are defined
by

®(a,c;x) ~

1 .
T <— - lia) = r(a)eiv(@),

2 2
Comparison of (172) and (174) shows that we must have
eg = B”Zr(EB)efﬁ"/“N‘/Qel (175)
and

ES EB. B

iy ™
— ——log = EB)—kR———= d 27). (176
*WN + 5 log N 5 og2+¢( B) kz : 0(mod 2x). (176)
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When cos w = A — u/N?/3, from (51) one finds

N1/3 1 E
hs ~ T o [-2— arccos A + §N1/3Bu - _éﬁ log u
N1/391/2

+ EBlog —(k+1) g] 77)

while from (51) and (173)

ho [arccos (A - Nl;/:a)]

emEB/4

T rERVy
Comparison of these last two equations yields
e3 = B~1/2r(EB)1leEB=/AN~1/2¢, 179)

cos [7 — WEB) — % log 2y — ﬂ (178)

to match the amplitudes, while matching of the cosine arguments gives
(176) again.

Now the number of zeros, k1, of (50) in the interval (0 < w <
arccos (A + N—2/3)) is seen from (172) to be given asymptotically by

N1/321/2]

k1 ~L [7rW - éNV"B + EBlog

™

while asymptotically the number, ko, of zeros of U in (arccos (A + N~2/3)
< w < Q) is obtained from (174) as

ko Nl [l BNY3 + W(EB) — T4 %log ﬂNlla].
ml2 4 2
Thus the number of zeros of U(f) in (—W,W) is given by
k= 2(ky + ko) ~ 2 |:7rWN+E§logN—E§logg+¢/(Eﬁ) - 1].
T 2 2 2 4

(180)

This motivates the choice of E as a root of (53). When this is done, the
matching condition (176) is also satisfied.

The constant ey,es,e3 must now be determined by (175), (179) and the
normalization requirement (9). Routine calculations show that

. arccos [A+N—2/3]
Xi=el j; [h1(w)]?de

1 9 arccos [A+N—2/3] dw e%@
~=e —~—]og N, (181
9! J; cosw— A 3 °8 (181)
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X3=e} J:r [h3(w)]?dw

recos [A—N—2/3]

1, dw e3s efBeEp™
~ = ——~——logN=—"—log N
2 €s j;rccos [A-N-23] A — cos w 3 o8 3 8

while

arccos [A—N—2/3] 1
Xo=e} f [ha(w)]2dw ~ €50 (f\i) ~e20(1) (182)

recos [A+N—2/3)

which is negligibly small compared to the first two integrals. The nor-
malization integral thus gives

e%g [1+ eEB7] log N = =.

The values (55) then follow where the factor (—1)L%/2! is dictated by
(9).

We have assumed throughout this analysis that E = 1%5(A — C) = 0(1).
It follows then from (53) that we must have k = 2WN + (ES/7) log N
+ 0(1). If then, we write

k= l2WN+910gNJ
™

as in (49), it is seen that for the root of (53) we have
E ~b/B. (183)

Consideration of the detailed nature of ¥ shows that £ must be taken
as the root of (53) of smallest absolute value.

4.3 Asymptotics of A, (N, W) for large N

The values of A, (IV, W) for large N reported in Section 2.5 are obtained
from the asymptotic expressions for Uy (N, W;f) given in Section 2.4 by
means of the basic relation

w 1/2
Ae(N, W) = f U (N, W3f)2df / f U (N, W;N2df. (184)
-w -1/2
Let
V; = fc?fi(w)dw i=12,...,5
W;= fd¥gl(w)dow i=12,...,6
X = fe,?h?(w)dw 1 =1,2,3, (185)

where the ranges of integration are given by the corresponding intervals
of validity shown in (38), (42) and (50).
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For fixed k and large N, 1 — A\, ~ (V4 + V5)/7 since 2 V; = 7. Now
straightforward developments yield

arccos [A—N—2/3] N
V4=c§j; J%[ VA—COSw]dw

i N
3 1 N2/3 Ve 2
N2B~/T=A2 Vi—a T
=2 (" ,
Vose ‘£TC°°S [A—N—2/3] filw)do
2 A—-N—2/3 dt
% ~o————c} (187)

2 J-1 VA-H)1-t)1-t2) 2v2(1-A)

But, from (40), c3/(N4/3c3) = 0(N~1/3) so V4 is negligible compared to
Vs and we have

1
1—>\k~;V5~c5/2\/2(1— A)

which is (58).

The formula (59) is obtained from 1 — A\, ~ (W5 + Wg)/7 using (42)
and (44). One finds W5 ~ d3/(2xN3/2v/B — A) and Wg ~ YodiLe.
Equations (48) now show Wj to be negligible and 1 — A\, ~ Wg/7m ~
Led/27. Insertion of the value for dg in (48) gives (59).

Formula (60) arises from

1 27 W
=‘[Xi+‘f e%awmw}
T arccos [A+N—2/3]

We have already commented in connection with (182) that the integral
here is of smaller order than X so that

—XINﬁlogN [1+ eEfr]-1 (188)

by (181) and (55). Since E ~ b/8 by (183), (60) results.

Finally, the approximation (61)-(62) arises from (188) and (53) by
solving the latter approximately for ES. From the theory of the I' func-
tion (Ref. 10, 6.1.27, p. 256, and 6.3.3, p. 258) one finds that Y(s) = Yaoly
+ 2 log 2)s + 0(s2). Inserting this in (53) one finds

ke =«

NiW—-——--—
2 4

LogS 1
g 8 27

This together with (188) is (61)—-(62).

EB~—
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4.4 Asymptotics of A\ (N,W) for small W

Consider the matrix eigenvalue problem
N-1 )
> Klexjexpwjyi=uy;, i=01,...,N—1 (189)
j=0

which has solutions only for those values of » = 1/u for which the deter-
minant D(v) = |8;; — vK (cx;,cx;)| n~1 vanishes. Here, as in the rest of this
section, we denote by |f(Z,j)| n~1 the determinant of the N X N matrix
whose element in the ith row and jth column is f(i,j), i, = 0,1, ...,
N —1.In (189) we consider the function K (-, -), the weights w; and the
points xj, j = 0,1,..., N — 1 as given. The number ¢ is a parameter. For
the determinant we have the development in powers of v

N
D) =1+ 2 (=1)"dnrm,
n=1

where
1 N-1 N—-1
dp =_, PIIEETEEDY |K(Cxei,0xej)we,-|n_1-
n. ¢,=0 én—1=0
If now
K(x,y) =X ajjxiyl, agp=1, (190)
0

the development in the appendix of Ref. 21 from equation (A4) to (A9)
can be repeated step by step with all integrals replaced by sums to show
that for small ¢ we have for the eigenvalues of (189)

tn = c2xo(n)[1 + 0(c)] (191)
n=01,...,N—-1

where
xo(n) = 2ilnlhitiln (192)
|aij|n—-1]hi+jln-1
Here
N—1
hy= ¥ x}w. (193)
i=0

To use this result to obtain asymptotics of A, (N, W) for small W, di-
vide (18) by 2W, and write

A ..
cE2wW,u=WV,xj=],]=0,1,...,N—1. (194)
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Equation (18) then becomes (189) with w; =1 and
_sin(x —y) = (=1)*x —y)*"

Ky = T = v 1)
(=1)n (21”) xi(—y)2n=i
- ,,Z, (2n + 1! - (199)

For evaluation of (192) we thus have

0, [+ jodd
@;j = { (=1)j+@H2 i+ j even (196)
MG+ +1)
and
N-1
h,= % o (197)
£=0
To evaluate (192) we first note that the equations
i a,-ij = 5,',,, 1= 0,1, I 1 (198)
j=0
yield
Y, = Jlil% : (199)
Qij\n

the reciprocal of one factor of (192). Now, from (196) we see that we can
also write

(—=1)ytG+N2 1 1

R S 7 A i+j
a;j o 5 )., t*Hide. (200)
Insert this expression for a;; into (198) and define
n ot
F(t)= Y (-1)¥2Y;. (201)
j=0 ]!
Equation (198) then reads
1 . 2n!
F(t)tidt = bin 202
§ P == (202)
t=01,...,n.

But F(t) is a polynomial of degree n orthogonal on (—1,1) to t{,i=0,...,
n — 1. We can write therefore F(t) = kP, (t) with P,(t) the usual Le-
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gendre polynomial. Now
1 2n+1(n!)2
P, (t)trdt = ———
j:l n() 2n + 1)!

(see Ref. 10, p. 786, 22.13.8-.9) so the last of equations (202) shows that
k = (2n + 1)1/27n!(—1)"/2, We thus have

F(t) = kP, (1) = 2n + 1! (2n)! I:t" _ nin—1)

onpl(~1)n/2  9n(n!)2 2(2n — 1)

—1)3n/2
Dy en 4
n!

t"‘2+...]

on using an explicit form for P,(t) (see Ref. 10, p. 775, 22.3.8) and on
recalling the definition (201). Comparing coefficients of ¢ we have now
established that

1 ajla . 2%7(n!)?

Y, J|aijln-1  (@2n+1)!(2n)!
It is not difficult to obtain this result by direct evaluation of |a;j|, which
is a product of Cauchy determinants.

We use a similar technique to evaluate the second factor in (192). The
equations

(203)

h,'+ij =06, 1=01,...,n (204)

it

j
yield

|itjln-
Z, =1 | L (205)
' lhi+f In
Using the definition (197) of h;4;, (205) becomes
N—l . -
> xiG(x)=06;,, 1=01,...,n (206)
x=0
where we have written
Gx) =3 Zi. (207)
Jj=0
Thus we seek an nth degree polynomial G(x) satisfying (206). The
coefficient of x™ will give the desired ratio (205).
The Tchebyshev polynomial £, (x) (see Ref. 9, vol. 2, pp. 221-223) has
just the properties sought. It satisfies

N-1
S oxitp(x)=0, (=0,1,...,n—1. (208)
x=0
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An explicit formula for the polynomial is
to(x) =1
tn(x) =n!A”[(x)(x — N)p), n=1,...,N—-1 (209)

where we write (x), =x(x — 1)(x — 2) ... (x — n + 1) and define the
forward difference operator A by Af(x) = f(x + 1) — f(x) and A"f(x) =
A[A"—1f(x)]. The polynomials satisfy the recurrence

(n+ Ditpr1(x) —@n+ 1)2x — N+ 1)t,(x)
+n(N2—n2)t,_1(x) =0 (210)

n=12...,N—2

(Ref. 9, vol. 2, p. 223, (6)).

From (210) by using (208) we can easily calculate =X-glx "¢, (x) = Sp,.
To do so, multiply (210) by x*~! and sum. Recalling (208), one finds
22n + 1)S, = n(N2 — n2)S,,—1. Since Sg = N, we have

Nn! ] (N2 —n?)
k=1

(211)

n

Ton1.3.5...-Cn+1)
It follows then that

Gx) = Sitn(x) (212)

n

is the nth degree polynomial satisfying (206).

We now seek the coefficient of x™ in G(x). The coefficient of x” in
t,(x) is not evident from the definition (209). However, it is easy to show
that A(x), = n(x),—; and that

arffgt] = X (7) A g + ).
j=0 \J

Applying these rules to (209) we obtain the alternative expression

tax) = 3° (’1’)2 (®)nmj(x = N + ). (213)

j=0

It follows then that the coefficient of x™ in ¢, (x) is

2
- £0)'- )
j=0 \J n
(see Ref. 13, p. 4, 0.157-1). From (207), (212) and (213) it follows that Z,,
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= k/S,. From (205), (211) and (214), then one has

I (N-

Aol L gz (215)
hl n— Zn 2
il 2 o g1y (1)
n

This result combined with (203), (191), (192) and (194) yields (64)—
(66).
Since |hi+j|o = N, (215) yields

1)4 2 _ ;2\n+1—j
|higjln = N+t [ LD =0D) (216)

=1 ©@2j+ D[EH?

a formula that seems difficult to arrive at by direct manipulation of the
determinant.

APPENDIX A
Asymptotic Behavior of 14

We here investigate the product (93) for large N. We adopt the ab-
breviation W’ = WT.

Suppose first that 0 < W’ < . We write (93) in the form

%logn0=P1+P2+P3 (217)
where
1
Py =~ log < (N + 1 W’))

1 2WN-2 Ay (N + LW)
Py =— log————— 218
*°N kgb & NN, W) (218)

1 Nzt Ae+1(N + 1L,W)

Py=— Dl VT LW )

o
N p=2wN-1 & A (N, W)

In this last sum set k = N — 1 — £ and use (13) to obtain
1 N(1—2W’)1 An—e(N + 1,W)

Py =— 0
TN egb & AN—1-¢(N,W’)
1 2NW 1 - 2N+ 1L,W)
— — 219
N eg() 1 =X (N, W) (219)

where we have written W=1 — W’. Now from (59), if £ = sN, with s
fixed and 0 <s < 2W, 1 — Apo(N,W) ~ exp [-%C(B,N)L4(B) — NL3(B)]
where C, L4 and L3 are given by (45) and (47) and B is determined as a
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function of s by (43), namely

j;(s)\/ £ B(S) dE=s. (220)

(t-4)1 -

In these formulas we now have A = cos 27 W.
For large N, then, and fixed s, a term in (219) takes the value

I-M(N+1LW) 1

J =log TN p C(B,N + 1)L4(B) — (N + 1)L3(B)
- [— é C(B,N)L4(B) — NL3(B)] (221)
where
=5 \/(s Ha-%
o Eaa Ryt o R
Thus '

s , 1 1
B=B <s—-N+ 1) = B(s) = sB'(s) 1 + 0 <ﬁ) .
Straightforward Taylor expansions of quantities on the right of (221)
now give

- [L3(B(s)) —s diL3<B(s))] + o(1)
S

Returning to (219), we have

1 2NW £ £ d
Pin—'% [Ls (B(x)) -5 5 LaBO.- e/N] +o(1)
so that
. _ oW 3 d
lim Py = j; [L3(B(S)) s L3(B(S))] ds
f L3ds+sL3 f Lads
=9 j; L3(B(s))ds. (223)
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Now recalling (220) and the definition (47) of L3, we have

Alfi’ip3"‘2fzw fB(S)\/(s A)(l—»;?)‘i‘E
- f) dBf d“/@ A)(1—£2)

= 2log (sin tWyTp). (224)

j;? \/(t—B)(t—A)(l— t?)

Details of the evaluation of the triple integral to obtain the last line here
are given in Appendix B.

It is not difficult to see that both P; and Ps approach zero as N in-
creases. We omit the demonstration here. Our result thus far reads

1
lim —870 = 9 Jog (sin *WoTo), 0< WoTo <Y
N—o N

which is (94).

To study 79 when W/ = WyTo > 1, we return to (18) and consider it
now for arbitrary values of W. Since

sin 2w <W+%> (n—m)

_ [s’in 2xW(n — m)

x(n —m)

+ 5nm] (_1)n—m’
(225)

m(n —m)

the eigenvalue equation

sin 27r<W+%> (n -m)

Z o (N +)

w(n —m)
1 ®) 1
=\ (N,W+ —) o (N,W+ —)
2 2
can be rewritten on direct substitution of (225) as

:é; sin i?ffnm_) m) [( —1)mp® (N,W + %)]

- [—1 o (N %)] [( e (vw+ %)]

Comparison with (18) now shows that

A (N,W+ ;) =1+ MOW)
o® <N W+ ) C(=1)mp® (N, W). (226)
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Suppose now that

+1
D ew <l
2 2

where n is a positive integer. Then in virtue of (226) Eq. (93) becomes

(227)

0'2 N-1n + >\k+1(N + l,W”)
= + M(N + 1,W” 228
= o [n + Mo )] 101 nt ML) (228)
W” = W’ — 2
2
1
o< w” <§ . (229)
Then
log no= Q1 + Q2 (230)
where :
o2[n + N(N + 1,W7”)] d2(n +1)
Q1 =log " 08 5 (231)
and
N-1 ”
n+ Mo N+ LW ). (232)

Q= L lg™ " (Nw)
When N is large only the terms for k£ near 2W” N contribute signifi-
cantly to @, for if &k = 2W”N(1 — ¢), A\, approaches 1 exponentially,
while if k = 2W”N(1 + ¢), A\, approaches zero exponentially. In either
event, the summand in (232) approaches zero exponentially while the
number of term grows linearly with N,
Consider now

_ 2WN+(a/x) log N n+ Mo (N+ 1L,W7)
H(a,N) = lo (233)
k=2WN~(ZE:/7r) log N & n+ M(N,W”)

where @ is an arbitrary positive real number. We change from the vari-
ables N, k to new variables A and b via the transformation

™

A= N =er/a
log N ¢
b=(k—2W”’N)A = % + 2W”ew/A (234)
and write
A (N,W”) = g(A,b). (235)
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Then Ap+1 (N + 1,W”) = g(A’,b’) where

’

T A2
sk (D)
A log (N + 1) <N

and

b =[k+1-2W'(N+ 1A =b+ (1-2W)A+0 (%) .

Thus

o oy A QE(AD) A
g(Ab") = g(Ab) + (1 —2W")A ob T 0 <N)

and the summand of (233) becomes

og A
+g(Ab) + (1 —2W” A—+0<—)
nA N+ LW " ga0)+( ARV
n+ N (N, W) & n+g(Ab)

log

= (1—2W”)AL(Ab) + 0 (f;)
where
L(Ab) = j‘% log [n + g(A,b)]. (236)

Now write j = k — 2W”N. Equation (233) becomes

H@N) = (1 - 2W") Ef/ [L(AJA)“O@)]'

j=-a

In the limit of large N, we have
H(@N) ~ (1 - 2W”) f ® L(0yx)dx

=(1—-2W)log [n +g(0x)][5-—z (237)
from (236). But (60) and (235) show that

§0b) =

and so
n+[1+e @1
n+[l+e "1’

Finally, since « can be chosen arbitrarily large,

H(a,N) — (1 —2W”) log

n 1\ (1—2W7)
H@N) — (1 - 2W”) log = —log (1 + —) . (238)
n+1 n
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Thus if

lim @y = lim H(a,N),

N—o N—x
we can write
a2(n + 1) 1
~ © = 239
no~n o 1w (239)
(1+3)
n

in virtue of (229)—(231). This result is (95).

APPENDIX B

Evaluation of Integral (224)

1

J=lim Py=——
N—

dit

- f dBf df\/(s A)(I—EZ)
1

1 dt

1
xf
B

Vit —B)(t —A)(1 —t?)

L

V(e —A)1 —1t?)

t dg B-¢
X
L VE-AU - ) \/t -
1 t—¢
= —= dt d 240
2 L L E\/(l—éz)(l—tz)(A—t)(A—E) (240)
since under the substitution u2 = (B — £)/(t — B)
t B - £ o 2u
j; dB\/—t_B—(t g)j; u s
1 = b u T
= (t — — = —_ -
( 5)[ "1y, +j; 1+u2] t-85
Now change from the variables of integration &,t to «,8 via
1+A 1—-A4 .
f=—— sin «
2
1+4A 1-A .
=—+ sin 8
2 2

and obtain

-

where we write

/2

/2

1-A

B8
g f da
—x/2

3+A

sin 8 —sin «
V/(x + sin a)(x + sin B)

,1<x <o,
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Changing now to variables ¢, through the 90° rotation Y(« + 8) =
Yo(e — B) = ¢, we find that

J=9 f f¢+7r/2 cos ¢ sin ¢
/2 /2 \/x2 — sinZ ¢ + 2x cos ¢ sin ¢ + sin2 ¢

=9 f /2d¢/sin¢ [log |x cos ¢

+sin ¢ VxZ — sin% § + 2x cos ¢ sin ¢ + sin2 ¢| 152 42

0
=2 f dy sin ¢
—7/2

x cosy + cos ¥+ Vx2 —sin? ¢ + 2x cosZ Y + cos? ¢

x cos ¥ — cos ¥ + Vx2 — sin? ¢ — 2x cos? y + cosZ ¢
1 +VPI T2
=_2f duloga[au Vb2 + u?
blbu + Va2 —u?

where we have set cos ¥ = u and

\/x+1
a=

X log

=1. (241)

Thus
1
J=—210g%—2£ du log [au + Vb2 + u?)

+2 j;l du log [bu + Va2 —u?]. (242)
Now it can be verified by direct differentiation that when (241) holds
Sdulog [au + Vb2 + u?
= (u+1)loglau+vbZ+u? —u—log[u+b2+avbZ+ u?
and
Sdu log [bu + Va2 — u?)
=w+1)logbu++va2—u?—u—1logla2—u+bvaZ—y2.

It then follows readily that the last two terms of (242) both have mag-
nitude log 2(a + b) — 1, and that equation becomes simply

¥ 1+4
J=—210g%=—210g\/£——1=210g\/7- (243)
o

When A = cos 20 W = cos 2x(Ys — WoT) = —cos 2r W, T, (243) yields
(224).
The simple result (243) for the integral given by the last member of

PROLATE SPHEROIDAL WAVE FUNCTIONS—V 1427



(240) was first obtained by J. A. Morrison by a route involving elliptic
functions and identities among them.

APPENDIX C
Commutation of L and M

Let operators
b
L= (drKE
a
and

_d e
M—dfp(f) df+q(f)

be given. Then
b
MLg = f df MK (F,f)g(f")
while

b
LMg = f A K (f.f)Mpg(f')

=[pt [x di;f," - a’;‘/f;f (1) ]:_

b
+ f Afg(FIMKET).
Now if
p(a) = p(b) = 0, (244)

we have
b
MLg — LMg = J( df'g(f)IM; — MpAK(f,f)
and so, if in addition

MK (f.f") = MpK(f.f), (245)

the operators commute. In the special case when K(f,f") = K(|f — f’]),
(245) becomes

2 — o
o) = p EEUZLD o 17 4 SKULZLD
+[q() —a(MIK(f - F)=0. (246)
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Applying this to the operators of (110) and (111) we have p(f) =
(Yym?)[cos 27f — A), q(f) = Yo(N2 — 1) cos 2nf and a = —=b = W. It is
seen that (244) is satisfied. To verify (246) observe that

p() = p(f) = — 571; sin «(f + ') sin «(f — /')

PP +p () = — —71; sin x(f + ') cos x(f — )

a() = q(f’) = % (N2 = 1) sin #(f + /) sin =(f = f").

Thus every term of (246) in the present case contains a factor
sin 7 (f + f’). This equation then is equivalent to
. . d?sin Nt d sin Nt ) in Nt
slnt—sn_l +200515—Sn,1 + (N2-1) slntsu_1
dt? sint dt sint sin ¢
where we have written ¢t = #(f — f’). The reader can readily verify that
(247) holds identically in ¢.

=0 (247)
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An Earth-Space Propagation Measurement at
Crawford Hill Using the 12-GHz
CTS Satellite Beacon
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This paper describes a measurement of atmospheric attenuation
and depolarization, primarily due to rain, of the 11.7-GHz cw beacon
signal from the Communications Technology Satellite (CTS). This
beacon source made possible the first fixed-path, nearly continuous
measurements of earth-space propagation at this frequency. A mea-
surement is being made at Bell Laboratories, Crawford Hill, in Holmdel,
New Jersey using a fully steerable, 6-meter-aperture, horn-reflector
antenna fitted with a dual-sense, circular-polarized feed. The ampli-
tudes of the copolarized and cross-polarized components are measured
with a two-branch, stable, narrowband, frequency tracking receiver.
The receiving system, which was designed to run unattended, is de-
scribed. Propagation data for a greater than 1-year period beginning
April 1976 are presented. The attenuation data show that an outage
time of 21/s hours per year can be expected for a 10-dB rain fade margin.
Significant anomalous depolarization effects not directly related to
rainfall have been observed.

I. INTRODUCTION

The launch of the CTS satellite has provided a useful signal source for
earth-space propagation experiments. The interest is in measuring
long-term (approximately one year) atmospheric attenuation and de-
polarization, primarily due to rain. The satellite carries a cw beacon at
a frequency of 11.7 GHz with a nominal output power of 200 mW. The
satellite beacon antenna is a right-hand sense, circularly polarized,
earth-coverage horn with an axial ratio of 1.5 dB within an enclosed beam

1431



angle of 17 degrees. The satellite is in geosynchronous orbit and is located
nominally at 116°W longitude with an inclination of less than 1
degree.

A disadvantage in using the CTS satellite beacon for these measure-
ments is that the beacon is turned off during the spring and fall eclipse
periods when the solar cell panels are shadowed by the earth. In the fall
1976 eclipse, the beacon was turned off completely for seven weeks.
Fortunately, few significant rain events occurred during this time. In
the spring 1977 eclipse, the beacon was turned off for only short periods,
approximately one hour each day over a six-week period.

The rain attenuation data for these eclipse periods were bridged by
statistically scaling data from a colocated 19-GHz COMSTAR A beacon
measurement. This scaling technique is described in the appendix to this
paper.

The Crawford Hill receiving system is located in Holmdel, New Jersey
at approximately 74°W longitude and 40°N latitude. For this location,
the receiving antenna point is nominally at an azimuth angle of 234 de-
grees with an elevation of 27 degrees. This provides approximately a
20-km path through atmospheric rain showers. The signal parameters
for this path are shown in Table 1. The clear air carrier-to-noise ratio in
the copolarized signal branch is 43.4 dB in a 32-Hz bandwidth. The
cross-polarization signal level for clear air is typically 33 dB below the
copolarized signal level. A 28.5-dB carrier-to-noise ratio in the cross-
polarized signal branch is obtained by detection in a 0.5-Hz band-
width.

The Crawford Hill receiver provides a continuous measure of both the
copolarized received signal and the cross-polarized component due to
rain or other atmospheric effects.! The entire system is normally unat-
tended and takes data continuously on a 24-hour basis.

Il. ANTENNA AND TRACKING

The receiving antenna is a fully steerable horn reflector? with a 6-
meter aperture. Figure 1 is a photograph of the antenna. The antenna
feed structure, receiver, and recording system are located within the
vertex cab of the horn. The antenna has a hybrid-coupled, orthogonal
feed to provide two isolated signal signal components to the receiver. One
port provides the right-hand circular copolarized component and the
second provides the left-hand cross-polarized component. The measured
isolation of these two output ports using the satellite beacon is greater
than 33 dB on axis for clear-air propagation conditions.

"The receiving antenna has a gain of 57 dB and a 3-dB beamwidth of
approximately 0.3 degree. The narrow beamwidth necessitates continual
antenna pointing to track the diurnal satellite motion. The antenna is
pointed by an open loop technique® using predicted azimuth and ele-
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Table | — Path parameters for CTS satellite

Beacon transmitter power = 200 mW = —7.0 dbW
Antenna gain toward Crawford Hill =+184dB
ERP = +11.4 dBW
Path loss (38982 km) to Crawford Hill = 205.6 dB
Clean air attenuation =0.3dB
Net loss =205.9dB
Horn reflector antenna gain =57dB
Received signal power = —137.5 dBW
= -107.5dBm
Ground Receiver
Receiver Tg = 1150K, kTF = —166 dBm/Hz
Copolarized received signal C/N density = 58.5 dB/Hz
Copolarized signal C/N ratio in 32 Hz bandwidth (clean air) =434 dB
Residual cross-polarized level below copolarized received signal = —-33dB
(clear air)
Cross-polarized signal C/N ratio in 0.5 Hz bandwidth (clear air) = 28.5dB

vation data supplied by NASA. The overall antenna servo pointing ac-
curacy is estimated to be better than +0.03 degree.

lll. RECEIVER DESIGN

The receiver is composed of two branches. One branch measures the
amplitude of the copolarized signal, the second measures the relatively
weak cross-polarized signal. The copolarized signal branch is used to

Fig. 1—Six-meter horn reflector antenna.
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control frequency tracking and provide a phase reference for detection
in the cross-polarized signal branch. Figure 2 is a block diagram of the
CTS beacon measuring receiver. Each receiver branch uses multiple
heterodyning to convert the 11.7-GHz input frequency from the satellite
to a final IF frequency of 9 MHz where envelope detection is carried out.
The 9-MHz IF signal in each branch is bandpass-filtered through a
500-Hz wide crystal filter. The 9-MHz IF output from the copolarized
signal branch is split, with one portion used for frequency control and
the other envelope-detected. The frequency control component is en-
velope-limited to provide an input to a frequency discriminator. The
second 9-MHz IF component is envelope-detected using a phase-locked
synchronous detector. The detector output is low-pass filtered, its log-
arithm taken and recorded.

The phase-locked 9-MHz reference signal for the copolarized syn-
chronous detector is split to provide a reference signal for in-phase and
quadrature detection of the cross-polarized branch, 9-MHz IF signal.
The outputs from these detectors are separately low-pass filtered and
vectorially summed. The logarithm of the summed output is taken, then
recorded.

A detailed block diagram of the receiver automatic frequency tracking
control is shown in Fig. 3. The components in the control loop are an
envelope limiter, a temperature-controlled crystal frequency discrimi-
nator, a gated integrator, a window comparator, a gated clocked up-down
counter, and a BCD controlled frequency synthesizer with frequency
doubler. The slow-frequency variation of the satellite beacon signal (~5
kHz/day) is tracked by measuring the change in the copolarized 9-MHz
IF signal frequency and controlling the nominal 56-MHz local oscillator
frequency to return the IF signal to exactly 9 MHz. A portion of the co-
polarized 9-MHz IF signal is envelope-limited to provide an input to a
quartz crystal frequency discriminator. The discriminator output is
integrated to smooth short-term variations and applied to the window
voltage comparator. The window voltage comparator determines if the
discriminator input frequency has changed beyond a preset allowable
amount. The comparator gates a clock signal that either increases or
decreases the count in a digital register. A BCD output from the digital
register drives the frequency control of a programmable frequency
synthesizer. The frequency synthesizer output at about 28 MHz is fre-
quency-doubled to 56 MHz to provide a local oscillator for the 65-MHz
to 9-MHz frequency conversion.

A clock frequency of 1 Hz is used to drive the digital register. With this
clock frequency and the synthesizer frequency doubling, the receiver
will track an input frequency rate of change of 2 Hz per second. This has
been found adequate for the beacon frequency drift rates encoun-
tered.
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The use of the digital register-frequency synthesizer technique pro-
vides an automatic-frequency control with memory.* If the received
beacon signal is lost because of a deep fade, beacon turnoff, or tracking
malfunction, the receiver remains tuned to the beacon frequency pre-
ceding the loss and will not normally change frequency until the signal
returns. The automatic frequency tracking control is provided with a
frequency scan circuit to retune the receiver automatically if the beacon
signal is lost and later appears outside the 500-Hz receiver bandwidth.
This occurs during eclipse periods when the satellite power is shut down.
The beacon oscillator cools and changes frequency by several kilohertz.
The receiver frequency scan is delayed about 3 minutes on loss of signal,
then proceeds to scan at a 100-Hz-per-second rate approximately 8 kHz
either side of the last known beacon frequency. This scan technique has
provided rapid reacquisition of the beacon signal during eclipse.

The overall frequency of the receiver is controlled by a single 10-MHz
stable crystal oscillator in conjunction with several frequency multiplier
chains. The crystal oscillator has a short-term (1 s) stability of 1 X 1011
and an aging rate of <1.5 X 10~7/year. Figure 4 is a block diagram of the
oscillator and multiplier chains. The first local oscillator at 11.225 GHz
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is obtained from a phase-locked, varactor-tuned, Gunn diode oscillator.
The Gunn oscillator output is heterodyned with a stable reference signal
at 160 MHz in a harmonic mixer. The frequency difference is limited and
compared in phase with a second reference signal at 25 MHz. An error
signal from the phase detector is fed back to the Gunn oscillator fre-
quency control. The second local oscillator at 540 MHz is directly ob-
tained from frequency multiplication of the stable crystal oscillator.

Figure 5 is a detailed block diagram of the synchronous envelope de-
tectors in both receiver branches. A detection reference signal is provided
by a 9-MHz, voltage-controlled crystal oscillator. This VCXO is phase-
locked to the 9-MHz limiter output in the frequency control of the co-
polarized branch. The 9-MHz IF output signal from the copolarized
branch is synchronously envelope-detected and low-pass filtered. A
bandwidth of 32 Hz is provided by an active 4-pole Butterworth low-pass
filter. The signal envelope output from the low-pass filter is passed
through a baseband log amplifier to the data recorders. The parameters
of the log amplifier are set to provide a 40-dB dynamic range.

The 9-MHz IF output signal from the cross-polarized branch is en-
velope-detected by in-phase and quadrature detectors. The detected
in-phase and quadrature components are low-pass filtered and vecto-
rially summed to provide a single output proportional to the magnitude
of the cross-polarized signal. A bandwidth of 0.5 Hz is provided by active
4-pole Butterworth low-pass filters. The combined output is passed
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Fig. 5—Synchronous envelope detectors.

through a baseband log amplifier to the data recorders. The parameters
of the log amplifier are again set to provide a 40-dB dynamic range.

The receiver and data recorder are calibrated by providing a stable
input signal at 11.7 GHz to the receiver input mixers. This calibration
source is obtained by frequency multiplication of a synthesized signal
source which is referenced to the 10-MHz stable crystal oscillator. The
calibration source was carefully shielded to prevent stray signal leakage
to the receiver. The calibration source output, controlled by a precision
waveguide attenuator, is coupled into waveguide switches at the receiver
inputs.

IV. MEASUREMENT RESULTS

The beacon measuring system has been operational since April 1976.
Nearly continuous measurements have been made of the coplarized and
cross-polarized components from the satellite beacon signal. Data are
presented for greater than a 1-year period beginning April 1976. During
this time, some data were lost during the fall and spring eclipse periods
when the satellite beacon was turned off to conserve battery power. A
small amount of data was also lost due to an antenna servo malfunction.
The copolarized signal data were analyzed for a one-year period to obtain
attenuation statistics. Using data for attenuation greater than 1 dB, a
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Fig. 6—Cumulative attenuation statistics for April 26, 1976 to April 26, 1977.

distribution curve showing the time an attenuation greater than clear
air was exceeded versus attenuation is plotted as the solid line in Fig. 6.
This curve shows data for the one-year period excluding eclipse outage
time. A second curve, the broken line in Fig. 6, shows the effect of
bridging the outage periods with data scaled from a simultaneous 19-GHz
COMSTAR A beacon measurement. The frequency scaling, described in
the appendix, relates measured attenuation statistics at the two
frequencies during a common time to predict attenuation statistics at
12 GHz when the CTS beacon signal was lost. The 12-GHz statistics could
be predicted up to approximately 14 dB corresponding to the 40-dB
threshold in the COMSTAR A data. Beyond 14 dB, the 12-GHz distri-
bution curve, shown dashed, asymptotically approaches the measured
curve since heavy rain with attendant high attenuation did not occur
during the bridged periods. In general, for practical system design, the
attenuation statistics are of greatest interest for attenuation less than
14 dB.

The bridged curve represents a reasonably good estimate of the at-
tenuation statistics for the full year. The curve therefore could be useful
in estimating the outage time of a satellite communications link given
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Fig. 7—Cross polarization discrimination as a function of rain attenuation.

an attenuation or fading margin. For example, a system with a 10-dB
margin would have had a 215-hour outage time over the year period.

The distribution curve shows a change in slope as attenuation in-
creases. At low attenuation, the logarithmic change in outage time is very
rapid with incremental decibel changes in attenuation. Above about
10-dB attenuation, the slope appears to be fairly constant, indicating
there is a decreasing rate of return in outage time with an increase in
attenuation or fading margin. Therefore, unless a much lower outage
time is required for a particular service, a margin of about 10 dB may be
optimum.

In addition to the experimental result, Fig. 6 shows several calculated
points of an attenuation distribution obtained from Lin.5 The calculation
was based on five-minute point rain rate data for a 20-year period (from
1953 to 1972) for Newark and Trenton, New Jersey for a path elevation
angle of 27 degrees. These points show the average number of hours per
year that an attenuation is exceeded for a similar path at these two
locations. Very close agreement can be observed between the measured
and calculated data.

The cross-polarization data were analyzed for several rain events
during the measurement period. The cross-polarization discrimination,
defined as the decibel difference between the desired and undesired
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polarization components, was measured as a function of rain attenuation.
Data for two types of rain events are shown in Figs. 7 and 8. In Fig. 7,
measured data shown as dots are for three events during August 1976
where high rain rates were encountered. The cross-polarization dis-
crimination was measured for copolarized signal attenuations 1 dB or
greater than clean air. The measured data show a decrease in discrimi-
nation with increasing path attenuation. For example, at a 10-dB at-
tenuation the undesired cross-polarized components are approximately
14 dB below the copolarized signal and at 20-dB attenuation the dis-
crimination has decreased to about 8 dB. In addition to the measured
data, five calculated curves of cross-polarization discrimination are
shown. These curves from Chu® were calculated from differential at-
tenuation and phase shift through oblate spheroidal raindrops at 12 GHz
for five rain rates. A maximum path length of 20 km, an elevation angle
of 27 degrees, and a single uniform rain-canting angle were assumed.
These curves represent an upper bound of the theoretical cross-polar-
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ization discrimination. A reasonably good fit is shown between Chu’s
theory and the measured data for copolarized signal attenuation greater
than 5 dB. The measured data generally fall below Chu’s curves by a few
dB, which could be caused by randomness in rain-canting angle as would
be normally by expected with wind-driven rain.

Similar data are plotted in Fig. 8 for three rain events during April,
May, and June 1977. The events of this period were of low rain rate
compared to the August data and therefore the copolarized signal fading
was small, less than 7 dB. The cross-polarization discrimination was
measured for copolarized signal attenuation as low as 0.1 dB greater than
clean air. The measured data show considerable scatter with little re-
semblance to Chu’s curves. This scatter might be due to ice or atmo-
spheric turbulence effects that are hidden in the more intense summer
rains.

In addition to the normally expected strong depolarization effects with
rain attenuation, some anomalous effects not predicted by contemporary
rain propagation theory have been observed. One effect, which has been
reported elsewhere,! is a large change in cross-polarization discrimination
without an attendant measurable change in copolarization signal at-
tenuation. A graphic example of one event is shown in Fig. 9. This seg-
ment of a pen recording shows a simultaneous time trace of the right-
hand circular copolarized and the left-hand circular cross-polarized
signal components. The decibel levels shown are relative to the clear air
copolarized signal level. Significant variation in depolarization was ob-
served in the vicinity of 1430 hours when the copolarized signal is at its
clear air level. This effect has been observed both during summer rain
events, often related to thunderstorms, and during the cooler months
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with only an overcast sky, near-freezing temperature, and no precipita-
tion. This effect is very likely caused by differential phase shift through
ice crystals present in the propagation path.

A second observed anomalous depolarization effect has been rapid
discrete steps in the cross-polarized signal during thunderstorms. This
effect, shown in the cross-polarized trace in Fig. 10, is believed due to
rapid orientation of ice crystals in the transmission path by lightning
discharges near the path.”

Both these anomalous effects have been simultaneously observed over
similar transmission paths using the COMSTAR A and B beacon signals
at 19 and 28 GHz.

V. SUMMARY

A measurement of atmospheric attenuation and depolarization at 12
GHz over an earth-space propagation path has been described. The
measurement system uses a two-branch, narrowband frequency tracking
receiver in conjunction with a 6-meter-aperture, horn-reflector antenna
to measure copolarized and cross-polarized components of the received
cw beacon signal from the Communications Technology Satellite.

The measurement system has been operating essentially unattended
since April 1976, recording the atmospheric attenuation and depolar-
ization of the satellite beacon signal. Attenuation statistics showing a
distribution of the number of hours the path attenuation exceeded the
clear air level have been presented for a one-year period. The distribution
was corrected for data loss when the 12-GHz beacon signal was un-
available during eclipse by bridging scaled statistical data from a colo-
cated 19-GHz COMSTAR A beacon measurement. The distribution shows
that a 12-GHz satellite communication link with an attenuation or fading
margin of 10 dB would experience a 2,-hour outage time in a one-year
period.

Depolarization effects have been observed during normal rain fade
events and when no measurable copolarized signal attenuation was
present. The depolarizatiin effects observed for rain attenuation greater
than 5 dB appear to follow predictions based on differential attenuation
and phase shift through oblate spheroidal rain drops. However, when
no measurable or very low copolarized signal attenuation is present, the
observed depolarization effects are very likely caused by differential
phase shift through ice crystals.
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APPENDIX

Frequency Scaling of Attenuation Statistics

To obtain an estimate of the attenuation statistics at 12 GHz when
the CTS beacon signal was lost during eclipse periods and system outage,
.an empirical relation was determined between the 12-GHz attenuation
statistics and 19-GHz COMSTAR beacon attenuation statistics.

The propagation paths through the atmosphere from the two satellites
and the signal polarizations are different. The CTS beacon signal is cir-
cularly polarized and at Holmdel requires a ground station antenna point
at approximately 234 degrees azimuth and 27 degrees elevation. The
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COMSTAR A beacon signal is linearly polarized and requires an antenna
point of approximately 244 degrees azimuth and 18 degrees elevation.
The frequency scaling presented here, therefore, only applies to these
two experiments.

The frequency scaling of the attenuation statistics was done by relating
the decibel levels of the 12- and 19-GHz cumulative attenuation distri-
bution curve at equal outage times. A common measurement period was
chosen when both systems were operating and where sufficient rainfall
occurred to produce significant attenuation at the two frequencies. This
period, between July 29 and August 27, 1976, included several rain
events, providing an ensemble average over multiple events. Figure 11
shows the measured cumulative attenuation statistics at 12 and 19 GHz.
Using the data from this figure, another curve was plotted showing the
attenuation at 12 GHz as a function of attenuation at 19 GHz at constant
outage times. This frequency relationship is shown in Fig. 12. This curve
appears to have segments with two distinctly different slopes. The
change in slope at lower attenuations may be due in part to digitizing
errors of the 12-GHz data. In the region above 10 dB attenuation at 19
GHz, the curve has a constant slope of 0.36. This shows, for a given outage
time, the attenuation observed at 12 GHz will be 0.36 times the decibel
attenuation at 19 GHz for the same measurement period.
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To test the accuracy of this rule, another period of data was analyzed.
The cumulative attenuation statistics for 12 and 19 GHz were calculated
for the period between June 24 and July 17, 1976. The 19-GHz data were
scaled to 12 GHz using the previously determined factor. Both data are
plotted in Fig. 13. The two sets of data are almost indistinguishable over
most of the distributions, which lends reasonable confidence to the
scaling technique.
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This paper addresses the simulation and detection of logic faults
in CMOS integrated circuits. CMOS logic gates are intrinsically tri-state
devices: output low, output high, or output open. This third, high-
impedance condition introduces a new, nonclassical logic fault: the
“stuck-open.” The paper describes the modeling of this fault and its
complement, the stuck-on, by means of gate-level networks. In addition,
this paper provides a methodology for creating simulator models for
tri-state and other dynamic circuit elements. The models are gate-level
in structure, provide for both classical and stuck-open/stuck-on faults,
and can be adopted for use on essentially any general purpose logic
simulator.

I. INTRODUCTION

The challenge of testing silicon integrated circuits (ICs) is becoming
more formidable with the rapidly expanding production of large-scale
integrated (LSI) circuits. Increased gate-count, increased pin-count,
smaller feature size, higher performance, and higher complexity all
contribute to a mounting “testability” problem. Furthermore, there is
considerable evidence that the economic requirements to meet that
challenge will continue to grow at a rate markedly greater than that of
circuit size alone.

As a further dimension to the challenge, IC tests must be specifically
designed to recognize failure-mode dependence upon circuit configu-
ration, processing parameters, and the overall technology (TTL, ECL,
PMOS, CMOS, ete.). That is, a Boolean network realized in one technology
can have a strikingly different implementation in another. Consequently,
logic tests must be created which exercise not only the gross functional
behavior of the IC but also the structure used for that function. However,
for large-scale ICs, internal circuit structure and complexity are in-

1449



creasing at a much more rapid rate than is the number of access termi-
nals.

The rising use of MOS technology for LSI circuits has introduced a
number of circuit elements whose logical behavior and faults are gen-
erally not treated by existent logic simulators.! These include, for. ex-
ample, transmission gates, tri-state inverters, and bidirectional buses.
Furthermore, the failure modes of such circuits and even those of ordi-
nary combinational logic gates can introduce nonclassic logic faults. That
is, they possess a faulted behavior for which test coverage would not be
verified on a conventional fault simulator.

The focus of this paper will be centered upon fault modeling and logic
simulation of cMOS digital integrated circuits. The motivation for this
direction is the recent emergence of CMOS as a mature technology for
the design of densely-packed, low-power digital LSI circuits.? Secondly,
CMOS is intrinsically a three-state logic technology. Consequently, it
readily lends itself both to the illustration of the new, nonclassical logic
faults and to a methodology for modeling the dynamic nature of MOS
circuits.

Il. CMOS LOGIC FAULTS
2.1 CMOS logic gates

Figure 1 shows a two-input CMOS NOR gate: the output is high if and
only.if A = B = 0. The realization of the NOR function shows the
series/parallel complementary nature of CMOS logic gates: F = A-B
and F = A + B where the Boolean function A - B connects the output to
the “1” level and the function A + B connects the output to the “0” level.
Each is the complement of the other and is implemented, respectively,
with p-channel FETs and n-channel FETs.

The NOR circuit is a specific example of the general CMOS character-
istic of complementary pull-up/pull-down networks. The only two
steady-state logic outputs are 0 and 1. The former arises when the
pull-down network is conducting and the pull-up network is noncon-
ducting. The latter, F = 1, occurs when the two networks reverse their
conductivity states. Consequently, there is no static current path be-
tween VDD and VSS, and CMOS ICs therefore dissipate power only to
charge and discharge circuit capacitance.

On the other hand, there are two common situations which can lead
to a third logic state. This third condition is the “open” or high-
impedance state.3 One source of the “open” state is the presence of a logic
fault which prevents one network from conducting when the other is in
a nonconductive state. A second cause is the legitimate use of a high-
impedance state in dynamic circuits or tri-state buffers, for example.
In each instance the output retains the logic value of the previous output
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Fig. 1—The CMOS two-input NOR gate: (a) logic symbol and transfer function, and
(b) FET realization.

state. This is true because the gates are loaded with capacitance only.
The length of time the state is retained, however, is determined by the
leakage current at the node.

Conceptually, a fourth state could exist: both networks conducting.
However, this represents a logical inconsistency, i.e., the output cannot
simultaneously be both high and low. Such a fault is more analog in na-
ture because the output voltage lies somewhere between vDD and vsS.
The actual value is determined by the impedance ratios of the networks
and the associated fault. For the most part these failures will not be
treated as logic faults.

There are two kinds of classical logic faults: stuck-at-one (SA1) and
stuck-at-zero (SA0Q). These faults may occur at either an input or an
output of a logic gate. On the other hand, a gate with n inputs can have
only n + 2 distinct classical faults. Input faults must be stuck in the
“nondominant” state to be distinguishable from an output stuck-at fault.
For AND/NAND gates and OR/NOR gates such nondominant faults are
SAl’s and SAQ’s, respectively. These faults are sometimes called
“input-open-from” faults and will be denoted as IOF faults in this paper.
The two-input NOR gate of Fig. 1 has the four classical faults: SA0, SAl,
IOFA, and IOFB. These are also symbolized as F(0), F(1), F(A), and F(B),
respectively.

For cMo0s logic gates the nonclassical “stuck-open” faults must be
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Table | — CMOS two-input NOR gate: truth table

A B F F F F F F F
(0) (1) (A) B) (ASOP) (BSOP) (VvDDSOP)
0 0 1 0 1 1 1 1 1 4
0 1 0 0 1 0 1 0 4 0
1 0 0 0 1 1 0 4 0 0
1 1 0 0 1 0 0 0 0
normal classical faults nonclassical faults

4 = previous output state
F(A) = F(10FA)
F(B) = F(10FB)

included to represent the undesired, high-impedance state caused by
a faulty pull-up or pull-down network. For the two-input NOR gate of
Fig. 1, there are three such stuck-open (s-0P) faults: ASOP, BSOP, and
vDDSOP. The first, ASOP, is caused by an open, or missing, n-channel
A-input pull-down FET. The second, BSOP, is caused by an open, or
missing, B-input pull-down FET. The third, VDDSOP, is caused by an
open anywhere in the series, p-channel pull-up connection to VvDD.

Table I shows the truth table for the two-input CMOS NOR gate for
both the fault-free and the seven faulted conditions. For example, the
fault-free gate obeys

F=(A+B)
whereas
F(@oFB) = A
and
F(asor)=A-B+4-A-B,

where “4” denotes the previous state of F. [Using the notation of se-
quential circuit design, the latter equation would read F,,+;(ASOP) =
A-B+F, - A-B. The use of a “4” to symbolize F,, is a convention
adopted to describe the effect of S-OP faults.]

How are the seven NOR gate logic faults related to actual physical flaws
in the 1C? The SA0, sAl faults correspond to a low-impedance “short”
to VSS or VDD, respectively. The IOF faults are caused by an open input
to the logic gate as a whole. In addition to being open, the input is in a
charged condition which is recognized as a logic 0. (An IOF fault in a NOR
gate is an SAQ, by definition; in a NAND gate the analogous fault would
be an SAl, of course.) That is, both the p-channel and the n-channel FETs
have a 0 applied to them. On the other hand, the nonclassical S-OP faults
arise from a missing connection to the gate of individual FETs, for ex-
ample, with the gate in a charge state such that the FET is nonconducting.
Another cause of an S-OP fault is an open, or missing, connection to either
the source or the drain of an FET.
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Table 1 — CMOS two-input NOR gate: fault detection
(test sequence: AB = 00,01,00,10)

A B F F F F F F F F
0) 1) (A) B) (ASOP) (BSOP) (VDDSOP)
1 0 0 1 0* 1 1 1 1 1 3
2 0 1 o 0 1* 0 1* 0 1* 0
3 0 0 1 0 1 1 1 1 1 0*
4 1 0 0 0 1 1* 0 1* 0 0
normal classical faults nonclassical faults

3 = unknown output state (0 or 1).
* Vector at which simulator detects the fault.

In this context an “open” denotes an undesired high impedance at
either the gate, the source, or the drain of an FET. Of course, any residual
capacitive or resistive coupling must be negligibly small for a high-
impedance fault to be regarded as a true “open.” In addition, the actual
occurrence of such faults depends on the specific topology of the logic
gate.

The truth table of Table I shows that S-OP faults create sequential
circuits where only a combinational circuit existed for the fault-free gate.
This increases the difficulty of both testing the circuit and designing a
set of input test “vectors” to achieve a high percentage of fault coverage.
For example, the four input states of Table I, if applied in that order, will
detect only 5 out of the 7 logic faults. ASOP and VDDSOP will be unde-
tected. The ASOP fault is not detected because F(10) = “4” = 0 which
is the correct output for the “10” input vector. The vDDSOP fault will
not necessarily be detected because of the chance that the gate powers
up with the output in the high (but correct) state for the “00” input
vector.

The primary reason that the above two faults were undetected is that
the corresponding circuit paths (devices) were not tested to determine
whether they fulfilled their most basic function. For example, to test the
A-input n-channel pull-down FET, the output node must first be driven
high and then that FET, and it alone, must be capable of pulling the node
low. The sequence of inputs in Table I did not meet that condition.

A set of vectors which detects all 7 faults is the following: 00,01,00,10.
Table II shows the response of the 8 circuits (the good circuit and the
7 faulty ones) to the above input sequence. The * symbol designates the
vector at which each fault is first detected by the simulator. The “3”
denotes an unknown state (either a 1 or a 0), caused by the vDDSOP fault
as described previously. Depending upon the actual state of the circuit
at power-up, the VDDSOP fault may, therefore, be detected at either
vector 1 or 3. ,

The influence of CMOS faults on fault coverage is shown in Fig. 2. The
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Fig. 2—The CMOS two-input NOR gate: probability of fault detection (for a simulator)
versus the length N of a sequence of random input vectors.

probability of detection for random vector sequences is given for each
of the 7 faults in Table I. The probability is that which would prevail for
a logic simulation of a two-input NOR gate subjected to random vector
sequences of length N. The output SA1 fault (F(1)) has a probability of
detection of nearly unity for sequences of length greater than three. The
two pull-down stuck-open faults have the lowest probability, reaching
only 0.29 for sequences 6 vectors long (45 vectors are required to reach
0.95). Note also the similarity between the VDDSOP fault and the output
SAQ fault (F(0)). Further, the lag for all three CMOS faults is evident.
In addition to increasing the number and complexity of CMOS logic
faults, stuck-open faults are also timing-sensitive. Specifically, the above
set of input vectors will detect three S-OP faults of the NOR gate only if
they are applied to the gate at a rate more rapid than that associated with
leakage current time-constants. A rate significantly slower than, say,
10 kHz may allow some faulty devices to charge to the correct state before
the output is sampled by the test set. Truth-table testing at quasi-dc
rates is inadequate. Conversely, an ill-chosen vector set, such as the bi-
nary sequence of Table I, may not detect S-OP faults no matter how fast
it is applied to the device under test. Note also that the sequence of Table
Iis “exhaustive,” but does not achieve 100 percent fault coverage.
Another aspect of stuck-open faults is that of long-term reliability.
A fault caused by a missing connection to the gate of an individual FET
may cause that FET to be open and yet remain undetected during pro-
duction testing if the test vector set has less than 100 percent fault cov-
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erage. Later, however, under actual operating conditions the FET gate
may acquire charge of the opposite polarity and become conducting or
“stuck-on.” cCMOS S-OP field failures have been observed.4

2.2 Modeling CMOS logic faults

The design of a set of vectors to achieve 100 percent fault coverage for
small-scale integrated (SSI) circuits such as NAND and NOR gates is trivial
and can be done by inspection. However, for complex high gate-count
circuits such as medium- and large-scale 1Cs (MSI, LSI), the use of
computer-based logic simulators is a necessity. T'o meet this need the
simulation of both stuck-open faults and dynamic logic elements has
been approached from the standpoint of circuit modeling. The models
represent circuit elements both in their fault-free condition and in
high-impedance state(s), if any. Combinational “static” gates (e.g., NAND
or NOR) enter the high-impedance condition only in the presence of S-OP
faults. Dynamic or tri-state logic elements, however, can intentionally
be placed into a high-impedance state by auxiliary, or control, inputs.

The models presented in this paper are gate-level oriented because
no other method generally exists for simulating nonclassical logic faults.
On the other hand, the logical behavior of the models can be incorporated
into a higher-level functional description if that capability is available
on the logic simulator. On the LAMP systeml the Function Description
Language (FDL) is being modified to include such “internal faults.” 5
Although the models in this paper are implemented in terms of NAND/
NOR logic, they do have the advantage of being simulator independent.
That is, they will correctly model fault-free and faulted logic networks
regardless of the particular simulator chosen. The specific illustrations,
however, are taken from the author’s experience with LAMP.

Existent machine aids simulate for the most part only the classical
SA0/SA1 faults and not the “stuck-open” faults. One possible solution
to the problem is to use a network of conventional gates (NOT, NAND,
NOR, etc.) to form a model which duplicates both the normal and the
faulted behavior of a single CMOS gate. One of the basic properties of the
model is that it must possess the capability of passing 0/1 data from input
to output in accordance with the fault-free logic function of the gate.
Second, when there is an S-OP fault, it must retain the previous state in
the presence of the “provoking” input (see Table I). This suggests the
use of gated latch.

The general approach to modeling either stuck-open (S-0P) faults or
dynamic gates is shown in Fig. 3. The “gated latch” represents the nodal
capacitance associated with the logic function. For T' = 1, the output
equals the input (Z = D); the T = 0, the output latches and stores the
previous state (Z = “4”). The “node faults gate” has been added to in-
troduce the two classical SAO and SA1 (stuck-at) faults. The gate is not
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Fig. 3—Block diagram: the general approach for stuck-open/dynamic gate models.

necessary if those faults are incorporated within the “logic function”
network. The latter represents the actual logical operation being modeled
(NAND, NOR, etc.). The “control and fault network” establishes whether
the output of the “logic function” is to be transmitted to the gates driven
by the “output.” In the case of static gates, there are no “control inputs”
to that network. Only the presence of S-OP faults would cause T = 0 (i.e.,
no transmission). Dynamic circuit elements have “control inputs” which
can cause T = 0 in the absence of faults. Classical faults generated in the
“logic function” network at input D will, of course, propagate through
the latch (and not through the s-OP fault generating network).

lll. SPECIFIC MODELS
3.1 The NOR gate

The model for the two-input CMOS NOR gate is shown in Fig. 4. The
NOR gate named GATE has zero delay but is faulted (i.e., the fault sim-
ulator will simulate faults for this gate) so as to introduce all the classical
faults of a two-input NOR gate. Of course, GATE represents the modeled
logic function. All other gates in Fig. 4 compose the fault-generating
network which sets T' = 0 in the presence of an S-OP fault and the
“provoking” input for that fault.

The model functions as follows: If there are no faults in the circuit,
then F = (A + B). If there are only classical faults (from GATE), then
T = 1 and those faults propagate through GL. If there is an S-OP fault
in the gate, than T' = 0 for the provoking vector and F = 4 as required
from Table I. For example, because its input is grounded the only fault
that the simulator assigns to the gate ASOP is an SAl. Therefore, in the
presence of the fault ASOP(1) and when AB = 10, then T' = 0 and the GL
latch holds the output equal to the previous value. Similarly the output
F will be stuck-open in the presence of the vDDSOP(1) fault if and only
if AB = 00.
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Fig. 4—The CMOS two-input NOR gate model, NR2. The block labeled GL is the gated
latch circuit of Fig. 3. Only those gates marked * are faulted by the simulator. Propagation
delays are denoted by either 0 or 1.

The NOR gate model of Fig. 4 has been designed to yield the correct
logic behavior of the two-input CMOS NOR gate in the absence of faults.
Secondly, it correctly models all 7 logic faults: SAO, SAl, IOFA,
IOFB, ASOP, BSOP, and VDDSOP. Thirdly, it generates no spurious faults
associated with the modeling, nor does it have a propagation delay other
than the one unit that would be expected from a single NOR gate. Finally,
the nature of the fault-generating network prevents the spurious prop-
agation of faults from other gates connected to the inputs of the gate in
question.

The names of the gates in the model have been chosen to provide ease
of use during simulation. Specifically, if a circuit contained a two-input
CMOS NOR gate with the name NOR17, then the LAMP simulator would
assign the following fault list to it:

NOR17.GATE(0)
NOR17.GATE(1)
NOR17.GATE(A)
NOR17.GATE(B)
NOR17.AS0P(1)
NOR17.BSOP(1)
NOR17.vDDSOP(1)

FAULT MODELING AND LOGIC SIMULATION 1457



R
T
(a)
1
A{i:{_—_
e
(b)

F=AePoeN+4e(P+N)

(©)

4 =PREVIOUS STATE OF F

Flg 5—The CMOS transmission gate: (a) logic symbol, (b) FET realization, and (c) the
static, unilateral logic transfer function.

Consequently, the test engineer can determine at a glance the nature of
a fault and where it is located. In addition, in the LAMP system all S-OP
faults can be globally nonfaulted (or faulted) because they arise from
gates ending in the string “sop.” This nonfaulting capability is useful
in determinations of relative fault coverage.

3.2 The transmission gate

MOS technology possesses an interesting circuit element with both
digital and analog capability: the transmission gate. The CMOS trans-
mission gate is shown in Fig. 5.8 It is a bilateral device with a conducting
mode for PN = 01 and a nonconducting state for PN = 10. A problem
occurs for the two other vectors PN = 00 and PN = 11. In each case either
the p-channel or the n-channel FET will be on, but not both. Low-to-high
transitions-(open p-FET) or high-to-low transitions (open n-FET) will
be attenuated as they pass through the transmission gate. In addition,
there will be an accompanying speed degradation caused by the higher
impedance of the single FET path.

Although the two input vectors 00 and 11 apply abnormal conditions
to the transmission gate, the choice of whether to regard the gate as a
whole as either “on” or “off” is somewhat arbitrary. For these particular
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Fig. 6—The CMOS two-channel transmission gate node, XG2: (a) logic symbol and (b)
a gate-leve} model whlch exhibits both the fault-free and the faulted behavior of the XG2
eltement: Signal flow is unilateral: from A and B to F. Normally only one channel is enabled
at one time.

models the worst-case logic behavior of the gate has been taken to be
F=A.P-N+4-(P+N)

where “4” represents the previous state of the output. The above ex-
pression can be rewritten as

F=D-T+4-T

where T = P-N and D = A. This is just the equation for the gated latch
of Fig. 3, i.e., the gated latch is equivalent to a nonfaulted transmission
gate.

Functionally, transmission gates generally occur in groups of two,
three, four, etc. Hence, they can be regarded as multiplexing nodes at
which usually only one of the gates is conducting at a time. The model
for the CMOS two-channel transmission gate node, used in the above
sense, is shown in Fig. 6. The gate named SUM is a zero-delay nonfaulted
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Fig. 7—The CMOS tri-state inverter: (a) the FET realization, (b) the truth table, and
(c) the logic symbol.

tied-OR node (TOR). The purpose of the gate labeled NODE is to provide
the two classical faults SAO, SA1 associated with the node F. The non-
classical faults generated by this network are four in number: ASOP(0),
ASOP(1), BSOP(0), and BSOP(1). As usual, ASOP(1) means that the A-
channel is stuck-open and, conversely, ASOP(0) means that it is
“stuck-on” (S-ON). For the latter fault, F = A + B - (PB) - (NB). Here,
the stuck-on has been treated as a legitimate logic fault whose presence
induces a ‘“1-dominant” short, i.e., the spurious A-input is ORed with
the correct B-channel response. Of course, there may be no technological
reason to assign a S-ON fault as either 1-dominant or 0-dominant. In that
case, the model in Fig. 6 (and others) can easily be recast to exhibit only
S-OP nonclassical faults.

Stuck-open faults in a CMOS transmission gate are also timing-
sensitive as in NAND and NOR gates, but in a different manner. Specifi-
cally, even with one FET of the pair open, the other can provide nearly
a complete logic transition but at a higher average impedance level.
Consequently, 0/1 data will propagate through the gate but at slightly
slower speeds. However, the reduction in speed is much smaller than that
caused by S-OP faults in NAND or NOR gates. Therefore, an S-OP fault
in a transmission gate may be intrinsically undetectable even at the
highest data rates that occur at a particular gate.

1460 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1978



NODE

1
Nz T
p__[>o___p 0 = ZERO DELAY
1 = UNIT DELAY
*¥ = FAULTED

_ Fig. 8—The CMOS tri-state inverter model. Only the gate marked * is faulted by the
simulator. Propagation delays are denoted by either O or 1.

3.3 The tri-state inverter

The FET implementation of the CMOS tri-state inverter is shown in
Fig. 7(a). In this case P and N are control leads that determine whether
the circuit inverts the input A or remains in the high-impedance (“4”)
state. For the latter condition, the nodal capacitance retains the value
of the previous state (“0,” “1,” or “3”). The truth table is given in Fig.
7(b) and leads to the transfer function: F = A-P + 4-(A-P + A-N). The
logic symbol is shown in Fig. 7(c).

The model for the tri-state inverter is given in Fig. 8. Here,-only the
two classical faults F(0) and F(1) have been assigned to the model be-
cause of the similarity of vDDSOP/VSSSOP faults to F'(0) and F(1) faults,
respectively. The S-OP and S-ON faults could be modeled, of course, but
the added complexity does not warrant separate treatment.

The relation of the model network to the truth table is perhaps more
obvious if the transfer function is written as

F=1-A4-P+ 0-A-N+ 4.(A-P + A-N).

The terms A-P and A-N then compose the transmit (') function: T'=
A-P + A-N. Therefore, when T' = 0 then F = “4.” That is, the output
latches (or stores) the previous state.

3.4 Modified tri-state inverter

The addition of an n-channel transmission gate FET to the output of
the tri-state inverter forms a “modified” inverter of Fig. 9(a). (This
circuit element forms one half of a gated sense amplifier.) The resultant
truth table is shown in Fig. 9(b). The “3” (unknown 0 or 1) state occurs
whenever A = B and both the inverter and the transmission gate are
enabled. In other words, whenever each attempts to drive the node F to
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Fig. 9—The CMOS modified tri-state inverter: (a) the FET realization, (b) the truth table
where 3 indicates an unknown 0 or 1 state and 4 symbolizes the previous state of F, and
(c) the logic symbol for the combination tri-state inverter and n-channel FET.

opposing logic states, the output is indeterminate (*“3”). The high im-
pedance “4” state occurs whenever both channels are disabled.

The model for the modified tri-state inverter can be developed by
noting that the Boolean expression that selects the A channel is P-A +
N-A and the term that selects the B channel is E [see Fig. 9(a)]. There-
fore, define SA = P-A + N-A and SB=E.Then, T=SA+SBor T =
SA-SB. Therefore,

F=A-SA-SB+B-SA-SB+3-SA-SB+4-5SA.5
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Fig. 10—The cMOS modified tri-state inverter model.

or .
F=(A+SA+5SB)-(B+SA+5B)-(3+3A+5SB)-(4+SA+SB).

The model corresponding to the latter expression for F is shown in
Fig. 10. The model has four faults assigned to it: two classical faults
NODE(0,1), and two CMOS faults BSOP(0,1). For example, the fault
BSOP(1) means that the B-channel transmission gate is stuck-open and
nonconducting. S-OP faults in the inverter itself are ignored (see Section
3.3, above).

The model of Fig. 10 produces a “3” output whenever conflicting
output conditions are generated by the simultaneous selection of both
the A channel and the B channel. The “3” capability may be important
during design verification of the fault-free circuit behavior. On the other
hand, if it is known that mis-selection is unimportant or not possible,
then the model can be reduced to that shown in Fig. 11.

It would be pointless to introduce into either model a fault whose
sole effect would be the generation of a “3” output. For fault simulations
“3” outputs are effectively ignored. A fault whose only result is to pro-
duce a “3” would be undetectable on a logic simulator.

3.5 Input/output port

Some integrated circuits contain pins which can serve as both input
and output ports. Figure 12(a) shows the physical structure of one such
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Fig. 11—The CMOS modified tri-state inverter model: reduced version. The unknown
3 condition has been ignored and replaced by a 0-dominant short assignment.

pin. IOPIN is the actual connection to the external world, FO represents
all fan-out loads from the node, and FI represents all fan-in (tri-state)
devices at the node. The modeled structure is shown in Fig. 12(b) where
the IOPIN has been divided into separate IN and OUT functions. The D
and E variables have been introduced as the control inputs which define
the state of the input driver and the I branch, respectively.

The truth table of Fig. 12(c) defines the relation between D, E, and
OUT. Note that the impedance of the input driver (of the test set) is taken
to be much less than that of the FI branch. Consequently, whenever the
node is driven from an external source (D = 1), the logical state of the
driver overrides that of FI.

Under the above assumptions the gate-level model for the I/0 port
can be constructed as shown in Fig. 13. The model has been assigned four
faults: the usual output SA0, SA1 faults and two S-OP/S-ON faults asso-
ciated with the FI branch. Ideally each fan-in branch at the node would
have two such faults. However, in the absence of a detailed knowledge
of the fan-in network, just two faults have been indicated.

3.6 Tri-state bilateral buses joined by a transmission gate

The characteristics of the simple I/O port described above can be
extended to more complex networks. One example is shown in Fig. 14,
Two tri-state bilateral buses are connected by a bilateral transmission
gate. All the data sources (““talkers”) are grouped on the left and all data
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Fig. 12—Input/output port: (a) physical structure, (b) modeled structure, and (c) truth
table. IOPIN is the actual connection to the outside world, FO represents all fan-out loads,
and FI represents all fan-in (tri-state) devices. D and E define the state of the input driver
and the FI branch, respectively. The symbol 4 denotes the previous state of OUT.

sinks (“listeners”) on the right. A device that can be both send and re-
ceive would be represented once in each group.
The models described previously in this paper have all been inde-

NODE

ESOP 0
E 0%
D jlbc
E = ENABLE CONTROL FOR FI 0=ZERO DELAY
D = ENABLE CONTROL FOR IN 1=UNIT DELAY

*=FAULTED

Fig. 13—Input/output port model. Only gates marked * are faulted, 0 and 1 denote
delays, and D and E are enable controls for IN and FI, respectively. FI = fan-in; FO = fan-
out.
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Fig. 14—Two bilateral tri-state buses connected by a transmission gate. All data sources
(drivers) are grouped on the left. All data sinks (gate inputs) are to the right.

pendent of each other. Therefore, they can be organized as a library of
subnetwork building blocks. Consequently, it would be tempting to
model the network of Fig. 14 as an interconnection of three independent
models: one for the A-bus, one for the B-bus, and one for the bilateral
transmission gate. However, in this instance, that is not possible. A
successful model must incorporate features from all three to correctly
represent the true bilateral interactions between each bus by way of the
transmission gate.

The model for the fault-free behavior of the A-bus output is shown
in Fig. 15. The interbus coupling is modeled by means of the EXG-EB AND
gate and the B-SB AND gate. For example, if the A-bus driving sources
are in the high-impedance state (EA = 0) and the B-bus is in the low-
impedance sourcing mode (EB = 1), then when the transmission gate is
enabled (EXG = 1), the A-bus output takes the same value as that present
on the B-bus. Conversely, information can travel from the A-bus to the
B-bus. The model for the B-bus output has not been shown because it
is analogous to that of the A-bus: In Fig. 15, wherever the symbol A ap-
pears substitute B and vice versa. The fault-free behavior of the bus
model as compared to that of the “actual” buses is given in Table III.
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Fig. 15—The A-bus fault-free model. The unknown 3 condition is ignored here. The
B-bus model is analogous.

Table lll — Fault-free behavior of the coupled buses
and their model

Model Actual Buses
EXG EA; EB; A B A B
0 0 0 4 4 4 4
0 0 1 4 DB; 4 DB;
0 1 0 DA; 4 DA;
0 1 1 DA; DB, DA; DB;
1 0 0 4 4 * *
1 0 1 DB; DB; DB; DB;
1 1 0 DA; DA; DA; DA;
1 1 1 DA; + DB; DA; + DB; * *
* A B A B
0 0 0 0
0 1 3 3
1 0 3 3
1 1 1 1
present next

EXG, EA;, EB; = enable control inputs
DA;, DB; = data inputs

A, B = bus outputs

3 =unknownOor1l
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Fig. 16—The A-bus faulted model. Only gates marked * will be faulted by the simulator.
Two SA0/sAl node (pin) faults and m + 1 pairs of stuck-open/stuck-on faults have been
assigned. The B-bus faulted model is analogous.

S8

One possible faulted model for the A-bus is shown in Fig. 16. For
multiple selections among the DAj and B the response is that of a 0-
dominant short. The “3” output could be substituted, however. All el-
ements are zero delay except the gated latch. The usual faults have been
assigned to the model: two SAQ/SA1 classical “pin” faults and m + 1 pairs
of S-OP/S-ON faults. As before, the faulted model for the B-bus output
is obtained by the symbolic interchange of As and Bs.

3.7 The programmable logic array (PLA)

The programmable logic array (PLA) is a simple method for imple-
menting “random” combinational logic networks. An example of a
three-variable, three output PLA is pictured in Fig. 17. The circuit is
implemented in dynamic “pseudo NM0S.” 7 That is, only the pull-up,
or precharge, FETs are PMOS; all others are NMOS.

Clock ®1 precharges the word and bit lines to the 1 state. Next, clock
®2 causes the input signals x, y, z to propagate to the output terminals
W1, W2, W3. (Although the two clock waveforms are essentially in
phase, they are applied to PMOS and NMOS FETS, respectively, and the
resulting conduction modes are 180° out of phase.)
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Fig. 17—Dynamic pseudo NMOS programmable logic array (PLA). There are three input
vanabl;es (x, ¥, z) and three outputs (W1, W2, W3). Pull-up FETs are PMOS; all others are
NMOS.

The steady-state transfer functions are:
Bl=x.y, B2=% B3=Xx-Y%,
W1=B2+B3, W2=Bl+B3, W3=W3l-Ws2,
W31 = B1 + B2, W32 = B3.

Therefore,

W3=%x-y-z+x-y-z.

Models for the example PLA can be constructed by noting that the
relation between inputs and bit lines and between bit lines and word lines
is essentially that of a dynamic NOR gate. Figure 18 shows several
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Fig. 18—Subcircuit portions of the PLA of Fig. 17.

“subeircuit” portions of the PLA. Figure 19(a) gives the model for one
typical subcircuit, W2. Figure 19(b) gives the model for the more complex
W3 output. By this method the characteristics of any PLA, including
dynamic properties, can be represented as a sum of simpler subcircuit
models.

IV. THE GENERAL CASE

The preceding examples are particular illustrations of a more general
configuration, shown in Fig. 20. The capacitance implicitly associated
with the node F will be in one of four possible states: (i) low-impedance
0, (it) low-impedance 1, (iif) high-impedance 0, or (iv) high-impedance
1. The first two conditions occur whenever one of the four input channels
are enabled (conducting). The latter two cases arise when no circuit is
enabled and the output is the resultant high-impedance state (F = 4).

In terms of the model, the logic state of the network is “transferred”
to node F if and only if T = 1 where

T =3 EX; - EXSOP;.
i

1470 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1978



9w

B1 —{@&
83 %

¢2—{@o——yw

(a) w2mopEL

4. D zwa

w31 0=ZERO DELAY
1= UNIT DELAY
w32 % = FAULTED

(b) wamopEeL

Fig. 19—PLA subcircuit models. Gates marked * are faulted by the simulator, and 0 and
1 denote delays.

That is, at least one of the input circuits must be enabled (EXj = 1) and
that circuit must not be stuck-open, i.e., EXSOPj = 0. Otherwise, T =
Oand F = 4.

If two channels, A and B, are simultaneously enabled (A&B), then
the result is said to be a 0-dominant short if A&B = A-B. For the
1-dominant short, A&B = A + B. These two cases are shown in Figs. 21
and 22, respectively. Of course, if st