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Foreword to February 14, 1990 Version

This version represents the completion of the present phase of the planned
document. Changes from the previous (April 14, 1989) version are scattered
throughout, but the major ones are: '

o The memory chapter (4) has been updated to reflect the new CPU inter-
face on the function board.

e The core components (chapter 9 — midplane, switch cards, clock card)
descriptions have been improved in many places.

® The TC/FPV chapter (11) has been very substantially revised, particulaz-
1y to reflect the changes from the earlier B2VME function board.

e The T-bus Specification is now. mcluded as Appendix B.

" e The machine name Butterfly II is now properly TC2000, and the circuit
card names have similarly changed from B2— to TC/—. The text of this
document is updated only in the chapter on the TC/FPV function board.

The reader may find the outline below helpful in casting this version in the con-
text of the planned document. The chapters that are not yet available are
marked (.

1. Introduction []

— intent of machine
Aribrpenztle Af RET
EITTHFI OO0 1

— bullets on important features:

high performance (speed, size, contention, latency (of switch, mtrrupts))
high availability (redundancy, TCS)
uniform I/O system
—— major components: switch, function cards
— bullets on switch features:
bidirectional, locking, bounded latency (priority)

— bullets on function cards: processor + memory, b2vme, future I/0
— memory design: global address space, mapping, demand paging,
interleaving :

—- support components: clock, TCS, power, packagmg
—— topics of other chapters, other (planned) books on the product

2. Design concepts ]

This chapter describes the details of the major components to a level sufficient
to support the complete discussion of components in following chapters. This.
material is more detailed than in the introduction, and the reader can stop
reading after this chapter with a coherent picutre of the machine, if detailed
knowledge is not needed. The support components will also be discussed here,
in less depth than the major components. Discussion of design tradeoffs, and
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- motivation for the qhosen design, belongs in this chapter. Hardware redun-
" dancy is discussed here fully (switch, clock, TCS, power). _ Q

3. The BF I switch
4. BF II memory system
5. BF I function card []

— concept:
different function cards provide different mixes of processing and 1/0
e.g., A.P. ¢ard, VME + processor (B2VME), T1 I/O card,
multi-88000 card, ...
— 88000 and CMMU
. — transaction bus
— interrupt system and latency
- — clocking
-— power ' . o

6. Test-and Control System
7. Power distribution []

— 48-volt bulk power
— local regulation

8. Signalling [] ' Q

— single-ended signals

— signal quality issues and analysis
— controlied impedance

— COTNECtors

— cabling

—- timing constraints

9. Butterfly 11 switch corhponents
10. Packaging D

- des.cription of modules (physiéal size and layout, power, etc.)
— eight-slot module '

— cabinet — dimensions, clearances, position of compoments
—- I/O — cabling, connectors, etc.

“11. B2VME function card
Appendix A: SIGA Specification

“Appendix B: T-bus Specification

@,
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Appendix C: SGA Specification {1 (available separately) '

'Appendix D: LCON Specification L] (available separately)

Appendix E: TCS Voltage Monitoring Analysis [ ] (availabie separately3
Appendix F: Data Sheets and References [] (available separately)
Glossary [

Index []

BBN ACI Proprietary | 3







O

= eww = e = nme =

3.1

3.1.1

February 14, 1990

3

The Butteﬁly Il Switch

|

|
mm"
IIl

The Butterfly II switch provides communication among function boards. It
is central to the machine architecture and embodies many important and
unique features. This chapter begins with a tutorial discussion of the switch,
then examines the major operational aspects, and concludes with details of the
switch protocol and the hardware that implements the switch.

Knowing the names of some switch components will help the reader in the sec-
tions below. The fundamental hardware of the switch is three types of custom
gate array VLSI chips, the SGA, SIGA and LCON. The SGA (Switch Gate
Array) performs the actual routing of messages through the switching network
of many interconnected SGA chips. The SIGA (Switch Interface Gate Array)

fay e 1 ks i 3 v Lavevoats el < A
aterfaces the switching network to devices on function beards. The SIGA--

chip contains a “requester” section that initiates connections through the
switch and a “server” section that responds to connections. The LCON (Level
CONverter) converts signals between the different electrical conventions used
in the SGA and in the SIGA.

Overall Design Concept

The Butterfly switch distinguishes the Butterfly family of computers from
many other parallel processor designs. Its importance is reflected in the fact
that the custom VLSI chips in the Butterfly II implement and support the
switch; other portions of the machine are assembied using commonly available
parts. Because of significance of the switch, this section begins at a more ele-
mentary level than other parts of this book.

Butterfly Switch Basics

Computers of the Butterfly family share a general switch design that is special-
ized from one generation of Butterfly computer to another to match that com-
puter’s overall architecture. The Butterfly switch is a network of crossbar
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switches. This design has several advantages compared to other common par-

- allel processor interconnection schemes. For example, a bus design has a max-

imum bandwidth that limits performance when the machine is expanded |

beyond the point of bus saturation. A full crossbar interconnect expands as
the square of the number of interconnected components, rapidly becoming
prohibitive in size and cost. Cube connected machines scale up more graceful-
ly than do bus or full crossbar designs, but each processor node must be de-
signed with several interconnection ports, and the number of those ports
places a design limit on the maximum machine size. Tree architectures often
require very large cabling among switching nodes near the top of the tree to
avoid a bandwidth bottleneck there. The cabling in a large Butterfly machine
is distributed throughout the machine, not concentrated in one area.

The network of crossbar switches used in Butterfly computers supports scaling

of the machine from small to very large configurations. As processor nodes

are added, only a moderate growth in the size of the switch is needed; N nodes
require a switch of size proportional to N log N. The bandwidth of the switch
grows as the machine is scaled up, so the switch does not become a bottleneck
at any size of machine. The switch is made of identical switch components,
s0 expansion is easy and does not require redesign or mixtures of different
hardware. The Butterfly switch has relatively small cables between switch
components and between the switch and function boards (such as processor
nodes). The design of the switch interface on function boards is not affected
by the machine size, so the same interface applies to any size of Butterfly ma-

~ chine,

Two=-by-two crosshars:

- o el s
VvV

Figure 3-1shows a two-by-two crossbar switch in two notations. The left dia-
gram shows two horizontal wires and two vertical wires. Each of the four inter-
sections of wires is a crosspoint. The wires at the crosspoint are normally
insulated from each other, and closing the crosspoint connects them. This dia-
gram resembles the physical construction of electromechanical crossbar
switches once used in telephone exchanges. The diagram on the right shows
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| Figure 3-2

/

/
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two wires on the left side, each of which may be passed straight through to the
wire on the right, or may be switched over to the other wire on the right. This
diagram resembles railroad tracks, and the data flow in some Fast Fourier -
Transform algorithms. ‘Its resemblance to a butterfly is the origin of the name
“butterfly transform” in signal processing, and of the Butterfly family of com-
puters. -

Small switch shvowing- Butterfly concept.

‘4 Xl P4 A
TATARAR

Figure 3-2is a very small switch illustrating the Butterfly concept. Twelve two-
by-two switches, as described above, are wired together to create a network
that can connect any of the eight input port wires on the left side to any of the
eight output port wires on the right side. The advantage of the Butterfly switch
design over a full crossbar is evident even in this small switch; a full crossbar
needs 8 squared, or 64, crosspoints to interconnect the same number of ports.
The Butterfly switch shown here uses twelve identical units, each with four
crosspoints, for a total of only 48 crosspoints. -As the number of ports in-
creases, the advantage of the Butterfly switch increases.

Routing in the Butterfly Switch

When a message enters the Butterfly switch, the part of the message thatenters
first specifies the routing through the switch. This routing header contains one
piece of information for each element of the switch through which the message
will pass. In Figure 3-2, a message encounters three switch elements before
it emerges on one of the wires at the right side. In each element, the message
must be routed on either the upper wire or the lower wire. This routing choice
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is specified by one bit in the header. That bit is stripped off (“consumed”)
by the switch element, not passed on as the rest of the header and the rest of
the message are. Therefore, following switch elements do not see routing infor-
mation that was used earlier in the switch. The first information each element
sees is the data it needs to route the message within itself. When the message
emerges from the last switch element, the entire routing header has been re-
moved.

A Butterfly switch element that switches between more than two wires will use,
and consume, more bits of routing information. As we will see, each Butterfly
Il switch element makes an eight-way routing decision, so it consumes three
bits of routing information.

An important consequence of this design is that the format of the routing head-
er depends on the number of switch elements through which any message will
pass. This is the number of columns in the switch. Therefore, the part of the

‘machine that prepares the message for transmission into the switch must be

coniigured for the number of columns inits switch. In the Butterfly Il machine,
the requester side of the SIGA does the message preparation, and is confi-
gured appropriately. :

Organization of the:Butte'rﬂy Il Switch

Figure 3-2 above showed three columns of two-by-two crossbars assembled
to create a network with eight inputs and eight outputs. Similarly, the Butterfly

AII S:\mtr'h_ 18 buﬂt of e crhf_hv_mpht rrncqhar 11nlts Fa(‘h unit ig gallpd a w_n‘r‘h

SAa Sl

; ) node. Bach switch node makes an eight-way routmg decision for incoming

messages, so it consumes three bits of routing information. In fact, it con-
sumes some additional information as well, for a total of one byte.

Since each switch node makes an eight-way choice in routing each message,
a switch made of these nodes is sometimes called a modulo-eight or base eight

- Butterfly switch. Choice of the switch base is a design decision infiuenced by

VLSI chip size, power and pinout restrictions, cabling constraints, failure
mode considerations, switch performance, and cost. The initial Butterﬂy II
is implemented with a modulo-eight switch, and has provision for using a mo-
dulo—su:teen switch in the future.

Columns of switch nodes are connected to create the switching network of the

.Butterfly IT computer. Each port of the resulting network services one slot,

or function board. Two columns of eight-by-eight switch nodes are used for
a Butterfly IT machine with up to 64 slots, and three columns are required for
machines with 65 to 512 slots. For example, Figure 3-3 shows a 64-slot config-
uration. Two columns of eight eight-by-eight nodes comprise this switch, for
a total of 16 nodes. A sw1tch card holds one node so such a machine has six-
teen switch cards.

BBN ACI Proprietary February 14, 1990
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64-slot Butterfly Il switch.
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At the level described here, switch cards are all the same. In fact, there is a
different kind of switch card for each column of a switch. The cards supply
different auxiliary signals to function boards, and support different Test and

-Control System functions. The switch card is the smallest active component

of the Butterfly II switch that is normally replaced in the field.

The switch node is implemented with four Switch Gate Array (SGA) chips.
In the SGA, four groups of eight data wires and two control signals each are
switched among four other groups of ten wires. Each group of ten wires is
called a port or channel. The chip has four input channels and four output
channels, and implements a full four-by-four crossbar switching function

" among these channels. In crossbar terminology, the chip functions as a four
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(ihputs) by four (outputs) by ten (depth, data and control bits in parallel) cross-
bar T :

SGA chips implement a priority mechanism that is described later, and oper-

‘ate in pairs to negotiate the priority of data handled by each pair. There is
. close electrical and protocol coupling between the SGA chips in each pair to

negotiate the priority of arriving data competing for the same output port.

- Consequently, the function of a pair of chips might have been implemented

on one single chip-if constraints such as circuit size and pin count permitted

. it. Conceptually, the pair of SGA chips form an eight input, four output cross-

bar.

Pairs of SGA chips are themselves paired, creating an array of four SGA chips

- that function as an eight by eight (by eight data bits deep) crossbar. Itis helpful

10

to think of this, the switch node, as a building block, shown in Figure 3-4. The
internal design and behavior of this eight-by-eight block will be discussed in
the remainder of this chapter, but the rest of the machine can easily be under-
stood by considering the switch as an assembly of these eight-by—eight cross-
bar blocks. Within a switch node, each input channel can be connected to at
most one output channel, and each output channel to at most one input chan-
nel. Consequently, at most eight conpections can be in operation at any instant
through any one switch node.
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Figure 3-4 ‘Butterfly Il eight-by-eight switch unit.
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3.14 How Data Flows

In the Butterfly II switch, data wires are not switched individually. Rather,
groups of ten wires (eight data and two control) are switched together. The
data paths through the switch are therefore eight bits wide. Use of wider data
paths achieves higher throughput at the expense of a somewhat more complex
hardware design. :

Each group of eight data wires carries a byte of data in parallel. Several bytes
of information are sent, one after another, in rapid succession. With eachcycle
of the switch clock, another bit of data appears on each wire, another byte on
the group of eight wires.
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* These bytes sent close together are related and are called a message. A mes-
.sage has a particular structure. The first few bytes of a message specify the

switch output port address and thus control the routing of the message through

the switch to its destination. Other information needed by the SGA to properly

handle the message, such as priority level described below, also appears in
these bytes. Next is bytes of data conveyed transparently through the switch
from a device on a function board to a (typically different) device on a (typically
different) function board. Finally, there is a “checksum” byte to detect errors.

" The structure of a message is discussed more fully under switch protocol.

Along with the group of eight data bits are the control signals “frame” and
“reverse”. These ten signals, propagated through the switch and interpreted
by the switch hardware as necessary, form a switch path. So long as that path
is in use, we say a connection exists or “is open”. The term, “switch path” em-
phasizes the physical circuitry that handles the signals, while “connection” em-
phasizes the ability to communicate data. As long as the conmection is
established, messages may flow on it; a connection may transport from one to
several messages before it is closed. The switch hardware imposes no direct
limit on the number of messages per connection, and only a loose limit on how
long the connection may be kept open if messages are successfully flowing on
it. Constraining the length of the connection is left to higher-level protocols,

implemented in software and supported by timers in hardware.

The frame and reverse signals control the connection. They define when there
is valid data on the data lines, and therefore determine the beginning and the

end of the connection and of messages on the connection.

Resources Employed

What hardware is involved in supporting a connection through the switch and
in transporting a message on it, and how many other connections and messages
can be handled at the same time? This information appears in other sections
in a distributed context, and is brought together here and shown in Figure 3-5
for clarity.
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Figure 3-5
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An SGA chip, being a four-by~four crossbar, can support as many as four si-
multaneous connections. The eight-by-eight switch node, made of four SGA

- chips,.can support as many as eight simultaneous connections.

- The requester part of a SIGA can support only one connection at & time, and

February 14, 1990

only one message at a time on that connection. The requester SIGA buffers
one message. This is possible because there is a maximum message size (de-
scribed in a later section), and that limit is small enough that the SIGA can’
buffer the entire message. The requester SIGA detects contention in the
switch and retransmits the current message as described later. Any buifering
or queueing of multiple messages or connections, however, is performed by the
device(s) on the SIGA's T-bus. The server part of a SIGA similarly handles
at most one connection and one message on that connection at a time.

Each LCON chip is associated with one SIGA, so the LCON supports at most
one requester connection and one server connection at a time.

There can be more than one SIGA on a T-bus, which is typical in Butterfly
II function boards. Therefore, if the LCON chips of those SIGAs are con-
nected to switch ports, devices on the T-bus can have as many forward and
as many reverse connections simultaneously open as there are SIGAs. Soft-
ware may further constrain the number of connections. The section on redun-
dancy further discusses multiple SIGAs per T-bus,

BBN AC! Proprietary ' 13
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Bidirectionality

The communication paths provided by the Butterfly II switch can transmit

data in either direction, although not at the same instant. At any instant, a .

given connection is sending data either in one direction or in the other. Thus,
although the path is bidirectional, it is half duplex.

An important advantage of bidirectionality is support for atomic operations
by locking the connection and holding the switch path. This is discussed fus

_ therin the section below on locking. Another advantageis that any response(s)

to a switch message can be returned along the same path, eliminating delay
while a new switch path is set up. It also simplifies the buffering and coordina-
tion because the response may be sent immediately. Two disadvantages of bi-

-directionality are added complexity of the switch hardware and protocol, and

possibly increased latency. Greater latency might arise because switch paths
might be held longer per connection. The longer connection time is mitigated,
however, by reduced contention for connection setup, an advantage in its own
right as noted above.

The two ends of a connection through the switch are not identical. One is
called the requester, the other the server. Only the requester end can initiate
connections. Therefore, the flow of data from a requester through the switch
to a server is called the forward direction. When the channel is turned around
to send data from server to requester, we say data flows in the reverse direction.

The conventional way to diagram the Butterfly Il switch is with all the request-

ers on the left and all the servers on the right, so the forward direction of data

[ AR VR SR SN AP S oY SO ST AN R Fer oo T e T AT A ATl
LIUW 1§ ;cit_. f.U._ugul. as i ffgsu.{c J-0, LIS uh&_ﬂl}@ia-auu RS ULY @il SUA Ciip-

are named for the f_orward direction of data flow; an “input” pin is closer to
the requester, and an “output” pin is closer to the server, on the data path.

‘When the path is reversed; the chip will receive data on its “output” pins and

14

transmit data on its “input” pins.
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Figure 3~6

3.3

February 14, 1890

Bidirectional switch.

requester \ / . server

requester ‘ server

. / o H \
®) S switch — O

reguester server

<z

forward, downstream direction — requests

reverse, upstream direction — responses

When a connection is first set up, data flows in the forward direction, from

. the requester to the server. The direction of data flow is reversed by a momen-

“tary drop in the “frame” control signal that accompanies data through the
switch, for only one clock cycle. The frame signal is generated by the requester

= and always flows in the forward direction, so the reauester controls the direc-

tion of data flow. When the requester has turned around the connection to
enable upstream flow, the server controls whether data is actually flowing,
More detail appears in the section on switch protocol.

Locking

Occasions arise when a sequence of operations should be performed without
interference from other activity. One example of this is atomic addition. If
multiple processors are attempting to read a location, increment the value and
write back the results, an incorrect sum can arise if one processor reads the

- location between another processor’s read and write. More complicated situa-

tions arise when complex data structures are involved, or when the updating
is more complicated than simple addition. The general solution to this need
is locking. '

Locking a switch connection is a means of protecting a sequence of operations

mediated by switch messages from interference arising from other switch mes-
sages. There are two aspects to locking, the device level and the switch level.
Locking is primarily a device-to-device mechanism supported by features of
the switch operation. The goal of locking is control of access to devices. The
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Butterfly IT switch suppozts that control by holding the connection open and
by enforcing some rules about T-bus requests.

Two control signals, frame and reverse, accompany each eight-bit data path
through the switch. Frame identifies the beginning and end of a connection,
and controls the direction of data flow. The start of a message is defined as
frame going high after being low for at least two consecutive clock cycles. Once
the connection is established, the path through the switch is kept until the re-
quester terminates it by dropping the frame signal for at least two clock cycles
{and reverse is low). Thus, by holding the connection, the data path can be

. locked so that no other requester can connect to that server. While the path

A device uses a T-bus transaction to askts requestér SIGA to send a message. -

is locked, the requester similarly cannot connect to another server.

This transaction contains two bits that specify one of four locking options,
called normal, open, maintain and bypass. These bits are passed through the
switch to the server device, where the majority of locking activity is implem-
ented. The LCON and SGA chips pass the two locking bits through, taking

.no action on them or because of them. The server SIGA passes the bits

through to its T-bus, and also detects an open so it knows the current connec-
tion is locked.

A normal request produces a normal switch message without any locking as-
pects. An open request causes the requester SIGA to hold the frame signal
asserted after sending the message and receiving its acknowledgment, in prep-
aration for further switch traffic. A maintain request sends an additional mes-

- -sage on the lecked conpection that is already open. Bypass is used to access
"4 device that ordinarily would not respond becatse of being locked A bypass

neither establishes a lock nor frees a lock if one exists.

The server SIGA detects the value of the lock bits in the open message, and
remembers that a locked sequence is in progress. At the conclusion of the pro-
tected sequence of operations, the requester device releases the lock by issuing
a special T-bus transaction (FREE-LOCKS). This causes the requester SIGA
to drop frame, causing the switch path to drop out. The server SIGA detects
the loss of frame during a sequence it knows is locked, and announces FREE-
LOCKS on its T-bus. Server T-bus device(s) holding locks sense this and
modify their state to reflect the release of the lock. Errors and timeouts also

. Tesult in the frame signa_j dropping, and the locks being freed.

The requester SIGA imposes some constraints on T-bus protocol to do lock-
ing, In particular, if no lock is currently held, a normal, open or bypass request
is accepted, and a maintain request is detected as an error. If a lock is held,
a normal request is detected as an error, and open, maintain and bypass re-
quests are accepted. The server SIGA imposes no further constraints. By de-

. sign of the requester SIGA, the server SIGA will never see the illegal cases of

16

a maintain when there is no lock, or a normal when there is a lock.
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So long as the lock is in effect, the frame signal is asserted, so the connection
O © is held open, so no other connections from the requester SIGA or to the server
o SIGA can be made. This supports the desired isolation of the sequence of op-
erations from interference. The connection is between switch ports, however,
and there may be more than one device on the T-bus of a SIGA. Therefore,
the requester device may open multiple locks on server devices, if the server
. devices are all on the same T-bus. The server devices may be physically dis-
tinct, or they may be logically distinct components of the same physical device.
- This multiple lock capability is implemented by allowing open requests even
when a locked connection is already established.

Conversély, during a locked connection another device might attempt to gener-
ate messages through the requester SIGA. This is not permitted; the requester
‘SIGA detects this and refuses the attempt, regardless of the destination ad-
dress or the message type. '

It is primarily up to the server device to remember that locks-are held and to
enforce any restrictions on their use, as appropriate to the type of device and
its current state. Those con51derat10ns are beyond the scope of the discussion
here. :

3.4 Priority

o The Butterfly II switch implements a priority scheme to allow some switch traf-
_ficto take precedence over other switch traffic. There are two levels of pr1orlty,
low and high. Low priority is the defanli made, so lov may alse be viswed as
“normal” priority. Priority is a state associated with an output port (channel)
of a pair of SGA chips, and also is a property of each message. Each of the
four output ports of every SGA chip has a priority independent of all other
ports, except that the two SGA chips serving the same output port agree on
the priority of that port.

The priority of a switch message is defined by a bit replicated in each byte of
the routing header. The value of the bit is set by the requester SIGA as de-
scribed below when the message is generated, and is not changed as the mes-

. sage travels through the switch. Each SGA through which the message passes
strips off (consumes, deletes) one byte of routing header, so the pnorlty bit
appears in each such byte.

A signal called “hold” is distributed to every SGA in the machine and controls
the operation of the priority mechanism. When hold is not asserted, all mes-
sages are treated the same regardless of their priority.

While hold is asserted, each output port remembers whether a message of high
priority has attempted, since hold was asserted, to connect through that pozrt.
And if so, no low priority message will be allowed to connect through the port.
‘We say that the port has become high priority. Anincoming, high priority mes-
O sage makes the port high priority regardless of whether the port is free or the
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port is busy and therefore the high priority message is rejected. The port’s
transition to high priority is caused by any high priority message atfempting

to connect to the port. If the port is busy at the time of the attempt, the existing
. connection is not aborted, even if it is of low priority. After the port has be-

come high priority, subsequent attempts to connect to.it by low priority mes-
sages will be rejected, even if the port is idle.

As a high priority message travels through the switch while hold is asserted,
it sets every low priority output port it encounters to high priority. Therefore,
it leaves a track of high priority ports behind it. Further high priority traffic
on the same path will get better service from the switch, because it will contend
only with other high priority messages. In particular, if the message itself is
rejected, then retransmissions of the message are much more likely to succeed
because of the track-of high priority ports. It is intended that contention
among high priority messages be very rare or non-existent, through careful
choice of system configuration parameters by the designers.

Once a port is high priority, it temains so until the machine-wide hold signal
is de-asserted twice. The first time hold is de-asserted while a port is high
priority, the port circuitry remembers that a drop to low priority is pending.
Hold becomes asserted again, and then when hold is de-asserted again, any
port with a priority drop pending falls back to normal, low priority. The design

requires two de-assertions of hold, instead of just one, to ensure that a

blocked, high priority message has at least one hold period to retry and
succeed in making its connection.

" TECHNICAL DETAIL

The de-assertion of hold does not set a pending drop to low priority if a mes-
sage, of either high or low priority, is using the port. The port must be idle for
the de-assertion of hold to set the pending drop. If a drop is pending, a de-as-
sertion of hold drops the port to low priority whether or not a message is using

the port.
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The intent is that the hold signal normally will be asserted, and will be de-as-
serted for just one cycle of the switch clock on a periodic basis. This clears
out high priority paths that are no longer needed. The next time a high priority
path is needed, the next message sent will re-establish a high priority track.
In fact, the high priority track is intended to be a very brief phenomenon.
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TECHNICAL DETAIL

A port’s drop to low priority is precipitated by hold bemg de—asserted for two
cycles of the switch clock, not by the de-assertion itself. A single de-assertion -
lasting for two cycles would serve the same purpose as two separate one-cycle
de-assertions, but wouid not achieve the desired interaction with the priority
time slot mechanism described later.
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TECHNICAL DETAIL o _
In the initial SGA implementation, if a high priority message arrives at an SGA

"at exactly the same clock cycle as hold is de-asserted, the port will not be set to

high priority. This has subtle implications for switch behavior and is discussed
further in the section on analysis of the switch.
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There are two ways a message may become high priority. One is by request
of the T-bus device that originates the message. This is intended only for test-
ing and diagnostics. The other way is by promotion from low to high priority
by the requester SIGA, and is discussed in the following section.

. HISTORICAL AND TECHN'ICAL DETAIL

V) uu&l'laA dLSlgn i.).thluuu o1 dizce yx,uu..J iovils, H\)EJ..SL iwo, The n'gnesi"
priority, “express”, is like the high level implemented, and its purpose is to set
an upper bound on how long a switch message may be delayed before succes-
sful transmission. The middle priority, “foreground”, was designed to support
circuit switching applications such as packetized voice communications. The
lowest priority, “background”, was all other traffic. A remnant of this early
design is that the requester SIGA copies two bits (T_PRIORITY <1.0>)
from the T-bus into each bid (routing) byte of each message, as bits 5 (P1) and

4 (PO) respectively. The SGA uses only P0, and ignores P1. P0 is zero for high

priority and one for low priority. The SIGA forces both PO and P1to zero when
it promotes the priority of a message to high.

T T o A T T T T T T T A A A R
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Message Priority Promotion

When a new connection through the switch is attempted, the initial message

‘will encounter contention at one of the switch nodes if the desired output port

on the node is already in use. The partial switch path is released and the re-
quester SIGA is informed of the contention, The message is retried later. This
retransmission is repeated if contention persists. The rejection and retry strat-
egy, described in detail in a later section, could lead to long delays before the
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message is successfully transmitted through the switch. Once the initial mes-
sage gets through, the connection is established and, if the connection is held
open, further messages can flow without any switch contention delay. The pos-
sible delay in getting the first message through, called switch latency, could be
very long, even theoretically unbounded, unless some mechanism is included
tolimit it. This is the purpose of high priority; it guarantees a maximum switch
latency Remote memory is accessed through the switch, so the guarantee of
maximum switch latency in turn permits an upper bound on remote memory

‘access time.

A message becomes high priority either by the requester device declaring it

so in the T-bus transaction initiating the message, or by promotion from low
priority. Declaration by the requester device is intended only for maintenance

-and diagnostic testing.. During normal operation, all messages are intended

to be low priority when submitted to the T-bus. Th1s is by convention only,

~ and is not enforced by the hardware.

20

Promotion to high priority is performed by the requester SIGA, and occurs
whenever the retransmission of a message is pending during a particular inter-
val called the priority time: slot. Only the retries are promoted, not the initial

transmission. After the header of an initial message is sent, that message is

said to be awaiting retransmission. If there is a message awaiting retransmis-
sion at any time during the priority time slot, subsequent retries of that mes-
sage will be at high priority. This is true whether the message was already
awaiting retransmission when the priority time slot began, or was first trans-
mitted during the slot and therefore started awaiting after the slot began. Also,

,nmmr)t]nn O0CcUrs whether the actual retrv oceurs within the slot or after the

slot has ended.

Once the message is promoted to high priority, it remains at high priority
through any retransmissions; priority is a “sticky” quality. The requester
SIGA associates the high priority with that particular message. After the mes-
sageis successfully transmitted or is discarded due to repeated failure, the pro-
motion is forgotten and subsequent messages start off at low priority as usual.
The SIGA ensures that all header bytes of a message contain the same priority
value, even if the priority tlme slot begms or ends while the header is being sent.

Each requester SIGA gets a priority time slot on a periodic basis. Conceptual-
ly, the priority time slot is a virtual token passed among all the active SIGA
chips in the machine. When a SIGA has the token, messages pending retrans-
mission by that SIGA are promoted and therefore are very likely to get through
the switch. The virtual token is not actually passed from SIGA to SIGA, but
rather the SIGA chips are initialized so that each knows when its turn comes
up. They take turns, round-robin fashion. In fact, the SIGAs can be set up
so there are more than one virtual token. Also, each SIGA may be configured
to disable its priority promotion.

BBN ACI Proprietary February 14, 1990
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NOTE

February 14, 1990

The priority promotion mechanism does not itself ensure that the switch con-
tains at most one high priority message at a time. Rather, there are ways of-
using the mechanism that ensure this, and other ways that do not.

The priority time slot in each SIGA is controlied by three values in registers
on the chip. These are the slot and the mask fields of the priority time configu-
ration register, and the real time clock. The slot and mask are 16 bits each,
and their values are set via the T-bus. The real time clock is 32 bits, ticks each
microsecond, and is synchronized among all SIGAs in the machine. Only the
low 16 bits (RTC.Lo) of the real time clock are used in determining the priority
time slot. The real time clock is discussed in detail in the sections on clocks.

.I"‘I‘ ""Jl. .“Ill. .I"lu '..'ll. ‘Ix'h» .‘l"\;‘“‘l-..u'l‘ "||"' ..J"l."l"l- .... " .H"h "I..l_"1|“' .‘"h. .."ln. “"‘n‘ l“'h. .l"'w. Mlﬁu..luln .‘I"u. -""\- “l"ullh‘lul'l'h. .'l'&. ‘."'u ‘.Ir‘l...ll'l. ."'ln. w'h.""'m'""u. w"w."‘"u .‘I“u. -”"J. M"‘u.‘“"l."all ..."4. .ll'll. .."h. 1"'1

- TECHNICAL DETAIL

The priority slot and mask, and all other SIGA Configuration Status Unit
(CSU) registers, may be set by any master on the SIGA’s T-bus. One such
master is the Test and Control System (TCS). The TCS is responsible for ini-
tializing the machine, inclixding SIGA registers such as the slot and mask.
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A SIGA's priority time slot occurs while the RTC.Lo equals the siot valué in
all bit positions that are zero in the mask. For example, a mask value of zero
in all sixteen bits means the priority time slot will be one microsecond long and
will occur once every 65,536 microseconds, when the RTC.Lo exactly equals
the slot value. Normally, the slot values of different SIGAs are configured to

... different values, so the priority time slots occur at different times. As another

example, a mask value of f00f hexadecimal causes the high four bits and the
low four bits to be ignored in comparing RTC.Lo to the slot value, so the slot
would last 16 microseconds and would occur once every 4,096 microseconds.
There are only 256 16-microsecond intervals in a period of 4,096 microseconds,
so if a Butterfly II computer with 512 SIGAs were configured with these pa-
rameters, two SIGAs would share each priority time slot.

The duration of the priority time slot is set to any of a wide range of values,

~ as seen in the paragraph above. The intent is that the slot duration be set the
“same for all SIGAs in the machine, although there is no hardware requirement

that they be the same.

Not all instants of time need belong to the priority time slot of some SIGA.
The parameters can be set up so there is an idle time after each SIGA’s priority
time slot. This could be a good way to configure the switch, because it allows
a grace period for a promoted message to succeed through the switch before
another SIGA might inject its own promoted message. Without a grace period,
contention among high priority messages, though rare, could compromise the
bound on switch latency.

Because the slot duration is how long a SIGA will hold the “virtual token” that
lets it promote the priority of messages, its effect interacts with the period of
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the machine-wide hold signal. As a very rough approximation, the two inter-
vals should be about the same, because [THE FOLLOWING OVER-
STRUCK STUFF IS NOTRIGHT — WHAT IS CORRECT??? PERHAPS
THE LARGER GOAL OF BOUNDING SWITCH LATENCY ] the—m’eeﬂ%

peﬁs—set—up—d&ftﬂgﬁe—p&&t—pﬂemy—ﬁmeslet— If the hold s1gna1 had a much

shorter period, a message of promoted priority would have undue difficulty

- getting through a crowd of contending, low priority messages. Each time the

promoted message sallied forth into the switch, it would get part way, set those

_ports it touched to high priority, hit a port already in use, back off and try

again. But its retry would usually fare no better, because the work it had done
in setting ports to high priority would be undone by the rapid period of the
hold signal.

-So the hold signai and the priority time slot will have roughly equal times, and

further consideration gives more guidance on their relative values. If the SGA
port priority were reset to low whenever the hold signal dropped for one clock
cycle, then the behavior of promoted messages would vary a lot. Messages that
got promoted just before the hold signal dipped would not get much benefit
from being promoted, and messages promoted just after a hold signal dip
would have an entire hold period to enjoy the benefits of high priority. This
behavior is smoothed out by having SGA ports drop their priority to low after
two dips in the hold signal ‘Now a message of promoted priority has at least
one hold noriod, and at mgst tvo hold perinds, 1o exercine itz high prioritg.

" Therefore, the interval from the start of oné pnonty time slot to the next is in-

NOTE

tended to be about the samie as two periods of the hold signal.

TECHNICAL DETAIL
The “benefits of high priority” gained by using two dips in hold arise when a

~ high priority message is rejected because a required output port is already
~ busy with another message; The port gets set to high priority, and the high

priority message will be retransmitted soon. But, if a single dip in hold could
drop the port to low priority, that dip might occur before the retransmission,
wiping out the progress the message had made. Requiring two dips in hold
protects that progress Jong enough for the retransmission to make use of the
high priority port. If a single dip in hold does occur, so the port has a drop
pending, the atrival of the retransmission W111 erase the pending drop, setting
the port back to solid high priority.

I'I n "'I I. h'l‘ 'I‘i.‘ N'l. "n "Ir "h "k ", Ii'l.. ."h. II'I. ll'I. ."ln. Il‘l. “'i. 1"!-. .l'h ‘I‘I.‘ II’I;‘ ‘I'\-. .‘Ilq II'!- l"I. .I'U. 'J'L II‘l "'J 1"! ", "y

BBN ACI Proprietary . February 14, 1980




O

TC2000 Hardware Archirecture = SR 3: The Butterfly Il Switch

3.6

3.7

3.7.1

February 14, 1880

Traffic Injection Pacing

The LCON and SGA chips can accept the start of 2 switch message at any cycle
of the switch clock. Extremely heavy input of messages from the function
boards, however, could cause congestion in the switch, degrading perform-
ance. It is useful to have a switch architecture that can be configured to pace,
or throttle, the entry of traffic into the switch. The Butterfly IT switch prov1 ides
this capability through slotting.

The requester SIGA has three strategies for pacing the initial transmission of
messages into the switch: immediate, random and slotted. If a message is re-
jected, the SIGA retries the message using either the slotted or the random
strategy. Immediate pacing means no delay; transmission occurs as soon as
the SIGA has sufficient data to begin transmission of the message into the
switch. Random pacing invokes a delay of a random number of switch clock
cycles before transmission or retry. Slotted pacing restricts transmission of
messages into the switch to certain instants of time, called slots. The siots oc-
cur every %, 1, 2 or 4 mictoseconds. '

- The Test and Control System initializes registers in each SIGA to define the

parameters for random and slotted strategies. Each T-bus request for mes-
sage transmission selects a strategy for that specific message from among
those set up earlier (normally, by the TCS).

The operation of the random and slotted strategies is the same for retransmis-

. sions of a message as it:is for the initial transmission, so the details of these

strategics are described in the foliowing section. The immediate strategy is -
available only for the initial transmission of a message.

‘Contention and Retry Strategies

This section examines the switch strategy for dealing with contention among
messages in the switch. The basic strategy is to back up and try again. Conten-
tion arises when a needed port is already in use, or when two messages meet
head-on at the same port.

Port Is Already In Use

When a message is working its way through the switch, it may encounter an
output port that is already in use. When this happens, the SGA containing
that port asserts the “reverse” signal going back upstream toward the request-
er, for just one cycle of the switch clock. This pulse of the reverse signal for
one clock cycle is called a reject, and causes the switch path to be torn down.
Each upstream SGA in turn detects a reject, drops the frame signal it had been
asserting downstream on that port, sends a reject upstream, and frees up the
input and output ports for other work. This reject mechanism is also invoked
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high priority and therefore unable to service an arriving low priority message.
The server SIGA also generates rejects, as described in the protocol section

-below.

3.7.2

The message rejection travels upstream to the requester SIGA. There, the
message is retransmitted into the switch at a later time. Often, the contention
the message suffered the first time has cleared, and the message succeeds on
the second try. If contention arises again, the message is retransmitted again,
and so forth. Normally, if contention persists, the requester SIGA’s priority
time slot will eventually arrive. Then the message will be promoted to high
priority, and will get through. If priority promotion is disabled, or if the switch
is broken, retransmission will continue until a timeout occurs, signaling a
transmission failure, and the requester SIGA:will notify the requesting device
on its T-bus.

Head-on Collision at the Port

Two messages can arrive at (bid for) one output port on the same clock tick.

When this happens, arbitration circuitry in the SGA selects one message to
acquire the port and one message to be rejected. - The message that succeeds
proceeds as if there had been no contention at the port, and the rejected mes-
sage is treated as if the port had already been in use as described above. In
fact, up to eight messages may simultaneously contend for a single output port,
since the Butterfly II switch unit is an eight-by-eight crossbar. Note that each
r\xlfpuf nOrf ln_ge ite myn 01“1‘\1.1‘1"21“;!'\1‘! leqir- ﬂ'lP thltfﬁf}(‘)‘n on one nﬂ‘l‘t s not Flf-

) fected by bids, pnonty, or use of another output port.

NOTE

The SGA arbiter’s algorithm is as follows. If the output port is at high priority,
then any low-priority bids are rejected. If the output port is at low priority,
then all bits compete, even if some are high and some low priority. Of the re-
maining bids, one is chosen at random to get the output port, and any others
are rejected.
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- TECHNICAL DETAIL -

24

The random choice is driven by three bits supplied to the SGAs by a pseudo—
random number generator on the switch card. A 7-bit maximum sequence
generator (x7 +x3 + 1), updated on every switch clock cycle, is used. The Test
and Control System can set the generator to all ones (the dead state) or all zeros
for testing, and is responsible for ensuring that the generator is not in the dead
state after system startup.

The original implementation produces a slight unfairness among competing
bids. This is discussed further in the section on analysis, but is not expected
to affect performance in normal use, and may not be detectable even by special
purpose software.

BBN ACI Proprietary ' February 14, 1990
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3.7.3

3.7.4

February 14, 1990

T T M M " i M, M T T T e P T T M M M M T M, M, ", e, M, e, M, Y,
L, i, T, Ty M, T T T T T A A e . e

Retransmission Pacing

Just as pacing the initial transmission of messages into the switch is important

for reducing contention, so is pacing of retransmissions. In fact, it can be even
more important, because whenever contention happens to occur, a bad re-
transmission strategy would exacerbate the contention by swamping the switch
with traffic.

The SIGA has two retransmission strategies, random and slotted. The param-
eters for each.of these reside in registers in the SIGA, and are set via the T-bus
(normally, by the Test and Control System during system startup). There are
two sets of registers for each strategy, so actually four different strategies are
available: two random strategres and two slotted strategies. A fifth strategy,
immediate transmission, is available only to the initial transmission of mes-
sages, not to retransmissions. The random and slotted strategies are available
to both the initial transmission (start) and retransmissions (retries), so they
are discussed below without saying which transmission is happening.

Strategy Selection

When a T-bus device requests transmission of a message, the request contains

information about the nature of the message. Three of the distinctions are

-used in the flrst reieased version of the hardWare, butis avallable. for possible

future expansion.) Three bits in the T-bus request specify these distinctions,
and together they define eight possible kinds of message. The SIGA uses these
three bits to extract one of eight two-bit fields from a 16-bit message classifica-
tion register that is initialized by the Test and Control System. Thus, the SIGA
maps eight kinds of T-bus message request into a 2-bit value, coding for four
message classes. Based on the message class, the SIGA selects one of four start/
retry strategies to govern the initial transmission and any retransmissions of
the message. The first two strategies are random, and differ only in their pa-
rameters of randomness; the other two strategies are slotted, and differ only

-~ in their slotting parameters. Each strategy has an 8-bit register, initialized by

the Test and Control System, holding its parameters. The SIGA locates the
appropriate register and applies the chosen strategy with the parameters giv-
en. -

In each of the four registers, the leftmost bit, if a one, forces the initial trans-
mission to be immediate rather than random or slotted. This is how the imme-
diate transmission strategy is invoked. If transmission is immediate, the
remaining parameter bits are ignored for the initial transmission. On retrans-
missions, the immediate bit is ignored, the retransmission strategy is either
random or slotted, and the seven remaining parameter bits are used. The
meaning of the remaining parameter bits is different for a random strategy
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than for a slotted strategy. Each of these is described below. Figure 3-7 illus-
trates the overall selection of a strategy and parameters. The selection of strat-
egy can be overridden by assertion of the signal T SYNC, which forces use
of the “Slot0” strategy.- This signal is asserted only by the CPU interface, and
therefore only when the access arises from the CPU, under control of the Pro-
cess Configuration register. -

Figure 3-7 Strategy selection for message transmission.

function request by a T-bus master

I

T_LOCKOP <1> T.hRR<1.0>
0 = unlocked _-
1= 1 = read
= locked 2, 3 unused

|

3 bits allows 8 message classifications

salert 1 of 8 hwn-bitfieldsin - !

Message_Classification < 15:.0 > register

2 bits allows 4 message classes

; : . But T-bus signal
select 1 of 4 eight-bit {and SIGA pin)
Transmit_Time_Config registers T_SYNC forces

: : use of Siot0.

if high bit = 1, ' -other seven bits. specify
first fransmission strategy-dependent
is immediate parameters

3.7.5 Random Strategy

- To understand the details of the random strategy, it helps to keep in mind the
general intent. The random strategy implements a version of “binary exponen-
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tial backoff” message transmission algorithm. This élgorithm says that before

each (re)transmission of a message, a delay will be imposed. The amount of
this delay is doubled after each (re)transmission. For example, suppose you
are calling a friend on the telephone. You get a busy signal, so you wait one
minute and try again. You get a busy signal again, so you wait twice as long
— two minutes — and call again. Still busy! Wait four minutes and try again.
Your retries are getting less and less frequent (backing off), at an exponential
rate by doubling (base two; binary) each try. Backoff is a common mechanism
in communication networks, where it alleviates congestion. Binary exponential
backoff is a frequently used backoff algorithm, because it behaves well and is
easy to implement. The Butterfly Il switch implements a modified form of this
algorithm. In the telephone analogy, the modification is to wait a random
amount of time: up to one minute before the first retry, up to two minutes after
the first and before the second retry, up to four minutes between the second
and third, and so on. ’

The binary eXponentiaI backoff example above has no random component.
The random strategy in the Butterfly IT switch employs randomness by select-
ing a uniformly dlstrlbuted tandom delay between zero and the strict binary

exponential value. The random component helps to stagger retransmissions

that otherwise might continue to collide with retransmissions of other traffic.
Traffic that is coincidentally clumped gets de-synchronized, so the average lev-
el of usage descnbes the switch statistics well.

Before (re)transmlttmg a message, the random strategy performs a de]ay by
decrementing a 12-bit counter at the switch clock frequency. When this back-
off counter underflows to -1, the message i< sent into the switch. When a ran-

~ dom strategy delay is begun, the counter is loaded with the bitwise AND of

a 12-bit pseudo-random number and a 12-bit backoff mask.

T e h e e T ke e M e e e e e Mtk Tl b o M e Ty e o Nkt ey T h o h
L T T T T T T A o A a

TECHNICAL DETAIL

The 12-bit pseudo-random number is twelve bzts of an on~chip, 15-bit maxi-
mum sequence generator (x15+x4+ 1), continuously updated at the switch
clock frequency, and reset via the T-bus. The Test and Control System is re-
sponsible for resetting the generator during system startup, which ensures the
generator is not in its dead state (all ones). The two random strategies share a
single generator,

L T T T T T T S T o T T L L T T P O T TR W L T A T T L T T M M
R T T N T e i M, M M M Y

The backoff mask is computed by a process controlled by the remaining seven
bits of the random strategy control register. The mask is derived from the val-

‘ue in a 6-bit Johnson counter (see note below). Before the first transmission

of the message, the Johnson counter is initialized from five bits of the strategy
control register with a zero prefixed. The Johnson counter is advanced each
time a 3-bit accumulator overflows. This accumulator is cleared to zero when
the requester SIGA is idle, that is, before the requester SIGA services a T-bus
request 1o open a connection. The accumulator is incremented by the value
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of the remaining two bits of the strategy control register, after each switch re-
ject. :

In operation, each time the current message is rejected, the accumulator is in-

- cremented. If the accumulator does not overflow, then the backoff mask will
‘be unchanged for the next retransmission. If the accumulator overflows, the

- Johnson counter is advanced, and a new backoff mask is derived by decoding

the Johnson counter. The values this decoding can produce, and therefore the
possible values of the backoff mask, are zero or more “0” bits followed by one
or more “1” bits. The successive Johnson counter values produce successive
backoff masks that are in effect shifted left, allowing more and more bits of

~the 12-bit random number to be transferred into the backoff counter.

IHI. '.‘"I. .ll'll."“h. 1"'!- .q"lu -Il'lu "'ll. -"’lu w'\. .."H- .l.lll. .u'h. "‘“I- “‘"1. .l.‘ll. .I"h. ‘ll'll. 'H'M. “I"u. V.I“n .ll'il. .”"r. "’"l. “"ll. "IIJI. V'I"l. "I"a. 7'”'; w'i. .1". “I;‘I. 7""!. l""i. ‘II'Jl. V’I'U. A‘It‘l. “lfl. ‘I"ll. »4'“. A‘ll‘l. A‘”'L .’I"l. ..I'M “I'H. -'I"L “"N.

TECHNICAL DETAIL :

A Johnson counter can take on only values that are zero bits followed by one
bits, or vice versa. It is easily implemented in hardware, because stepping the
counter is a one-bit shift, using the complement of the bit shifted out as the bit
to shift into the other end. An N-bit Johnson counter has 2N states, so the
6-bit Johnson counter used in the random strategy has 12 states. These are

~ decoded to give 12 different backoff mask values, ranging from a single one bit

to twelve one bits. Note that the backoff mask can never be all zeros, so the
random number generator always has some effect.

If the Johnson counter is.advanced several times, it will “wrap around” from
100000 to 000000, and continue from there. The effect on the behavior of the
strategy is that if there have been many rejects, the average backoii gets longer
and longer, and finally jumps back to the minimum, from which it again grows.

WARNING TO SYSTEM PROGRAMMERS

The Johnson counter must be initialized to a legal value. For example, legal
values of the 5-bit field are 00011 0or 01111. Values 00100 or 11110, for example,
are illegal. The latter becomes (11110 in the counter.

M, T T, T, T, e T T S, e e, T Ty S e, e S e e, Ty My Ty Ty g S Ny My T M M T, My, Ty e, T, Ty,

Figure 3-8 illustrates the random strategy implementation, and Figure 3-9
shows the encoding of the Johnson counter and backoff mask.
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Figure 3-8

3. The Butterfly 1l Switch

Random strategy for message transmission.
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Random start and retry mask encoding.

Johnson .
counter backoff mask
increasing 000000 000000000001
count 000001 000000000011
, 000011 000000000111
000111 000000001111
' 001111 000000011111
011111 000000111111
111111 000001111114
111110 000011111111
111100 000111111111
111000 001111111111
110000 011141114111
100000 111111111111

Slotted Strategy

The idea behind the siotted strategy is a sequence of periodic time slots. The
next time a slot arrives, the message is transmitted or retransmitted. In this
strategy, there is no dependence on which transmission is being made — ini-

tlal first retry, second retry, or whatever — except for the immediate mode
dk -_l_e initial tr.». L issiun,

The slotted strategy has two parameters, the slot period and the phase. The
phase parameter permits staggering of message injection among different SI-
GAs in the machine. The period and phase are specified by a 2-bit field and
a 5-bit field, respectively, in the slotted strategy control register. As described
above, the eighth bit of this register specifies immediate transmission the first
time the message is sent, and overrides waiting for the slot.

The arrival of the slot is detected by comparing time to a given value. The slot
period parameter controls how many bits are compared,. and the slot phase
parameter specifies what value time must have in those bits. The time used
in this comparison is an 8-bit value described below. The 2-bit slot period
parameter specifies that all eight, or the lower seven, six or five bits will be com-
pared, corresponding to periods of four, two, one, and one half microsecond.
The 5-bit slot phase parameter is the value that the low five bits of time are
compared against. If the slot period parameter specifies mote than five bits
of comparison, the high bits of time are compared against zero.

The eight bits of time used in the comparison come from two registers in the
SIGA. The high two bits of the eight are the lowest two bits of the real time
clock, which ticks every microsecond. The low six bits used in the comparison
come from the six bits of the real time prescaler, a counter used to maintain
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the real time clock. Both the clock and the prescaler are described in the sec-
tion on clock dlstrlbutmn

R M e o  h h T T T T
M M, e e M T e ey, T, e, I"!..1"\.. "y, i, 'i‘h. 'I‘h‘ M, M, M M M T, M, T, M, T ", M M, M, T, i, e,

WARNING TO SYSTEM PROGRAMMERS

The real time prescaler does not necessarily take on all possible values. The
range of values it takes on are configuration dependent, and are controlled by a
register in the SIGA (normally initialized by the Test and Control System at
system startup). The comparison value specified by the phase parameter for the
slotted strategy must be a value that the prescaler will take on. If the comparison
value specified is one the prescaler does not encounter, a message using the
slotted strategy might never be transmitted. The prescaler is described in the
Real Time Clock section below.

TECHNICAL DETAIL

The real time clock is synchronized across all SIGAs (on the same switch).
If a slot period greater than 0.5 microsecond is used, periods during which slots
arrive for all SIGAs will altérnate with periods during which no slots arrive,
because the high bits of time must be zero. For example, a two microsecond

- period results in a 25% duty cycle.

W Wt W T T S T R A N A P
3 I“l. l"l‘ I'N- i, My, M, T M, M M, T M T T, T Y, M T, T, M T My, My "’h "'L. "y, ""l. k"h ."l‘ I"I. "'l. R L

Figure 3-10 illustrates the slotted strategy implementation.
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Figure 3-10 Siotted strategy for message transmission. _
slot period parameter slot phase parameter
{2 bits) ' (5 bits)

select 1 of 4 siot periods

by selecting 3 bits of comparison real time clock
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00 = 4.0 usec c 0 O
01 = 2.0 usec X 0 0

- 10 =10usec X X 0. : I
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whlere X means ‘‘don’t care” . RTP <5. 0>
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/

compare

| O

_ when equal,
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P Merge in this text from the TC/FPV chapter:

The synchronized access mechanism can be used when accessing

- shared data for which the programmer expects there may be conten-
tion, such as a mutual exclusion lock. Attempis fo obtain the lock can
be made with the synchronized access bit of the PCR asserted, signal-

- ing the SIGA that the access should be made at a reduced rate. This
prevents the switch and destination memory module from being
flooded with access attempts when the lock is not free and multiple
processors are waiting for il to be freed. [Say something about why
it’s called “synchronized access”, and about Slot0 (and slotted in gen-
eral) being sort of a low-priority class. As Guy says, the synchronized
access thing is a way for the processor to communicale its desire for
slotted access tuned for spin-locking. Called “synchronized” because
all contenders jump in at once, at slot time.]

P,
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Redundancy

The Butterfly IT switch design provides redundancy through duplication. Any
T-bus may have multiple SIGAs wired toit. The Butterfly I design takes ad-
vantage of this capability by placing two SIGAs on the T-bus of typical func-
tion boards. Each SIGA is attached to a separate LCON, and each of the two
LCON chips attaches to a different switching network. Thus, two entire
switches are available, each with its own switch cards, and with its own LCON
and SIGA on every T-bus. The request on a T-bus selects which SIGA is used,
and thus which switch is used for a message. The intent is that if one switch
fails, the second remains available..

Normally, the TCS will enable all the switch-related hardware, in one or both
switches. The hardware places no constraint on whether one or both switch
systems are enabled. If both are enabled, the operating system and user soft-
ware select which switch to use, by addressing the corresponding SIGA. If
some components fail, the TCS will disable them and any other components
whose proper operation dépends on the disabled ones. Also, in a Butterfly II
without the second switch implemented, the SIGAs and LCONs associated
with the absent switch would be dlsabied or omitted entirely.

Separate clock hardware supplies separate clock signals to the switch cards
in the two separate switches. If the clock distribution system in one fails, the

* other continues to work. The two systems of switch and clock are named “A”

and “B”. Each of the two systems connect to both TCS masters, so any combi-
nation of switch systems and TCS masters suffices to support operation of the
machine.

e M e e Ry e T hg ety T My Tt e M g e Y e U My e T e M e M M T g M g T M U
g, "y, My, My, T M M, M M T My My T, T, M i, e T S, e T, Ty T e T g, M, e e, Y, M M T T M, e, Ty

TECHNICAL DETAIL

There is no hardware constraint preventing the connection of SIGA-LCONs
on the same T-bus to the same switch network. It is merely convention and
design intent that they be connected to separate switches.

T T A A e A A

Clock Distribution

This section describes the distribution of the switch clock signal. The Butterfly

" I has other clock signals, and the following section on mdependent clocks de-

scribes those.

As described in the previous section on redundancy, a Butterfly II may have
two completely independent switches. Each switch has its own clock signal,
and the two signals are NOT synchronized. The comments in the rest of this
section apply to a single switch. The reader should keep in mind that, if the
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machine is configured with a redundant switch, there is an entirely separate
clock distribution system operating in parallel with the one described.

The entire switch operates synchronously from a single clock source, within
the limits of distribution skew. Skew is kept low by design, but the propagation
delays over wires between sections of the machine can be substantial. There-
fore, data and connection control signals are reclocked (resynchronized to the

‘switch clock) where necessary, and different phases of clock can be used in

different columns of the switch.

Clock Master Card

The clock signal is generated by a clock master card. The distribution of the

clock signals is from the clock master card, through clock slave cards if neces-
sary, to switch cards where it is used and also passed on to function boards.

The clock master card generates different clock signals for the different col-
umns in the switch. The phasing of these separate clocks can be selected to
match the clock phasing to the cable lengths in the particular machine. For
example, signal delay in 12 feet of cable between two switch columns is about
half a bit period at a clock frequency of 40 megahertz, so a 180 degree phase
difference in clock signals will compensate for that propagation delay.

TECHNICAL DETAIL ,
In the initi al Buttertty 1l production run, there are oniy two switch cojumns, not
three. These are called the requester column and the server column. The clock
master card for this configuration generates two clock signals, R_CLK and
S_CLK, for the two columns respectively. R_CLK and S_CLK may be in phase
or may be 180 degrees out of phase, as selected by a jumper on the clock master
card.

o, i g P, T T Tt e e e ey Sy Ty S e Py e My S, e T e, T e, Ty, Ty My My, T

The clock master card has a fanout of eight cards per level. The master card
alone suffices for a machine with 64 or fewer function boards. For larger con-
figurations, the clock signal is fanned out by a set of clock slave cards.

Switch Card

In the switch card, the clock signal is buffered by three drivers. One driver

- supplies clock to two SGAs and to four additional drivers, each of which send

34

clock to four function boards, if the card is in the first or last column of the
switch. The second of the three drivers supplies clock to the other two SGAs
and to four more drivers for the other four function boards. The third driver
supplies support circuits on the switch card. If the switch card isin an internal
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column of the switch, it connects only to other switch cards, not to any function

“boards.

Each of the eight function boards served by the switch card is served by a sepa-
rate clock driver on the switch card. This isolates the function board clock
signals from each other and from the switch card’s internal circuits, so failure
of a function board will not corrupt the clock signal elsewhere. Similar isola-
tion of switch cards from each other is provided by separate drivers on the
clock master (and slave) card.

Function Boards

In the function board, the clock signal is received in duplicate by the LCON.
One section of the LCON connects to the requester side of the switch, and
another section connects to the server side. The LCON receives a clock signal
from each side of the switch, and the phase relationship of these two is unspeci-
fied. The two sections of the LCON operate largely independently.

Each section of the LCON redrives its clock signal out to the SIGA, and also
uses it internally to reclock frame, reverse and eight data lines. Reclockingre-
moves skew that may have accumulated as these signals traveled to the LCON.
The frame and reverse are unidirectional signals, but the data lines are bidirec-
tional, requiring a more complicated reclocking circuit that uses different

- edges of the clock depending on the direction of the data. The LCON also

reclocks the 65-millisecond pulse received from the requester side of the
switch. .

The LCON also supplies the clock from the requester side of the switch on a
tri-statable output pin. This pin can be wire-OR’ed with the corresponding
pin on. other LCONS, and frequency divided to provide a main clock for the
function board. The Test and Control System would enable this pin on one
of the LCONS, leaving the others tri-stated. The enabling of this pin is inde- .

~ pendent of enabling the LCON’s data passing functions, so the two switches

of a machine can be tested without disrupting the function board’s clock. Al-
ternatively, the function board may supply its own clock, as discussed later.

From the generation of the clock signal on the clock master card, through the
input to the LCON, the clock signal is transmitted as a differential signal on
two wires. This increases noise immunity and isolates the clock signal from
ground noise. The actual signal names refiect this, such as “clock plus” and
“clock minus”. When the clock signal is used in logic, and on the SIGA side

- of the LCON, a single wire is used.

The SIGA receives both the requester clock and the server clock; as in the

" LCON, the SIGA has relatively separate sections to deal with the requester

and the server ends of connections. Each section of the SIGA uses its clock
signal to process the transmission and receipt of messages. Also, the SIGA
uses the requester clock signal to maintain an on~chip real time clock (RTC).
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The RTC is available to devices on the T-bus to indicate time, and also is used
internally by the SIGA in the slotted message transmission strategy, in an in-
terrupt timer, and to drive switch protocol timers. Q

Real Time Clock

RTC Implementation

Figure 3-11 shows the implementation of the Butterfly II real time clock.

Figure 3-11 Real time clock implementation.

< real time clock —> <— prescaler —

< RTC.HID & RTC.Lo > <— RTP———>

1 MHz 2 MHz

sixteen bits sixteen bits 1< one bit [< five bits 1< switch
: incre- “incre- incre- Clock

36

: ment - ment , ment
incre- - _ _

load ment clear clear clear Q _

' - y count limit

+ ——— T-bus

delay (& sixty-five millisecond pulse

The real time clock (RTC) is implemented in the SIGA chip and has a number
of components. To the T-bus, the RTC is a 32-bit register with a one-microse-
cond tick rate. To increment this register, the SIGA derives a one megahertz

- signal by dividing down the requester switch clock signal. The switch clock
is nominally 40 megahertz, but the entire switch design accommodates a clock
rate somewhat faster or slower than this. The switch clock frequency may vary

- from one application to another, so the RTC prescaler that divides the switch
clock down to one megaheriz is programmable. The Test and Control System
initializes the RTC prescaler control register in each SIGA when the system
is brought up. _ -

The RTC prescaler consists a 5-bit programmable counter that feeds a 1-bit
divide-by-two circuit, for a total of six bits. These six bits, and two bits of the
RTC, are used within the SIGA in the slotted strategy for message transmis-
sion, as well as to produce the one-megahertz clock signal. '
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TECHNICAL DETAIL -

The programmable counter that is the low five bits of the RTC prescaler starts
at zero and counts up at the switch clock frequency to a value given by a control
register set via the T-bus (normally by the Test and Control System). When the
counter reaches this value, the counter is reset to zero and the divide-by-two is
incremented. The output of the divide-by-two is the one-microsecond signal.
The switch clock frequency must be a rate that the prescaler can divide down to
get exactly one megahertz — namely, the switch clock frequency must be an even
number of megaheriz from 2 to 64.

A small Butterfly II machine may have very short switch cables and thus little
signal delay and skew, permitting a faster switch clock rate and higher per-

- formance. The initial SIGA implementation can run up to about 45 megahertz,

Sixty—five Millisecond Pulse

The sixty—five millisecond pulse is a signal generated by the clock master card
and distributed to each SIGA in the switch. It is asserted for one switch clock
period once every 65,536 microseconds, and is used to keep the RTCs synchro-
nized. When the pulse occurs, it clears to zero all six bits of the RTC prescaler,
clears to zero the low sixteen bits of the RTC, and increments by one the value
in the high sixteen bits of the RTC. Thus, the low and high halves of the RTC
are not directly connected by propagation of a cairy signal, bui depend on the

' sixty-five millisecond pulse to couple their values. Each SIGA contains a

small, programmable delay between the actual receipt of the pulse and the ac-
tions it causes on the RTC. Any T-bus master (typically the Test and Control
System) can set this delay to zero (no delay), one, two, or three switch clock
periods. '
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TECHNICAL DETAIL

The programmable delay in use of the sixty—five millisecond pulse is intended
for compatibility with future versions of the SIGA and LCON. In particular,
when the slotted strategy is used for message transmission, the arrival of a slot
begins the process of transmitting a message into the switch. The number of
switch clock cycles required before the message is actually presented to the
first column of the switch depends on the details of the processing in the SIGA
and LCON, and is not specified as a design parameter of the overall switch.
Future SIGA or LCON implementations might take a different number of
switch clock cycles to process the message through this “pipeline”. If so, a But-
terfly II machine with some early style SIGAs and LLCONs and some of later
design would give unfair advantage to messages from whichever function

board had the shorter pipeline. The programmable delay permits equalization =

of pipelines in that situation.

R R N T

Reading the RTC

Devices on the T-bus may read the RTC as a 32-bit register by using a word
read. The low or high half of the RTC may be read using a half-word read.
If the entire 32 bits are needed, a word read must be used, because two half-

-word reads will yield incorrect results if the RTC happens to tick between the

-NOTE
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two reads. The hardware ensures that a single read, either word or half-word,
will not sample the RTC while it is changing. This is important, because the
T-bus clock is now necessarily synchuonized with the swiich ciock that drives
the RTC, s0 a race hazard would exist otherwise. The configuration status unit,
a part of the SIGA, provides this guarantee. Due to the way this guarantee
is achieved, explained below, there is a one microsecond uncertainty in the
RTC value read by a T-bus device.
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WARNING TO T-BUS MASTER DEVICE HARDWARE DESIGNERS
The configuration status unit (CSU) achieves correct RTC reading by hand-
shaking with the RTC controller. This handshake waits for the next one-mi-
crosecond increment pulse from the prescaler. When the pulse occurs, the
RTC must then be read before the next increment pulse, in one microsecond.
This time includes synchronizer delay, CSU response time, and time for any
pauses that the T-bus master may cause by asserting T MASTER_PAUSE.
Therefore, the T-bus master should use extreme caution when causing asser-
tion of T MASTER_PAUSE. Otherwise, the RTC value read cannot be guar-
anteed accurate!
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Writing the RTC

Only the high sixteen bits of the RTC may be written, and a half-word write
must be used. To avoid a race condition between the write and the update per-
formed by the sixty-five millisecond pulse, the low half of the RTC should be
examined first to determine that it will not overflow until the write has finished.

Time Of Next interrupt

The SIGA supports a real-time interrupt feature for use by processors on the -

function board. The interrupt timer register is the Time Of Next Interrupt,
or TONI. The SIGA contains two functionally identical TONI registers (A
and B), and their associated circuitry. Each TONI register is 32 bits. The dif-
ference between each TONI and the RTC is continually computed, and used
to generate an interrupt signal.

The value of the RTC, treated as a 32-bit unsigned number, is subtracted from
the value of the TONI, also treated as a 32-bit unsigned number. Whenever
the result, treated as a twos complement number, is negative, two effects hap-
pen. One effect is that the TONI_INT PENDING bit in the status register
(TONI[A,B]_Config, readable via the T-bus) is set to one. This bit is cleared
only by writing into the TONI register a value larger than the current RTC val-
ue. The second effect is to assert the external pin TONI_INT, if enabled by
the Enable_Toni_Interrupt bit in the Requestor_Config register. This pin fol-
lows the state of TONI minus RTC, rather than staying asserted as the status

.Tegister bit does.

T-bus devices may read or write each TONI register at any time. Word opera-
tions must be used to write it. The CSU in the SIGA synchronizes writes with
the next switch clock period to avoid spurious interrupts. If a value less than
the current RTC is written, an interrupt will be pending immediately. Inread-
ing each TONI register, as with any SIGA internal register, all reads function
as word operations. : '

Two RTCs in Redundant Machines

Remember that in a machine with two switches, éach switch has its own clock.
These two clocks are not synchronized, so the RTCs in SIGAs on the two
switches will have different values.

Other Functions of the Clock Distribution System

The hold sighal, used to control the priority of SGA ports.as described above,
is generated by the clock master card and distributed in parallel with the

switch clock signal to each SGA. The hold signal is synchronized with the
switch clock. Potentially different phases of the switch clock are sent to the
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different switch columns, so different phases of hold are generated and distrib-
uted accordingly.

The clock distribution system shppOi’t's a clock signal called nef time. This sig-
nal is discussed in a separate section below.

The sixty—five millisecond pulse, used to keep the real time clocks synchronized

~ as described above, is generated on the clock master card and distributed

3.10

3.10.1

along with the switch clock to each SIGA. It is fanned out by separate drivers
on the clock master card (and slave cards, if any), and by separate drivers on

the switch card to drive each function board. This isolates failures, preventing

corruption of the pulse elsewhere in the system. The pulse is distributed only
via the column of switch cards on the requester side of the switch. This places
a minor design constraint on function boards. Namely, if a function board
were designed as a server only, with no connection to the requester side of the
switch, its RTC would not work. No such boards are currently planned.

Independent Clocks

Besides the switch clock, or switch clocks in a- machine configured for redun-

dancy, a Butterfly IT has other clock systems. These systems are independent,
and are not synchronized. In a machine with two switches, the two switch
clocks are independent of each other as well. The sections below dlscuss the
additional clock systems.

Test and Control System Clocks

~The Test and Control System (TCS) operates on its own clocks. The TCS mas-

3.10.2

40

ter and each TCS slave have their own, independent processor clocks. Com-
munication between the TCS master and TCS slaves is asynchronous, but the
master and slaves must use the same baud rate, nominally 125 kilohertz. The
communication between a TCS slave and the devices it controls is synchronous
with a control clock signal generated by the slave. The TCS slave program sets
the frequency of the control clock signal, nominally one megahertz. Each con-
trolled device is responsible for appropriate handling of the difference be-
tween the control clock signal and data and functions in the device.

T-bus (Function Board) Clocks

The clock used to transfer data within a function board may be synchronized
to the switch clock or may be asynchronous. Because the T-bus is considered
a part of the function board, the SIGA does not depend on the T-bus being
synchronous with the SIGA's requester or server switch clock, and performs
synchronizing as necessary to communicate correctly with both its T-bus and

the switch. There can be more than one T-bus on a function board, or addi-
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tional aSynchroﬁous clocks on a funétion board. Net time and the VMEbus

system clock, described below, are examples of the latter.

The tri-statable clock output of the LCON ch1p isintended for use when a syp-
chronous T-bus clock is desired.

An example of a non-synchronized design is- the BZVME function board,
which has a nominally 20 megahertz clock. The B2VME processor and T-bus
operate synchronously with respect to this clock, asynchronously with respect
to the switch clock.

Net Time Support

The Butterfly IT switch hardware includes support for collection and distribu-
tion of aclock signal used in certain packet switching applications. Specifical-
ly, the communication standard known as “T1” requires a knowledge of system
time. Tf multiple Butterfly II function boards perform I/O to a T1 system, they
need to have a consistent notion of the T1 system time, called rnet time.

Each Butterfly II T1 ¥/O function board may detect the net time signal. Each
server—column switch card receives the net time signal from its attached func-

tion boards, selects one of them as source, and sends this signal on to the clock

(slave or) master card, where again one of the incoming net time signals is se-

-lected. The net time signal selected by the clock master card becomes the one

redistributed throughout the switch. Itis sent to clock slave cards (if any) and
thence to requester~column switch cards, from which it is sent to function
boards.

Net time is collected and distributed with differential signals, except single en-

ded in the first step from function boards to switch cards. Distribution fanout
is performed by bussing rather than by multiple drivers.

My, P, o, e, 0, T, ", e, M, M, ™, ", ", ", ",

TECHNICAL DETAIL
T11is a synchronous, framed, 1.544 megabits per second communication stan-

..dard originated by the AT&T corporation. The initial implementation of But-

terﬂy II technology does not include any function boards for T1 1/O.

- VMEbus System Clock Support

The B2VME function board contains a general purpose interface that couples
the T-bus and an external VMEbus. This interface includes the capabiiity of
being VMEDbus system controller. As such, the B2ZVME must, among other
things, drive a 16 megahertz clock signal on the VMEbus. This signal is not
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synchronous with the switch clock, nor with the BZVME processor (T-bus)
clock. '

Switch Protocol and Message Formats

This section discusses the format and meaning of messages sent on switch con-
nections. Locking connections and the priority of messages are described in

_-sections above. Frame and reverse signals are summarized below, and then

message content is discussed at length.

Frame and Reverse

The signals frame and reverse control the connection through the switch.
Frame always travels from requester to server, the forward (downstream) di-
rection through the switch. Reverse always travels the reverse (upstream) di-
rection, toward the requester. They are important to the protocol because they
define not only the connection but also the beginning and end of messages on .
the connection.

Frame is generated by the requester SIGA and travels through the requester
LCON, SGAs and server LCON to the server SIGA. The requester and server
LCONs do not use frame to determine direction of data flow, but rather are
controlled by direction signals from their respective SIGAs. The SGAs use -
frame only to control enabling their forward drivers. The server SIGA uses
frame to detect Uie beginning and end of downstrearn messages and the end:
of the connection. Data flow is reversed by a drop in frame for just one switch
clock cycle. A drop in frame for two or more cycles indicates the end of the
connection. Because the requester SIGA generates frame, it alone controls

-the direction and termination of the connection.

Reverse is generated either by SGAs or by the server SIGA and travels back
to the requester SIGA. Reverse asserted for only one switch clock cycle is a
“reject”. A reject is understood by the upstream SGAs and the requester
SIGA as a command to tear down the switch path and abort the attempt. An
SGA generates a reject when it is does not accept a bid for an output port.
Once an incoming message is granted a port, the SGA will not generate areject
for the lifetime of the connection, although a reject received from downstream
is relayed upstream and tears down the connection, SGA by SGA, as it travels
upstream.

A server SIGA generates a reject for any of three reasons. First, if the initial
message attempts to access a T-bus device that is already locked, the server
SIGA returns a reject. (This can arise because some other device on the T-bus
may have it locked.) Only the initial message can cause a reject. In a locked
sequence, messages after the initial message may attempt access to additional
devices, but if these are already locked the response is an error message, not
a reject.
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Second, a server SIGA that is not in the idle state will reject connection at-
tempts. An example of this is when a previous, locked connection has ended,
so the server SIGA is issuing a FREE-L.OCK on its T-bus. Until it finishes
this T-bus transaction, the server SIGA rejects connection attempts.

Third, a server SIGA will reject connection attempts under control of a bit in
its configuration register, accessible via the T-bus. The server SIGA will still
complete any transactions in progress. This provides a way to gracefully re-
move the server SIGA from service, such as when testing or when changing
to the other switch of a redundant machine. The SIGA synchronizes this bit
with its internal operatlon so a T-bus device may assert or negate the bit at
any time. _ .

. Other than the single-cycle reject puise, reverse is generated only by the .server
SIGA while it supplies upstream bytes of message and checksum. This asser-

tion of reverse for at least two switch clock cycles serves as a message acknowl-
edgment to the requester SIGA. The SGAs use reverse to enable their
upstream drivers. While reverse is thus asserted, the SGAs along the path will
not tear down the connection even if frame drops. Therefore, the requester
SIGA may drop frame as soon as the first byte of the upstream response to
the final downstream request has made it through the switch. This tears down
the connection faster, making resources available for other use sooner. This
early dropping of frame is performed only on unlocked sequences, because on
a locked sequence the requester SIGA does not know that there will be no fur-
ther requests. Also, a SIGA conflguratlon register bit must be set to enable

- the quick drop

Message and Connection Boundaries

Frame and reverse define message boundaries. Frame indicates the bound-

~aries of downstream messages, reverse those of upstream messages.

When there is no connection, frame is low; frame being low for at least two
switch clock cycles is the definition of there being no connection. The request-
er SIGA asserts frame with the first (header) byte of the initial message, and
holds it asserted until the last (checksum) byte. During transmission of the
checksum byte frame is de-asserted, and immediately thereafter frame is as-
serted again. Frame is held asserted until the requester SIGA is either done
with the connection or is ready to send another downstream message on it.

If another downstream message is sent on the connection (after receiving a re-
sponse to the previous downstream message), the requester SIGA de-asserts
frame for one cycle immediately before that message begins, asserts frame dur-
ing the message except for a one~cycle de-assertion during the last byte, and
re-asserts frame after the message is sent. Thus, low-to-high transitions of
frame mark the start and end of downstream messages, but whether a down-
stream message is in progress can be determined only by tracking the history
of frame during the connection.
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Figure 3-12

The server SIGA asserts reverse during every byte of every message it sends.
Thus an upstream message is bounded by the assertion and negation of re-
verse.

Intervals of an unspecified length occur after a message in either direction.
During the_se intervals, the data lines are driven in the upstream direction. The
server SIGA presents constant padding data (all zeros) during this time.

The connection itself is also bounded by frame and reverse. The connection
(or attempt at connection) begins when frame is asserted after being low for
at least two switch clock cycles. The connection ends when frame stays low
for two switch clock cycles. For an unlocked sequence, frame may be dropped
during the response message, as described above.

Figure 3-12° shows an example of a connect;lon, 111ustrat1ng the use of frame
and reverse to bound messages.

Frame and reverse during example connection.

frame ____| L] L L L
reverse E : : N e B
-data _ [ TEE
| downstream Upstreém a downstream upstream
request response request response

'3.11.3

Basics of Message Functions

Simply put, the Butterfly II switch message supports two functions: read and
write. Requests originate exclusively at the requester end of a connection, and
responses exclusively at the server end. Each message constitutes one com-
plete request or response. The request contains a single address at which con-
secutive bytes of data are to be read or written. Data to be written is contained
in the message requesting a write. Drata read is returned in a message respond-
ing to a read request, on the same connection as the request. The amount of
- data read or written can be any of seven sizes from one to sixteen bytes.

A switch transaction may be modified by either of two properties: locked and
stolen. Locking is a property of a connection; it maintains a switch path open
so multiple messages may be exchanged on the connection, and excludes in-
terfering actions at the server device. Stolen is a property of a location ac-
cessed in a server device; it provides a kind of mutual exclusion lock useful in
parallel processing. Both locking and stealing are supported by bits in the mes-
sage format. '
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Every request presented to the switch is actively acknowledged in some way.
This is an important feature of the Butterfly Il switch protocol. For example,
it is never assumed that a write request was correctly received and executed. -
After every request, the requester SIGA is in a waiting state, from which one
of two resolutions will follow. Either an acknowledgment will be received (with
data, if the request was a read), or an error will be detected and reported.

3.11.4 - Message Components

Messages are made of four major components. Not all components are pres-
ent in every message, but when present they appear in the order described here.

¢ HEADER - contains routing and priority; also called BID BYTES.
Present only in initial message on a connection, thus only in downstream
messages. Consumed by SGAs as the message traverses the switch. The
rest of the message is called the BODY.

e COMMAND - contains fields specifying locking, function (read or
wnte) size, and address. Present in every downstream message, never
in an upstream message.

e DATA — contains information needed to perform the function of the
message. Content varies depending on the purpose of the message.

o ina downstream write request, the DATA component contains the
data to be written.

O

in an upstream response to a successful write request, the DATA
component contains one byte of unspecified value.

o in an upstream response to an unsuccessful write request, the
DATA component contains one error code byte.

o in a downstream read, the DATA component is absent.

o in an upstream response to a successful read request, the DATA
component contains the data read.

o inanupstream response to an unsuccessful read requ’est; the DATA
component contains all data that was read before the error oc-
curred, or through the word with a stolen bit set, whichever occurs
first, except that the least significant byte of the last word is re-
placed by an error code. Only this last word is presented to the re-
quester device.

s CHECKSUM BYTE — contains bits for error indication and stolen in-
dication, and a “checksum” field. Present in every message.

o ERROR BIT - indicates an error, in upstream messages only. Un-
used (zero) in downstream messages. Determines whether data by-
tes contain valid data or an error code.
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o STOLEN BIT — supports memory access protocol. Present in all
messages. Modifies interpretation of data bytes in an upstream
. message.

- o CHECKSUM — detects transmission errors. Present in all mes-
sages. - ‘

The following sections describe these message components in detail.

Message Header

.- The purpose of the message header is to set up the path through the switch.

Consequently, it contains the priority and routing information used to bid for
an output port at each switch column, and is consumed byte-by-byte as the
message establishes the connection. When the message arrives at the server

" LCON, no header remains. Only an initial message contains a header, thus

only downstream messages can have headers, and therefore only a requester
SIGA is able to generate a header. The bytes of header are sometimes called
bid bytes. ‘

Message header for a three~column, base-8 switch.

bit 7 bit ©

v V

O 0 PL PO O R8 R7 R6 =& first byte sent
©C 0 P1L PO O R5 R4 R3
0O 0 P$I PO O R2 R1 RO % last byte sent

-P1..P0 = priority from T-bus
00 = high
01 = low ‘
10 = unused, functions as high
11 = unused, functions as low

R&8..RO physical route address

Figure 3-13 shows the header format for a three-column, base-8 switch. The
priority bits appear in each byte so they are readily available to each SGA as
it processes the first byte it receives. The physical route address derivation
is explained below. . For a two-column switch, the first byte is not sent, only
the middle and last bytes. For a one-coluinn switch, only the first or only the
middle byte is sent (see note below).
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Figure 3-15
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TECHNICAL DETAIL

A set of four chips of the original SGA design implements an eight-by—eight
crossbar. The SIGA supports both this design and a sixteen-by-sixteen switch
node. The message header for the latter, a base-16, three-column switch, is
shown in Figure 3-14. In a two—column switch, only the middle and last bytes
are sent. In a one—column switch, only the first or only the middie byte is sent
The three bits of random number are obtalned from the random route genera-
tor described below. :

Base-16 switch message header format.

bit 7 bit 0
0 Pl PO N2. NI NO RS = first byte sent

0
0 0 P1L PO R7 R6 R5 R4
0O 0 Pl PO R3 R2 R1 RO ™ last byte sent

.PO = priority from T-bus

R8..R0 = physical route address
N2..N0O = random number

A configuration register in the SIGA selects whether base-8 or base-16 mes-
sage headers are generated. Two additional bits control whether one, two or
three bytes of header are sent. Two bits provide four values, but only three
are apparently necessary; the fourth value selects an alternate form for one-
byte headers, as shown in Figure 3-15. For a base-16, one-column switch, the
alternate form is not useful because of its randomized bits.

Switch size specification for message header.

for switch <coll bit c¢ol2 bit bytes sent in header

3 column 0 0 first, middle, last
2 column 0 1 middle, last

1 column (std) 1 0 - middle

1 column (alt) 1 1 first

February 14, 1990
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' Whatever the switch base and the number of columns, the header contains a

number of bytes equal to the number of switch columns, and two raised to the -
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power of the number of routing bits per byte is the switch base (modulus).
For example, a base-eight (23) switch requires three routing bits per byte.

_Physical Route Address

- The switch route address on the T-bus undergoes two transformations to gen-

erate the physical route address used in the message header. The first transfor-

mation supports optional interleaving. The switch route address on the T-bus

(T_AD<33.25>) can be used directly (non-interieaved) or as transformed
by the interleaver (bits MOD < 8..0>). The interleaver output is used if both
the SIGA's INTERLEAVED pin is asserted during the T-bus request cycle,
and the Enable Interleave bit in the requester SIGA’s configuration register
is asserted. Otherwise, the address straight from the T-bus is chosen. The
result of this choice is the logical route address, and is used both in the second
transformation and as input to the checksum calculation.

The second transformation takes the logical route address into the physical
route address by randomizing some of its nine bitg. If a Butterfly II machine
has enough function boards that all available switch paths are essential, then
all switch addresses are distinct and none of the bits should be randomized.
Some smaller configurations, however, have alternate paths terminating at the
same server. For example, a two-column machine with only eight function
boards may be configured to have eight paths to each server. Using alternate
paths reduces contention within the switch and can provide robustness against
failures of switch hardwarein internal columns. The SIGA contains a nine-bit

~ route address mask register and a random route penerator, a random number
- generator described in the note below. In each bit position where the mask

contains a “1”, that bit is taken from the random route generator. Where the
mask contains a “0”, the corresponding bit comes from the logical route ad-
dress. The result is the physical route address used in the message header.

Figure 3-16 Example of a switch with alternate paths.
g Y
10 _ SUT— to
rep%ﬁt??r: 1 switch switch | :?)rr\t":ron
function —_— card card I function
- boards . | — — boards
N —/
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TECHNICAL DETAIL _

The random route generator is nine bits of an on-chip, 11-bit maximum se-
quence generator (x11+x2+ 1), updated at the T-bus clock rate, and reset via .
the T-bus. Resetting the generator ensures it is not in its dead state (all ones).
Typically, the TCS or a bootstrap program will reset the generator during sys-

" tem startup. Each SIGA has two random number generators: the random

route generator described here, updated at the T-bus frequency; and the gen-
erator used in the random strategy for message transmission, updated at the
switch clock frequency. ‘

e e W W e W W w ww w w w h  h M E W . - . . w o m w w W e
", "y, M, ™, M, M, e, T, R, ", " ™, M M M, " M ", M, M, ", e, ", ", M, e,

Message Command

The command component, present only in every downstream message, is
shown in Figure 3-17. Locking is described in a section above.

Message command format.

bit 7 ‘ bit ©
L \

L1 LD W1 WO 82 81 SO A24=% first byte sent
A23 A22 A21 A20 Al9 Al8 Al7T Al6

©A1S AT4d AT3 C ATZ CATL CALD A9 AR
A7 AB AS A4 Al A2 Al - A0 =% last byte sent

Li..L0 = lock operation from T-bus: T LOCKOP<1..0>

00 normal
01 bypass
10 open
il maintain
W1l..Ww0 = low two bits of field from T-bus: T RR<1..0>
00 write
01 "read
10 auxiliary write
11 auxiliary read
$2..80 = size information from T-bus: T_SIZE<2Z,.0>
000 4 bytes
001 1 byte
010 2 bytes
011 3 bytes
100 4 words

101 (illegal)
110 2 words
111 3 words
address information from T-bus: T _AD<24..0>
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Message Data

The format of the data component of a message depends on several factors.

In a write request or a response to a successful read operation, the message

Figure 3-18

The simple case is described below, followed by the changes brought about
by special conditions.

contains the data to be written or the data that was read, in “big-endian” for-
mat. That is, the most significant byte of each word is sent first. Figure 3-18

“shows the format of data in a one-word write request message, or a one-word

successful read response message.

a

Big-endian data format.

bit 7 bit ©

\ . | Y

D31 D30 D29 D28 D27 D26 D25 D24 first byte sent
- D23 D22 D21 D20 D1% D18 D17 DI6

D15 D14 D13 Di2 D11 D10 D& D3 )
D7 D6 D5 D4 D3 D2 D1 DO - last byte sent

Two~, Three- and Four-word Transfers

If two, three or four words are written or read, the words at successively higher
addresses follow the first word in the data of the message.

One-, Two- and Three-byte Transfers

If only one, two or three bytes are requested, a full word nevertheless appears
in the message. The bytes to be written or read appear in the message data
in the same position they would in memory. For instance, a two-byte transfer
of the most significant half of a word occupies D31 through D16 of the mes-
sage. In a write operation, the unused bytes of a one—, two- or three-bvie trans-
fer are ignored, and in a read operation those bytes are whatever data
accompanied the requested byte(s) on the T-bus. Thus it is the responsibility
of the T-bus device originating a request to place write data in the correct posi-
tion within a word, and to extract read data from the appropriate place in the
response word.

- Write Response

50

The data component in the response message to a write is always one byte,
regardless of the size of the request or the success of the operation. If the write
is successful, the numerical value of the response data byte is unspecified. If
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the write is unsuccessful, the byte contains an error code. The error codes are
described in a section below. The error bit in the checksum byte indicates

" whether an error occurred, and thus whether the data byte contents are un-

specified or are an error code. In a multi-word write, it is impossible to tell,
from the message alone, which word(s) caused the error.

Read Response
The response to a read request always contains a data component of one, two,

three or four words. If the 1ead operation is successful, the response contains
the requested data. '

If the read operation encounters a word with the stolen bit asserted, special

action is taken. The server SIGA proceeds to read all requested words from
the T-bus, but any data past the first word with the stolen bit asserted are not
included in the response message. The SIGA asserts the stolen bit in the
checksum byte of the response. Therefore, if the checksum’s stolen bit is a
“one”, the requesting device must be aware that the message may not contain
all the words it requested. The last word returned is the first word whose stolen
bit was asserted on the server’s T-bus.

The response to an unsuccessful read request may be different in the switch
than as delivered to the requester device. The server SIGA reads from its T-
bus all the data that is requested, until the error occurs. Sonte of this data may
be correct, depending on the server device; the T-bus specification requires
only that an error be generated if the operation as a whole is flawed. If a stolen
bit is encountered during this reading, any data after the word with the stolen
bit is discarded. The least significant byte of what is now the last word is re-
placed by an error code. The server SIGA sends these word(s) as the message
data, and asserts the error bit in the checksum byte. The requester SIGA, how-
ever, places on its T-bus only one word, with the error code in the low byte.

Thus, the response seen by the requester device to an unsuccessful read request
is atlways one word. The numerical value of the high three data bytes is unspec-
ified; the low byte (D7..D0) contains an error code described later. In a multi-

word read, it is impossible to tell, from this response alone, which word(s)
caused the error. '

Message Checksum Byte

The last byte of every message is a checksum byte, shown in Figure 3-19.
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Checksum byté format.

bit 7 , - o bit 0

0 0 E S CS3 (€S2 CS1 CS80
E = error bit

S . = stolen bit

C83..CS0 = message checksum
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HISTORICAL NOTE

‘Bit 7 of the checksum byte was once defined as “forward driver enable”. De-
fined for downstream messages only, a “1” would enable the forward driver

circuits on the next clock cycle. In the initialimplementation of the SIGA, how-

ever, this bit is always a “0”, "and in the initial implementation of the SGA this

bit is ignored.

W My
"y i, o,

My g T M T S, M M, e M Ot M e e e, T, e e, M T, M, M,
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E_rror Bit

~ ‘"i'he error bit is derined oniy for upstream messages, wherea '1” indicates tnat-

the immediately preceding byte — that is, the last byte of the data component
— contains an error code. A “0” indicates no error. This bit is always a “0”

in downstream messages.

Stolen Bit

T T T T T T T T T o P M T M e O T T O o T T T T T A P T P L I P T T M M
e e

STEAL MECHANISM NOT IMPLEMENTED

The switch hardware implements the stolen bit as described in this chapter,
but the rest of the machine as produced does not use this bit. Therefore, the
steal mechanism is not avai}able to software.

bt h o h e h T ke h e e e T Wt e e Ch M W h kW % o N k. k. N T W
", ", ", ", ", M, i i, T M M, i i T, T M " T ", T T T, M, M, T M, M, T P, e, T e, M, e M ", S, T, ", M, M, ",

The stolen bit is defined for both downstream and upstream messages. Ina
write request it asks to write the stolen bit of the given address. Normally, only

“a full word is stolen. Asserting the stolen bit on a2 one-, two- or three~byte

write, however, is not prohibited by the switch and is presented as such to the
server T-bus. Asserting the stolen bit on 2 multi-word write is defined as ille-
gal by convention. This convention may be enforced by enabling “stolen
verify” errors, but for this to be effective the message transmission anticipation
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must be set for maximum delay, so the error is detected before the invalid re-
quest is transmitted. If the server SIGA receives a multi-word write request
with the stolen bit on (in V101at10n of the convention), the SIGA acts as if the
bit were zero.

- The Stolen bit is always “0” in a write response (that is, upstream).

The stolen bit is always “0” in a read request (that is, downstream). .

In a read response, the stolen bit indicates that the last word returned is stolen,
and that subsequent words requestied, if any, are omitted from the message.

" |,.| -I"Ir. ~I‘h‘ l"'l.. ""J-. ‘I"ly. q"h.lll‘lt.l“'h. lu'l«,.l.‘lu‘ 1"4-. ““h..ll'lm ul'lu. .u'h. .I.‘h. .h'h.-"'ln‘ .."h. .“'Ju. -H'lu. .."ln l."h. lll'h. .'J'I\. 1"I.‘ .h'h. .I“l.. ‘I"lu‘ w'h. ‘I“ln. iiiii h, .'Il'l» -Jl'h. ""lv."‘l'hr“.‘ll ”"lk ‘:Ihl- l"'lw. ‘Il'il‘ ."l"l- ‘I‘"h "I‘ll “"' '

TECHNICAL DETAIL ‘
In servicing a read request, the server SIGA reads all requested data from the
T-bus, aborting the process only upon error. Encountering a stolen bit does
not abort the reading; any further data requested is read from the T-bus, but is
not sent over the switch in the read response.

T T T e T T T T T T T T T T
T, ", ", T, ", T, B, T, ", g, T, T, ", ™, i, ", M, e,

Checksum Field

The checksum is generated and checked for every message, both downstream
and upstream. For either an upstream or a downstream message, all bytes of

~ the data component, and the high four bits of the checksum byte, contribute

to a message’s checksum. In dowistream messages, all bytes of the command
component (including the address) also contribute to the checksum.

If the message is an initial message, it contains a header, but the header s not
included in the checksum. Instead, the requester SIGA uses the logical route
address, an intermediate value obtained during computation of the physical
route address as described above. The bits of the logical route address are
combined to form a header partial sum, to which the checksum unit is initial-
ized. For all other messages — both non-initial messages of a locked transac-
tion, and all upstream messages — the checksum unit is initialized to zero.

To check the validity of initial messages, the server SIGA initializes its check-
sum unit to the header partial sum that would deliver a message to this SIGA
if the switch is working correctly. The SIGA obtains this 4-bit value from its
Server_ConfigA register, which in turn is initialized via the T-bus, typically

by the Test and Control System during system startup.

Each bit of the checksum is the exclusive-OR of the contributing bits. Each
contributing bit affects only one of the four checksum bits. This is shown in
Figure 3-20.
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Checksum calculation.
LR8 header partial sum, uses bits
LR7 'LR6  LR5 LR4 from logical route address, and is
LR3 LR2Z LR1 LRO included for initial messages only
L1 LO Wl WO command component, present
S2 S1 S0 AZ24 in downstream messages only
A23 A22 A21 A20 |
Al9 A18 Al7 AlS
AlS5 Al4  A13 Al2 : °
All Al1Q A9 AB
AT A6 A5 A4
A3 A2 Al AQ
D31 D30 D29 D28 data component.
D27 D26 D25 D24 -
‘D23 D22 D21 D20 more bits with same format
D19 D18 D17 D16 for multi-word transfers
D15 D14 D13 D12
D11 D10 D9 D8 _
D7 D6 D5 D4 only one byte (D7..D0)
D3 D2 D1 DO V¥ for write responses.
F 0 E S lhigh four bits of checksum byte
T T—XOR of these bits = CSO
; XOR of these bits. = CS1
XOR of these bits = CS2
XOR of these bits = CS3
3.11.9 Message Sizes
The maximum message size is important because it places an upper bound on
the amount of buffering required for a message. The largest message is 24 by-
~ tes, including all components. It is a four-word write request in a three—co-
- lumn switch. The header is three bytes, the command is four bytes, the data
is sixteen bytes, and the checksum is one byte. The largest upstream message
is a four-word read response, which has 17 bytes.
The minimum message size is important because it must not be mistaken for
- connection control functions. In particular, both a drop in frame and an asser-
tion of reverse for one switch clock cycle have special meanings. The smallest
message is two bytes, a write response, which always has one byte of data and
one byte of checksum. The smallest downstream message is read request in
54 BBN ACI Proprietary February 14, 1990
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a two~column switch, which has two beader bytes, four command bytes, no
data componerit, and one checksum byte, for a total of seven bytes.

Switch_ Protocol Timers

The SIGA implements two timers to detect major problems in switch transac-
tions. One timer is a reject timer, the other a connection timer. The reject
timer limits waiting for a connection to be established, and the connection tim-
er limits how long a connection, once established, may last.

Reject Timer

The reject timer limits how long a requester SIGA will repeatedly try to estab-
lish a connection in the face of repeated rejects. The reject timer is a four-bit
counter that is initialized when the first transmission of an initial message be-
gins, and is counted down. If it underflows, that is remembered. Each time
the requester SIGA receives a reject, it checks whether the reject timer has un-
derflowed. If not, the message is retried after a delay. If underflow has oc-
curred, the requester SIGA makes no further retries and reports an error (code
Rej TO)to the T-bus device. A configuration register, available on the T-bus,
contains two parameters of the reject timer. One parameter is the four-bit
value loaded into the counter. The other selects the rate at which the counter
is decremented. The decrement signal is taken from the low-to-high transition
of one bit in the low half of the real time clock. The configuration parameter
selects which bit is used, The clock counts at a one megahertz rate, and func-
tions here as a variable prescaler. If the value of the four-bit prescale selection
parameter is N, the output of clock bit N is used to decrement the reject timer.
Thus the timeout value is '
' initializer x 2(rescale + 1) microseconds,
with an uncertainty of 2(Preseale + 1) microseconds.

Connection Timer

The connection timer limits how long a connection may be held. The connec-
tion timer is an eight-bit counter that is loaded each time an.initial message

-transmission is begun, whether it is the first try or a retry. (Here, “initial mes--

sage” means the first message on a connection, establishing the connection.)
If the counter underflows, the requester SIGA tears down the connection, even
if it is locked. The requester SIGA also reports an error to the T~bus device,
but the code and timing depend on whether the requester SIGA is waiting for
a message acknowledgment (assertion of reverse for at least two switch clock
cycles). If awaiting an acknowledgment, the error code Wait_TO is reported
immediately. If not awaiting an acknowledgment, the requester SIGA waits
until the T-bus master makes another request of the SIGA, and then returns
the error code Idle TO. Meanwhile, the requester SIGA remains “locked”.
If some other T-bus device makes a request of the requester SIGA while it is

BBN ACI Proprietary 55




. 3: The Butterfly Il Switch

TC2000 Hardware Archirecture -

locked, the SIGA returns a REFUSED-LOCKED error 10 it, 80 the Idle-TO
is not delivered to the incorrect device. If the correct device issues a FREE-
LOCKS while the requester SIGA is locked, the Idle-TO error is forgotten.

The connection timer is initialized from eight bits of a configuration register

31111

3.12

3.12.1

available on the T-bus. ‘It is decremented at one megahertz, so the timeout
value is up to 255 microseconds, with a resolution and uncertainty of one mi-
crosecond.

The Switch as a T-bus Device

THIS SECTION SHOULD INCLUDE DISCUSSION OF ERROR DETEC-
TION AND REPORTING IN GENERAL, AS SEEN BY THE REQUEST-
ING T-BUS DEVICE. ALSO, SOME THINGS CAN GO IN SIGA CHIP
DISCUSSION INSTEAD OF HERE.

SEE THE B2VME CHAPTER FOR LIST OF ERROR CODES, AND SIGA
SPECIFICATION FOR DISCUSSION OF SIGA ERROR DETECTION
LOGIC. | -

Switch Chip Set: SGA, LCON, SIGA

LCON

The pfimary purpose of the LCON (Level CONverter) is to translate signal

levels between the switch and the function board. This conversion, and other
aspects of the LCON, are discussed below. Last, there is a description of each
signal pin.

Level Conversion and Signal Integrity

The SGA and discrete circuitry on the switch card are 100K ECL devices run-
ning between -4.5 volts and ground, with nominal signal levels of -0.9 and -1.7

- volts. The SIGA and other circuits on the function board run at the conven-

56

tional TTL voltage, + 5 voits. The LLCON converts between these levels. To
accomplish this, the LCON is implemented using a gate array with “mixed
mode 1/0”. That is, all internal gates are ECL, while macros (components of
the chip) are available that accept TTL levels on input and drive TTL levels
on output. To do this, the LCON requires power at both + 5.0 and -4.5 volts.

BBN ACI Propristary February 14, 1990

9,




e,

O

TC2000 Hardware Archirecture s S 3: The Butterfly If Switch

NOTE

February 14, 1990

TECHNICAL DETAIL

The gate array device used for the LCON is intended to be run at -4.5 volts, like
any other 100K ECL device. 1t runs satisfactorily at -5.0 volts, the only draw-
back being increased power dissipation. The Butterfly Il runsit at-5.0 voltsto
simplify power supply requirements.

l"I .”'h. "I:ﬁ. ‘Il‘h‘ "l...- ul'h. .I[‘h. .."h. .I"Iw. -Illim lll'l.‘ .‘Ili., .H'H. ‘II‘I-‘ .‘"1., ‘I"I-.:.‘l‘h. .,Ihly, .Il'h. ‘II’I-. ““““ M . ”"k .u'lu ‘ll‘lu‘ .."k._ .IHI;, .l"l‘, .II’I,‘ ""I., ""1., “"h_ ‘ll‘l.\ q"h, ..I'In, q.l"' .|J|Iw, lllllh ""h. ‘IE‘h. "“I«. .Illln .’.|||‘ ‘l"l- "I'I-. .'I'h. .il'k.

The Butterfly I signalling environment is 50 ohms. Bidirectional data lines
are terminated in 50 ohms (to"-2 volts) at both ends. Therefore, the LCON
and SGA must drive a 25-ohm DC load. Further, the far end termination re-

- sistor should not be shunted with any low impedance from the inactive driver,

so0 “cut-off” drivers are used. These drivers go to a low state that is lower than
the standard 100K ECL level. This ensures that the base-emitter junction of
the output emitter follower is reverse biased and therefore presents a high im-
pedance. '

Reclocking

The LCON reclocks the signals data, frame, reverse and the 65~millisecond
pulse, to reduce timing uncertainty in these signals. As a signal passes through
a series of gates and cables, the minimum and maximum propagation delays
accumulate, resulting in a large period of uncertainty following a change in the
input signal. By clocking the signal through a register (flip-flop) stage, howev-
er, the uncertainty is reduced to the clock-to-Q propagation delay of that reg-
ister, at a penalty of ane clock cycie delay.

Figure 3-21 shows the reclocking of a data signal in the requester section. Be-
cause data signals are bidirectional, reclocking is more complex for them than
for other signals. A unidirectional signal requires only the upper or lower half
of the circuitry shown. Signals from the switch to the SIGA are clocked on
the falling edge, while signals from the SIGA to the switch are clocked on the
rising edge.
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LCON reclocking example.

1 © forward

TTL clobk < : enable

SIGA—

58

[:> D Q [l>

(TTL) - | (ECL)
———— SWITCH

] Q D e

7

backward {IC ECL clock
enable - T

Pa¥

Enabling Data and Control Signals -

Because data pins are bidirectional, they must be “turned around” when the
direction of data flow changes. The SIGA controls the turn around via the
signals nrqbek and nsvbek. Frame and reverse pins are always enabled during
normal operation, and are disabled only when it is necessary to isolate the
LCON from the SIGA or from the switch for diagnostic purposes, or when the
system is changing over from one switch to the other. When disabled, the
frame and reverse outputs on the switch side are gated to produce a logical
0 level, and those on the SIGA side are tri-stated. While enabling or disabling
these control signals, the switch (or both switches) should be quiescent to en-
sure no broken messages are produced.

The tri-statable clock output can be enabled and disabled independently of
the LCON requester and server functions. In a function board that derives
its processor clock from this pin, the separate enable allows testing and use
of the switch path, and changing from one switch to the other, without disturb-
ing the processor clock. The 65-millisecond pulse is always enabled.

LCON Signal Pins

Figure 3-22 shows all electrical connections to the LCON, other than power
and -ground pins, and the three sections of the LCON. Signal names in the
requester and server sections are identical except that a leading r or s specifies
requester or server. The “data” pins are bidirectional; all other pins are unidi-
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rectional, except for testability (described below). Signals shown on the left
side of the LCON are TTL levels, and signals on the right are ECL. levels. The
left side connects to the SIGA, and the right side to the switch. The miscella-
neous section is mainly the TCS interface.

Signals are asserted with a high level, except for the negative sides of the four
differential pair clock inputs, and for the four signals nrgbck, nsvhck, nreset and

" nenle. The nrqbek and nsvbck signals come from the SIGA and tell the LCON

whether the direction of data flow is forward (high, de-asserted) or backward
(low, asserted). These names are mnemonic for “not requester backward” and
“not server backward”. The nreset signal is discussed in the section on reset-
ting the LCON, and the ncnle signal is part of the TCS interface.
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TTL SIGNALS

LCON input and output sighals.
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ECL SIGNALS

- reqfri —%I

reqrvo € ———
nrgbck —0

reqt<7..0> @-

8
rolttl <——
srvirg <——
s ———
nsvbck ——=>0]

svi<7.0> @

8
scittl <l

sfmttl <—
tsclk <

nreset ——=>0|
forcen ———>
orout €<——
negorout €

cntrlc ———>p

cntrli ———>
ncnie ——>0|
cntldo €<—
nettime <———

ttitime ————>

REQUESTER

SERVER

MISCELLANEQUS

regfro
reqrvi

reqe<7..0>

rclpls
rcimns
>
srvfri
SrVrvo

srve<7.0>

sclpls

SCiming

sfmpls
sfmmns

actsto

é———.' tempin
(analog signals)

————> tempout

<— etimpls
O<—— etimmns
——>> enettime
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The LCON signals are described in Figure 3-23. For signals that are passed
through the LCON, the “direction” column uses the symbol = to indicate from
SIGA (TTL) to switch (ECL), the symbol « to indicate the opposite, and «
for a bidirectional signal. Note that = is the forward direction for the request-

er, but is the reverse direction for the server section.

Figure 3-23 LCON signals: requester, server and miscellaneous.
TTL signal Direction ECL signal Type Comments
regt<7.0> = rege<7.0> reclocked bidirectional data
regfri = reqfro reclocked unidirectional frame
Teqrvo = ~ reqrvi reclocked unidirectional Teverse
nrgbek — - . input direction control
reltt] = rclpls redriven unidirectional clock
: rclmns
sTvt <7.0> = srve<7.0> reclocked bidirectional data
srviro = srviri reclocked unidirectional frame
srvIvi = SIVIVO reclocked unidirectional reverse
nsvbck - — input direction control
sclttl = sclpls redriven unidirectional clock
- sclmns
tsclk — - output function board clock
nreset — - input reset
cntrle — — input TCS clock
entrli — ~ input TCS data in
ncnle — — input TCS execute
cntldo —_ — output TCS data out
stmitl - sfmpls redriven unidirectional 65 millisecond pulse
sfmmmns
nettime pu— etimpls redriven unidirectional . systern net time
etimmns to function board
 ttltime = enettime redriven unidirectional function board net time
' to clock master card
— — actsto output AC parametric test
orout — — output OR tree
negorout - — output: OR of negative inputs
forcen — — inpu.t force enable
- — tempin analog input - temperature
tempout analog output sensing diode

February 14, _1 950
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LCON TCS Interface

The LCON has a Test and Control System (TCS) interface that allows a simple
microcomputer to enable, disable, monitor, test and reset the LCON. Other
circuitry allows convenient testing of all LCON pins not testable by the TCS
interface. I

Some details of the LCON TCS interface are covered in the TCS chapter.

Resetting the LCON

There are two ways to reset the LCON: assert the “nreset” pin, and issue the
reset command via the TCS interface. The latter clears.only the latches con-
taining the three enable bits (for requester section, server section and tri-state

~ clock output) and the divider chains for monitoring clocks. It does not clear

any of the flops used to pass data and control signals.

The nreset pin, however, drives the reset input of all internal flip-flops. Also,
as an aid to in-circuit testing, as long as the nreset pin is held asserted all TTL
outputs (except as noted here) are tri-stated and all ECL outputs are held in
the low state. The TTL clocks (rclttl and sclttl) are not tri-stated because they
are in the critical timing path and tri-state buffers are slow. Nor are “orout”
and “negorout” tri-stated, as noted in the section on testability.

Because the requester and server clocks run continuously and the nreset signal
is not synchronized inside the LCON, it is possible that the data, frame and

reverse fiops couid go metastable If nresei were de-asseried just as a fiop is
clocked. The enable latches and the TCS command shift register are clocked

only on command from the TCS, and so do not have this problem. Since the
enable latches are guaranteed to be clear after reset there is no chance of an
LCON sending garbage on system turn—on.

Dedicated Test Pins on the LCON

Besides the TCS interface, the LCON provides three facilities for testing be-
fore and during operation. These are the OR~tree, the AC test output, and
the temperature sensing diode.

Asserting the nreset pin allows an external agent; such as an in—circuit tester,
to drive the pins that normally are LCON outputs. These, and many input
pins, are OR’ed together to drive the “orout” pin. To do this, the LCON pins
that are functionally just outputs are implemented as bidirectional; the only
connection made to the input side is to the OR-tree. The in-circuit tester uses
orout by bringing all inputs low, then toggling them one at a time and watching
to see that orout toggles also. This verifies a limited amount of device function-
ality and, more important, contact between LCON pins and the board. A re-
quirement of the simulation and test tools is that differential pairs must always

- be driven with complementary values. Consequently, the negative sides of the

62
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four differential pair clock inputs are OR’ed into a separate tree that drives
the “negorout” pin.
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TECHNICAL DETAIL
The OR-tree has 57 inputs. The requester and server secctions contribute 22

. inputs each. (Thelr TTL clocks are excluded as noted above, and their negative

ECL clock is in the negout OR-tree.) The remaining 13 inputs are sfmittl, tsclk,
forcen, entrle, cntrli, ncnle, entldo, nettime, ttltime, sfmpls, aststo, etimpls and
enettime.

M, M, ", M, ", M, M M i, P, M, M, ", M, ", M, M, ", ", T, ",

The “actsto” signal is the output of a 6-stage ripple counter driven from the
requester clock. Its propagation delay is a rough indicator of device speed,
and is large enough to be measurable on production test equipment.

The “tempin” and “tempout” pins connect to a diode on the chip. By injecting
a known current (e.g., 100 microamperes) and measuring the voltage drop, the
die temperature can be monitored during operation. The proportionality be-
tween temperature and voltage may differ from one fabrication lot to another.

SGA

Figure 3-24 shows the basic data paths and functional blocks of the SGA

.. {Switch Gate Array).. .
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Figure 3~-24 SGA block diagram.
level
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X X X X
OUTPUT CHANNELS

The SGA is essentially a4 x 4, bidirectional crossbar switch. Each input chan-
nel and each output channel has eight bidirectional data lines, plus various
control signals (frame, reverse, and signals for arbitration betweéen SGAs).
Clocked at 40 megahertz, the SGA provides a bidirectional throughput be-
tween input and output of 320 megabits per second per channel.
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TCS Interface

The SGA has a Test and Control System (TCS) interface that allows a simple
microcomputer to read and write bits within the SGA independently of the
crossbar data paths. Using this interface, the TCS can monitor the status of
message traffic traveling through the SGA, and turn input and output ports
on and off in the event of a hardware failure. The TCS interface can also sense
individual forward data path input signals and control individual forward path
output pins to allow switch path connectivity testing in operational systems.
Other circuitry allows convenient testing of all SGA pins not testable by the
TCS interface.

Data Paths .

The data path for all channels is similar. Downstream data arriving at aninput
channel is buffered immediately upon entering the SGA. The buffered data
values are routed to the conpection control logic and to the corresponding in-
puts of four multiplexors, ‘one for each output channel. Each multiplexor is
an 8-bit wide, 4-to-1 selector that determines which input channel, if any, is
connected to a given output channel. The outputs of each multiplexor are con-
nected to an 8-bit register (not shown), where the data is reclocked. The regis-
ter outputs connect through high power bus drivers to the output channel data
pins. Similar circuitry going from output channels to input channels makes
each path b1d11‘ectlonal

Controi Logié )

The functional blocks SOM detect (Start Of Message detector, also called
SOMDET), ARB (arbiter) and CNCT (connection) process arriving control
and routing signals and establish connections.

Each input channel has its own SOM detector block. This block monitors the
channel’s input control and data lines for the start of message condition (frame
going high after being low for two switch clock cycles). When this is detected,
the SOM detector requests a connection to the appropriate output channel,
by asserting a bid signal for that output channel.

The on-chip bids for a given output channel are processed by the arbiter logic.
It chooses which input, if any, will be connected to the associated output chan-
nel. The choice is made at random from the bids that have sufficient priority.
The arbiter tells the connection block which input channel has been chosen.

The connection logic uses the input channel selection (“who”) information
from the arbiter and bids from another SGA to inform the SOM detector that
a connection has been made, and maintains the connection until itis no longer

-used. The connection logic directly controls the select lines of the downstréam

multiplexors, while the upstream multiplexors’ select lines are controlled by
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the SOM detectors. The connection logic enables the output data drivers in
time for transmission of the second byte of the incoming message; the first
byte, carrying routing information, is consumed by the SGA. '

For a connection to be made, the following conditions must be met:

¢ The output channel must be not busy (outgoing frame signal low for two
consecutive switch clock cycles).

s  Some inpﬁt channel must be bidding for the output channel; and if the
output port is at high priority, then the bid must be high priority also.

s The paired SGA, that can also drive this output channel, must not have
a competing bid for the same output channel that takes precedence over
this SGA’s bid. Bids of equal priority are resolved by random choice in
the CNCT logic. ’ - '

® The output channel must be enabled.

e The SGA must not be in the process of being reset.

After making a bid, the SOM detector remembers that a connection attempt
is in progress. If the connection block does not inform the SOM detector that
a connection is made, the SOM detector generates a reject — it asserts its re-
verse upstream output for one clock cycle.

Correspondingly, a reverse coming into the SGA from downstream is detected
by the connection logic. The connection logic then forces the outgoing frame
low for two switch clock cycles and frees up the output channel for other work.

"The SOM detector noiices e downsirean icject and passes it along up-

stream.

Pin Signals

The SGA pins fall into six categories, listed below. When a signal is associated
with a particular input or output channel, its name begms with “I” or “O” fol-
lowed by the channel number, 0, 1, 2 or 3.

~ ® Device control signals

» TCS interface signals
e Switch operation control signals -

. In_pﬁt channel data and control signals
¢ OQutput channel data and control signals

o SGA pair output channel arbitration signals

The signals in each category are described below. Except where noted, the high
logic level is the asserted state and causes the action described.

BBN ACI Proprietary February 14, 1990
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Figure 3-25 ° SGA signals.

® Device control signals

o ALLDIS — Input. Disables all but two output pins; enables those
two (OROUT and DLYOUT), which are otherwise disabled.

o MRESET ~ Input. Resets all SGA flops at the next clock high.
Every flop is reset except the port disable latches of the TCS logic.

o CILKMNS and CLKPLS — Inputs, differential pair, always the
complement of each other. Synchronous clock used by all SGA
. flops.

o TEMPIN and TEMPOUT — SGA junction temperafurc sensing
diode. TEMPIN = -diode anode, TEMPOUT = diode cathode.

o OROUT — Output. The output of an OR gate whose inputs are
all pins not otherwise testable for connectivity. Also see ALLDIS.

¢ DIYOUT — dﬁfput. Delayed version of CLKMNS. Also see
ALLDIS. :

e TCS interface signals

o CNTRLR — Input. Reset of port dlsable latches to the “all en-
abled” state. '

o CNTLDI — Input. Command data. Serial input to 13-bit com-
mand register,

o CNTRLC — Input. Data 1nput clock. CNTLDI is clocked into the
command register on the rising edge of CNTRLC if CNTRLE is
not asserted.

o CNTRLE — Input.' Command execute. A read is always per-
formed, and a write is performed conditionally.

o CNTRFRC — Input. Force the write command, even if disabled.
o CNTRWD — Input. Disable the write command.

o CNTLDO and NCNTLDO _ Pseudo-differential output pair.
Data from TCS interface. Use of the pair partially cancels SSO (si-
_multaneously switching outputs) noise on Vcc within the SGA.

e Switch operation control signals

o SILAVE — Input. Identifies to 1nterna1 circuitry which set of output
paths (0-3 or 4-7) can be driven by this SGA. This bit is compared
to the most significant bit of the routing address of each message,
to determine whether the message is requesting one of this SGA's
output ports. See following illustration.
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o RANDIO, RANDI! and RANDIN — Inputs. Bits from a pseudo~
random number generator, used by the output channel arbitration
porcess to resolve simultaneous requests of the same priority level.
RANDIO and RANDI1 are used within an SGA. RANDIN arbi-
trates between the two SGAs that drive the same four output chan-
nels, so RANDIN must be opposite in value for the two SGAs of
a pair. (Some swich card documentation uses the name RANDOM
for the SGA signal RANDIN.)

o HOLD — Causes each output channel to retain the high priority
level message restriction after a high priority message arrives, until
HOLD is de-asserted for two clock periods.

e Input channel data and control signals

o JOFRM, .11FRM, I2ZFRM and I3FRM — Inputs. Frame signal for
input channels 0 through 3.
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. o IORVRS, I1RVRS, I2RVRS and I3RVRS — Outputs. Reverse signal
O for input channels 0 through 3. Implemented as bidirectional, but
' input capability is used only for testing,

o I0DJ, 10D1, 10D2, 10D3, I0D4, 10D5, 10D6, I0D7, -
[1D0, 11D1, T1D2, I1D3, I1D4, I1DS5, 11D6, I11D7,
12D0, 12D1, 12D2, 12D3, 12D4, 12D5, 12D6, 12D7,
13D, I3D1, I13D2, I3D3, I3D4, I3D5, 13D6, I3D7 _
— Bidirectional. Data lines for input channels 0 through 3.

s Qutput channel data and control signals

o OO0RVRS, OIRVRS, O2RVRS and O3RVRS — Inputs. Reverse sig-
nal for output channels 0 through 3.

o OQOFRM, O1FRM, O2FRM and O3FRM — Bidirectional. Frame
signal for output channels  through 3. Wire OR’ed with corre- -
sponding pin of paired SGA. The input capability is used by inter-
nal logic to determine whether the channel is free.

o 0O0D0, O0D1, 00D2, O0D3, O0D4, O0D5, O0D6, O(D7,
01D0, O1D1, 01D2, O1D3, O1D4, O1D35, O1D6, O1D7,
02D0, 02D1, 02D2, 02D3, 02D4, O2DS, 02D6, O2D7,
03D0, 03D1, 03D2, 0O3D3, O3D4, O3D5, O3Dé, O3D7
— Bidirectional. Data lines for output channels 0 through 3.

e SGA pair output channel arbitration signals

O A o OO0LVL, O1LVL, O2LVL and O3LVL — Bidirectional. Priority lev-
el for output channels 0 through 3. Wire OR’ed with corresponding
pin of paired SGA. See discussion below.

o  OOMBID, OIMBID, O2MBID and O3MBID — Implemented as
- bidirectional, but input capability is used only for testing. “My bid”
outputs for output channels 0 through 3. Drives corresponding
O00BID, O10BID, O20BID and O30BID inputs of paired SGA.
The “my bid” pin for an output channel is asserted if this SGA has,
for that channel, a bid whose priority is equal to the priority level

of the channel.

o OOOBID, O10BID, O20BID and O30BID — Inputs. “Other
bid” inputs for output channels 0 through 3.

SGA Pair Output Channel Arbitration

‘Bach 8x8 crosspoint switch output channel is shared between two SGAs, ei-
ther of which may connect one of its four input channels to the output channel.
The SGAs must negotiate the connection setup. The signals “level”, “my bid”,
“other bid” and RANDIN are used to arbitrate cases where both SGAs may
have bids for the same output channel. We explain this arbitration from the
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point of view of one SGA, “me”; the other SGA is “you”. My problem 18 to
decide whether I win the output channel

If I presently have no bid, I of course do not win the channel. So assume Ihave

a bid for it. Ineed to know how the priority of that bid compares to the pnonty
of output channel

The concept of output channel priority is presented earlier in this chapter, and
the discussion there explains how an SGA determines channel priority. The
SGAs of a pair must agree about the channel’s priority. This is accomplished
via the “level” signal. Normally, the channel is at low priority, indicated by

- a de-asserted level signal. When either of the SGAs receives a high priority

bid for the channel, it asserts the level signal. Because the level pin is wire
OR’ed between the two SGAs, both paired SGAs understand that the channel
has gone to high priority. The level signal stays asserted until the first de-as-
sertion of the hold signal. Both SGAs see the same hold signal, so they agree
on when the level signal is de~asserted. The output channel’s priority remains
high until the séecond de-assertion of the hold signal. Both SGAs understand

" this, and know that the channel’s priority remains high until that second de-as-

sertion, even thoughthe level signal is no longer asserted. Thus, the two SGAs

- are at all times in agreement on the priority of the output channel.

If the prioritjr of the output channel is high, but the bid(s) I have for it are low,

" then I do not win the channel. So assume my best bid is of the same priority

as that of the output channel. Either they are both low or they are both high.

(Only in the special case noted below can the channel priority be low and my

hld he ‘mgh 3

The RANDIN pin tells me whether the random number generator chooses me

- in case of equal, conflicting bids between paired SGAs. If RANDIN says me,

then I win the channel, regardless of whether the other SGA has a contending

“bid or not. So assume that RANDIN says you, the other SGA.

70

At this point, I will win the channel unless you also have a bid whose priority
equals that of the channel. In that case, you will win. So I need to know whether
you have such a bid. You tell me this by the signal that you call “my bid” and
that comes into my input pin that I call “other bid”. With this information,
I now know who wins the channel, and therefore whether to accept or reject
the bid I recelved Because you need the analogous mformatlon about me, 1
supply it on my “my bid” pin.

Figure 3-26 shows the wiring.

BBN ACI Propristary February 14, 1990
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Figure 3-26

NOTE

February 14, 1990

Connection of arbitration signal pins.

from random number generator
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SIMULTANEOUS HIGH AND LOW BIDS
A high priority bid makes the channel priority high on the next bidding cycle,
not immediately. The high priority bid does make the level output go high, but
the signal used in arbitration is one clock period behind the level output and
input, If high and low priority messages bid simultaneously for a channel that
is initially at low priority, they compete on an equal footing and the random
signals (RANDI(), etc.) determine which bid wins the channel.
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Resetting the SGA

The MRESET pin clears all SGA edge-triggered flops. The majority of edge-
triggered flops use a gate array macro (circuit component} that requires the
clock to be asserted before the flop’s reset will clear the flop. The suggested
sequence is to assert MRESET while the clock is not asserted, assert the clock,
release the clock, and release MRESET ‘Because of long delays associated
with long reset nets in the SGA, MRESET should be de-asserted at least 20
nanoseconds before the clock pulse ends. MRESET clears all data flops, caus-
ing all data pins of all channels, both input and output, to be at the low voltage
level. This insures there can be no bias driver overloading. (The way this works
involves principles of ECL circuitry and gate array design, which is beyond

the scope of this document.)

The MRESET pin does not affect latches used in the TCS interface to enable
and disable individual channels. When the CNTRLR pin is brought high,
these latches are reset to zero, enabling all channels. The action of CNTRLR
is asynchronous; there is no need to cycle the clock with this operation.
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Testability

[THIS SECTION MAY BE GENERIC TO ALL THREE CHIPS. IF SO, 1T
SHOULD BE MOVED TO A HIGHER LEVEL.]

'S

The SGA, LCON and SIGA are designed for testing at the device, board and
system level. At both the device level and the board level, three kinds of tests
are made. DC parametrics tests check connectivity (shorted signals, open sig-

~ nals, and weak signals) and the ability to drive outputs both high, and low.

Functional tests check the pattern of output signais while input signals are
stepped through an exhaustive sequence of test vectors. This set of vectors is
designed to be a foggle test, which tests that each internal net (points wired to-

gether) can achieve both a high and a low state. Toggle test coverage is rarely

B 100%, but is made as high as practical. AC parametric tests check timing. At

the board and system levels, operational tests check the device in actual opera-
tion.

During testing, the ambient temperature, the signal input levels and the power
supply voltage levels may be varied. Burn-in is also a component of the test
procedure.

. Pins dedicated to testing, together with some of the testing capabilities of the

TCS interface, support DC parametric testing. Those special pins are de-
scribed here; the TCS chapter describes its use for this and other tests. The
strategy for DC connectivity testing is to set all signal pin output drivers to a
low logic level, then sense an externally applied stimulus on each input pin and

force an externally observable high output level on each output pin. (Not all

“output drivers can be forced high; such pins are tested by sensing. The only
output-only pins on the SGA are OROUT and DLYOUT) Bidirectional pins

72

are tested with either sensing, forcing or both.

Dedicated Test Pins on the SGA

When the ALLDIS pin is asserted, the connectivity of every pin not testable
via the TCS can be observed via the ORQUT and DIYOUT pins. On a bed-
of-nails tester, this also tests the connectivity between each pin and the board
etch. Further, all other output pins are disabled, allowing the board tester to
back drive all the pins to detect shorts and opens in the board etch.

The approximate operating frequency can be determined by comparing the
delay in the outputs OROUT, one of whose input gate inputs is the clock pin
CLKPLS, and DIYOUT, a delayed version of the clock pin CLKMNS.

BBN ACI Proprietary February 14, 1990
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OBSCURE BUG IN FIRST VERSION OF SGA

The first version of the SGA chip had an obscure bug. Various conditions trig-
gered the bug, and the result was one port becoming unable to make connec-
tions until the chip was reset. One trigger is the simultaneous arrival at the
SGA of the tail of a message going downstream, and a returning reject from

- upstream. It happens that none of the trigger conditions arise in a machine

with four or fewer midplanes. In a machine with more than four midplanes, a
work-around is to use the slotted strategy for all switch transmissions.

D T F— BT T T T TS T T T TH T, T T T O T TR P TR M P
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SIGA

Please refer to the SIGA specification, appendix A of this document, for de-
tails of the SIGA.

Analysis of Sel_'ected Cases

. This section discusses specific situations that may arise in the switch. It in-

cludes both theoretical analysis and simulation results. Additional cases will
probably be added in the future. ) :

_High Priority Bid and Hold De-asserted -

There are subtleties associated with a message that arrives at an SGA during
a clock cycle that hold is de-asserted. The output port of that SGA will not
be set to high priority. This has two effects. First, suppose that the port is
not in use. The high priority message will get the port, and proceed through
the switch. Suppose it succeeds all the way through the switch. The path it
takes will have high priority ports except at the one SGA in question. A subse-
quent high priority message on that path would bump the remaining low prior-
ity port up to high, but until it did, slightly different behavior could occur. In
particular, low priority messages would be allowed on that port. It is unlikely
that this would have any significant effect on switch performance in practice.
This is especially true because the de-assertion of hoid is intended to be fairly
frequent, so the high priority track will be wiped out soon. The effect is innocu-
ous because the high priority message did get through.

To consider the second effect, suppose the port is busy with a low priority mes-
sage when the high priority message arrives at exactly the same clock cycle as

- hold is de-asserted. Then the high priority message will be rejected as usual,

but the port will not be set to high priority. Therefore, further low priority traf-
fic will be allowed on the port, so retransmissions of the high priozity message -
may again have to contend with low priority traffic at this same SGA port.
This undermines the intent of the priority mechanism, namely, that each at-
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tempt into the switch will set at least one more switch port along the path to
high priority. If the high priority message arrives one clock cycle earlier or
later, this problem case does not occur. Although this case is statistically rare,
it complicates the calculation of the bound on switch latency. A similar case
arises when the high priority message gets through this SGA but is rejected
further along,

Bid Arbitration Unfairness

The original implementation of the arbitration among messages bidding si-
multaneously for one output port is not totally random, but is slightly biased.
This unfairness arises in two ways, one due to the maximum sequence genera-

" tor and one due to hierarchical selection of the winning bid.

The maximum sequence generator is seven bits and has one dead state, so in
use it takes on 127 values. Three of its bits are used for bid selection in the
arbiter, During a period of the generator, these three bits will take on seven
of the possible eight values sixteen times, and will take on the eighth value only
fifteen times. Thus, one of the eight input ports is slightly discriminated
against, by a ratio of 16 to 15. That port is the one selected by the generator’s
dead state. The dead state is all ones, so the port selected by all ones is discrim-
inated against.

The second unfairness is as follows. Selecting the winning bid with a one-out-
of-eight selector circuit would be fair. The original SGA design, however, se-
lects the winning bid in 2 hierarchv of successive ane-out-of-two selector
circuits. Within an SGA Chlp, input ports 0 and 1 contend with each other,
and ports 2 and 3 separately contend with each other. The winner of each pair
then contends with the winmer of the other pair. Finally, the winner for this
SGA chip contends with the winner from the paired SGA chip. Figure 3-27
shows this play-off hierarchy. Input ports 0-3 are served by one SGA of the
pair, and 4-7 by the other SGA. The maximum unfairness arises when there
is only one bid on one SGA’s input ports and a bid on each of the four input

- ports of the other SGA. The lone bid on one SGA is guaranteed to get through

that SGA, and ultimately succeeds with a probability of 50%. The other four
bids split the remaining 50% equally, each succeeding 12.5% of the time on
the average.
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Figure 3-27 Unfair competition in hierarchical arbiter.
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( ) : ' These unfairness effects arise very seldom. They occur only when message

. bids collide, contending for-one cutput port at the same time. Further, if the
output port is at high priority, any low priority bids are rejected and do not
contend for the port. Experience with effects such as these in earlier models
of the Butterfly family of computers strongly suggests that these effects will
not hamper performance and will be detectable, if at all, only by software writ-
ten specifically to stress the switch. '
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‘The Buttertfly Il
-Memory System

4.1 - General Characteristics

The Butterfly I computer has a 34-bit global address space, providing ad-
dressing capability for up to 16 gigabytes. All addresses are byte addresses.
Butterfly I main memory responds to byte, halfword and word reads and
writes. Main memory resides on function boards. One such function board
is the B2VME, which combines memory, a processor, and a VMEbus interface
: that provides windows between VMEbus memory and the Butterfly II global
O address space. ' ' '

The address space seen by processes is mapped into the global address space
of the machine, first by the MC88200 cache and memory management unit
(CMMU) and then by specialized Butterfly IT hardware. The Butterfly II sup-
ports demand paging via the CMMU.

Figure 4-1 illustrates components in the Butterfly II system that generate,

transform or respond to addresses. The figure uses the BZVME as a basis.

The principal originator of addresses is the CPU. VMEbus master devices

may also generate addresses sent into the Butterfly 1T machine, and the Test
~ and Control System generates addresses as part of its control and monitoring

activity. The component that responds to the most addresses is memory. Reg-

isters are accessed by their address. VMEbus slave devices may also occupy
. addresses, when they respond to Butterfly II requests.

O
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Addresses are transformed in five places. Addresses generated by a CPU are
first mapped by either its instruction CMMU or its data CMMU, depending
on the type of reference the CPU is making. Then the address is transformed
by the CPU interface, and placed on the T-bus or sent via the fast path to local
memory. An address to which the requester SIGA responds may be taken di-
rectly from the T-bus, or part of it may be transformed by the Interleaver. The
other two address transformations occur in the VMEDbus interface, where ad-
dresses on the T-bus are mapped to addresses on the VMEDbus, and vice versa.

BBN ACI Proprietary
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The remainder of this chapter discusses how the CPU accesses memory, and
how the memory system responds to accesses from any source. The VMEbus
interface and its mapping is described in the B2VME chapter and is not dis-
cussed further here. The TCS also is covered in a separate chapter. The ad-
dress map — describing where memory, registers, interfaces, etc. appear in
the address space of a function board — is covered in the chapter dealing with
the specific function board (e.g., BZVME).

Local versus Remote Access

Butterfly IT resources are called local or remote depending on whether they are
on the same T-bus as the device that originated the access. Being on the same
T-bus implies being on the same function board. A local access references
a resource on the same function board, and therefore does not involve switch
traffic. A remote access must be sent over the switch, and consequently experi-
ences a delay while the request is sent and the response is received. Any access
using the switch is called rémote — even if it happens that the resource resides
on the same function board as the originator, but is-addressed via the switch

~ rather than locally.

When a transaction is presented to the T-bus, the resource addressed is speci-
fied both by the global address (T_AD<33.0>) and by two path bits
(T_PATH <1..0>). The T-bus path bits specify one of three paths the access
will take: local, over one switch, or over the other switch. Local permits re-
sponse only from devices on the local function board. Selection of one switch
or the other indicates which SIGA should respond to the transaction. (A ma-
chine may be configured without a redundant switch.) The T-bus master that
initiates the transaction drives both the T-bus address bits and the T-bus path

bits.

The memory subsystem on a function board responds if the T-bus path bits
specify a local access and the T-bus address is within the range it implements.
Other local T-bus devices, such as control and configuration registers or the
VMEDbus interface on a B2ZVME, respond if the access is local and within the
address range they implement. '

If the T-bus path bits specify switch access, the T-bus address bits are sent
into the switch. Nine of these bits are consumed in routing the transaction
message to a remote switch port, where the remaining 25 address bits are deliv-
ered to the T-bus there (and zeros replace the nine bits). In the transaction
at that remote function board, its T-bus path bits always specify a local access.
Some device local to that remote T-bus will respond (or a timeout error will
occur).

The SIGA server always sets T_AD <33.25> tozero and T_PATH to “local”.

In the CPU interface, the T-bus path bits are derived from a computation
based on three sources: the path bits of the Process Configuration register
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(PCR), the local bit of the CPU Mapping RAM (CMR), and the inferleave en-

able bit of the CMR. The T-bus address bits depend on the Physical Address

produced by the CMMU, and the mapping performed by the CMR. How the

CPU interface computes the T-bus address and path bits are described in the

B2VME chapter.

- Limit on Local Address Space Size

The Butterfly IT address space of 16 gigabytes is spread out across the function
boards connected via the switch. Each switch address is limited to 32 mega-
bytes of the total address space. Sometimes the need for a large physical
memory, but only a moderate number of processors, arises. A natural idea
is to place a large amount of memory on one or a few function boards. The
32~megabyte limit prevents this. A brief explanation and justification of the
limit is as follows.

The address produced by the CMMU is 32 b.its, and is interpreted as two com-

ponents, one specifying switch routing and one giving the address local to that
switch port. In theory, the hardware could be configurable to set that bound-
ary between the two components at any place in the address, maximizing the
local address space size. In practice, this would lead to more complex hard-
ware and to program optimizing more dependent on machine size.

Private versus Globally Accessible

The operating system can impose access restrictions on a page-by-page basis
through use of the CMMUs. The Butterfly II architecture does not impose
any absolute constraints on accessibility; the entire global address space 1s ac-
cessible to any CPU if mapping and permissions are set up appropriately.
Other T-bus masters-have similar unrestricted access, although they may be
implemented with constraints particular to the device, such as windowing in
the VMEbus interface.

Address Formats

The path from CPU to memory uses three addresses formats. Figure 4-2 sum-
marizes the path of address transformation for every address generated by the
CPU. Each format is described below.
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Figure 4-2 Addressing from CPU to T—t}ﬁs and switch.

CPU

Motorola 88100

!

P-bus Process Logical Address
(processor bus) ( 32 bits )

CMMU .
Motorola 88200

!

M-bus - PhysicalAddress
~(**memory’’ bus) (32bits) °

TC2000 CPU interface
address transformation

> T-bus ccontrol
signals (such as

!

local, bypass)

T~-bus - System Physical Address
(transaction bus) on the T-bus ( 34 bits )

J, 9 bits

address interleaving
. (optional)

9 bits

\ 4

25 bits

System Physical Address

for switch access ( 34 bits )

4.4.1 Process Logical Address

The Motorola MC88100 CPU operates in the virtual address space of 32-bit
Process Logical Addresses. Examples of a Process Logical Address are an ad-
dress stored in a CPU register, or a pointer in the C language. The user’s pro-
gram sees only Process Logical Addresses, and hence a 32-bit virtual address
. space. Therefore, many of the details in the following discussion are not im-
portant to the application-level programmer. Careful use of the page transla-
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tion mechanisms in the CMMU and CPU Mapi;)ing RAM hides as much of
these details as desired.

The Process Logical Address is a 32-bit field with no defined internal struc-
ture. See the Motorola MC88100 User’s Manual for further discussion of the
CPU operation and its use of addresses.

Figure 4-3 Process Logical Address format.
' _ address _
] 1 1 ] I 1 1 H [ | 1 1 ] 1 1 1 . 11 i ] ] ) 1 ] 1 ] | M
31 0
4.4.2 Physical Address T

82

The 32-bit Process Logical Address generated by the CPU is transformed by
a Motorola MC88200 CMMU into a 32-bit Physical Address. One CMMU
transforms data addresses, and instruction addresses are transformed by a
second (or an optional third) CMMU. The Physical Address is largely unstruc-
tured, but two points deserve mention.

First, the CMMU impiements a 4-kilobyte page size. The Butterfly I hard-
ware is built around around an 8-kilobyte page size. The 8-kilobyte size is
wired into the design of the VMEbus master and slave mapping hardware (de-
scribed in the B2VME chapter) and into the Interieaver (described later in this
chapter). The differing page sizes are handled in system software, by allocatmg
two adjacent 4-kilobyte pages each time a new page is needed.

Second, the CMMU has a fixed, one-to-one mapping for the top one megabyte
of supervisor address space, called the control memory address space. This area

_ is intended for memory-mapped peripherals and I/O devices. Within this top

one megabyte, four kilobytes are diverted to address the CMMU’s internal reg-
isters. Accesses to the remaining 1020 kilobytes are passed through the
CMMU as a Physical Address. Thus, the top one megabyte has a 4-kilobyte
“hole” that cannot be used to access locations elsewhere in the Butterfly Il ma-
chine. When the machine is powered up, a hardwired circuit determines where
this hole lies by initializing a register within the CMMU. Because there are
two (or three) CMMUSs per CPU, there are actually two (or three) 4-kilobyte
holes in the top megabyte of supervisor mode Process Logical Address space.

For more information on the Physical Address and operation of the CMMU,
see the Motorola MC88200 User’s Manual.
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Figure 4-4

The CMMU places little constraint on how the Physical Address it produces
is interpreted. The CMMU is designed so the Physical Address could be pres-
ented directly to a memory system. Only the two points mentioned above re-
late to the CMMU’s concept of Physical Address format. In the Butterfly II,
however, the Physical Address is understood to have fields with particular
meaning. These fields are used by the CPU interface to transform the Physical |
Address into a System Physical Address. Figure 4-4 shows the format of the
Physical Address as interpreted by the Butterfly II hardware.

Physical Address format.

index into CMR ' address offset

I | | l 1 1 1 Ll I I 1] l ] 1 ] ] H i ] L ! 1 1

31

44.3

February 14, 1990

2322 ) - 0

¥

As Figure 4-4 shows, the Physical Address high nine bits (31..23) are an index
used to select an entry in the CPU Mapping RAM (CMR). The address offset
field, composed of the remaining 23 bits (22..0), specifies a location in a space
- of eight megabytes Thus, this format can dzrectly address 512 x 8 = 4096 me-

gabytes.

As described later, the transformation of Physical Address into System Physi-
cal Address permits indirect access, by changing the mapping, to additional
address space. This results in a total address space of 512 x 32 = 16,384 mega-
bytes.

System Physical Address

. The System Physical Address is unique to the Butterfly IT architecture. It is 34

bits. The CPU interface transforms the 32-bit Physical Address into the
34-bit System Physical Address, and in the process also produces other ad-
dress-related signals. The System Physical Address from the CPU interface -
is placed on the T-bus. It is important not to confuse the Physical Address
with the Systerm Physical Address.

e The Physical Address exists only going from a CMMU to the attached
CPU interface. Physwal Addressisaterm employed by Motorola in their
CMMU literature. It is 32 bits.

e The System Physical Address exists on the T-bus and in the switch. It
is the common language by which all T-bus master devices address all
T-bus slave devices. System Physical Address is a term defined by But-
terfly IT designers. It is 34 bits.
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System PhysiCa! Address format.

switch routing

1

address offset

1 H ] [ H 1 ] ] i 1 i 1 1 1 L I ] ] H ] 1 1 1 1

33

9 biis
512 slots

4.4.4

25 24 - 0
g 25 bits
32 megabytes

Figure 4-5 shows the System Physical Address format and its two fields. The
switch routing field specifies the path through the switch, and therefore one
of 512 slots. The address offset field of the System Physical Address addresses

a total of 32 megabytes per switch port. The address space of the System Physi- -

cal Address is 512 x 32 megabytes, or 16 gigabytes.

The System Physical Address does not contain any explicit imdication of
whether the address is on the local function board. This distinction is carried
by two other T-bus bits, T PATH < 1..0>. These bits specify local access (that
is, not over the switch), remote access via a SIGA (SIGA A), remote access
via the other SIGA (SIGA B and the redundant switch), and one illegal value.
The SIGA (A or B) determines whether to service a T-bus request by the
T PATH bits, not by any of the System Physical Address bits
(T_AD<33..0>).

‘Most address transformations in the Butterfly I convert one format of address
into another. There are two éxceptions to this. Ineach case, the address before
and after the transformation is a System Physical Address. One transforma-
tion is interleaving, which is described in'a later section of this chapter. The
other is the processing of an address as a message traverses the switch. When
it enters the switch, part of the address specifies the routing through the switch,
and thereby specifies the destination port that will receive the message. As
the message passes through each column of the switch, parts of this routing
information are stripped off. At the destination, the server SIGA replaces the
discarded bits with zeros.

" Address Transformation in the CPU Interface

The CPU interface receives a Physical Address from one of the two or three
CMMUs, and produces a System Physical Address that is placed on the T-
bus. Figure 4-6 shows this transformation,.
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Figure 4-6 Physical Address to System Physical Address.

O

Physical Address

©) | (23)

v

CPU Mapping RAM

VR

© | @

System Physical Address

The high nine bits of the Physical Address select an entry in the CPU Mapping
RAM. This entry supplies the high eleven bits of the System Physical Address.
These eleven bits comprise nine bits that specify switch routing, and two bits
that are the top bits of the address offset at the switch port addressed; these
‘two bits are sometimes called the bank bits, since they select one of four 8-me-
gabyte banks of address space. The low 23 bits of the Physical Address are
copied unchanged into the low 23 bits of the System Physical Address, where
' _  they specify a byte offset within the addressed bank. The details of the CPU
O . Mapping RAM are discussed in the B2ZVME chapter.

Access Control Bits from CPU Interface -

Besides the transformation of Physical Add;ress to System Physical Address,
the CPU interface provides several signals that describe or control the access
being made. These bits are: -

® local — Used in determining whether the access is to local resources (on
this function board) or remote resources (over the switch).

e bypass — Indicates whether the access should bjzpass the machine’s
memory module locking protocol. :

o interleave enable — Used in determining whether the access is to inter-
leaved memory; applies only to remote references.

e inlercept access™ — Controls a mechanism to fake a response to the ac-
cess, used in speeding up certain block transfer operations. The “*” is
part of the bit name, indicating that “0” asserts the action.

‘e fast path disable — Prevents the accelerated response by local memory,
" normally available by a mechanism called the “fast path”.

O These access control bits are not strictly a:part of the address, and are de-
scribed in detail in the BZVME chapter.
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Interleaving

The discussion of interleaving begins with introductory discussion that the ad-
vanced reader may wish to skip. '

Overview of Interleaving

Interleaving is a form of address mapping. A range of addresses that the CPU,

.and therefore the program, sees as contiguous is mapped into several sub-
. ranges that lie in separate memory subsystems. The first several addresses go

to one memory subsystem, the next several addresses to a different memory
subsystem, the next several to yet another, and so on. Often there are more
sub-tanges than there are interleaved memory subsystems, so the mapping
eventually cycles back through the memory subsystems and maps many sub-
ranges to each memory subsystem.

Motivation for Interleaving

‘Why Interleave At All?

The programmer does not see any direct effect of interleaving. The purpose
of interleaving is to improve efficiency, thus speeding computation. This im-
provement depends on the pattern of memory references being somewhat se-
quential, a hypothesis which is very weii met by the instruction feiches of
almost all programs, and is usually moderately well met by their data fetches

- as well. This is called locality of memory access. Programs often refer to ele-

ments of a data structure that resides in contiguous locations of virtual address

- space. For instance, indexing through array elements is a common operation.

_As a counterexample, a program segment that fits entirely in the cache, making

memory references at random (such as to a hash table), derives no direct bene-
fit frony interleaving. In a multiprocessor environment such as the Butterfly
11, however, even this program segment will probably execute faster due to the
indirect benefit of reduced switch and memory contention and congestion.

Historically, an early use of interleaving was to improve the effective speed of
memory. Large memories, such as banks of magnetic core memory, were rela-
tively slow compared to the CPU speed achievable. Interleaving allowed the
next memory reference to begin while the previous reference, to a different
memory subsystem, was completing. This application used fine grain inter-
leaving; typically, each successive word address was mapped to a different

memory subsystem. This was often implemented by taking some of the low

bits of the virtual address and moving them to a high position in the physical
address.
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Why Interleave This Way?'

The Butterfly I interleaving is motivated by other concerns and is implem-
ented in a different way. Several processes may be accessing data structures
that are stored near each other in a shared, virtual address space. Without
interleaving, these data structures would usually reside in nearby physical lo-
cations, usually in the same memory subsystem. When the memory subsystem
is servicing an access request from one process, other access requests to it will
be delayed. The memory subsystem becomes a bottleneck. Also, switch paths
converging on the memory subsystem’s server port will become heavily loaded
as access requests are rejected and retried.

L

The crux of this bottleneck is that several popular data structures all lie in one
memory subsystem. The solution is to spread .out the data among several
memory subsystems. The access pattern is then spread out, and the perform-

. ance approximates average behavior instead of “hot spot” behavior.

The amount of data mapped to each memory subsystem in turn — the inter-
leaving granularity — need bear no relation to the actual size of the data struc-
tures the processes are referencing. The Butterfly II interleaver maps each
clump of 16 bytes to a different switch port, and therefore a different memory
subsystem. This scatters the data across many memory subsystems.

The 16-byte clump size is well matched to the maximum switch message data
size, also 16 bytes. If a single switch message could access more than the inter-
leaving clump size, then such an access to interleaved memory would necessar-
ily refer to more than one switch port.

In the historical interleaving, it was common for the entire virtual address
space to be interleaved. On the Butterfly Ii, interleaving is performed on the
basis of quad-pages. Each quad-page (4x 8 kilobytes) may be entirely inter-
leaved or entirely non~interleaved. The quad-page-based interleaving per-
mits flexibility in the use of interleaving. Butterfly 11 interleaving is more like
memory mapping than the historical interleaving, both in implementation and
use. o

In the Butterfly II, some memory subsystems may be busy with other tasks.
Some may be physically not installed, or be configured out of service. The
number of memory subsystems may be different than when the system was last
brought up, and may often not be a power of two. All of these variations are
accommodated well by the page-based, mapping style of interleaving, and
would be very difficult to accommodate with interleaving that relied simply on
a shuffling of bits within the address.

Uniform Use of Butterfly Il Interleaving

The Butterfly IT interleaving design permits considerable flexibility in use.
Each switch interface has associated with it its own copy of the interleaving
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hardware, and each T-bus master has its own capacity for deciding whether
a given access is to an interleaved page. '

The hardware was designed with machine-wide uniformity of interleaving in
mind. The idea is that all interleavers will be set up identically. Also, that all
hardware that decides whether a given page number is interleaved or non-in-
terleaved will be set up identically. We suggest that the reader approach But-

terfly TI interleaving with this model in mind, and that the programmer

consider using interleaving this way to avoid complexities in coding and debug-
ging.

Various deviations from this uniform model are possible. Some would pro-

~ duce very peculiar effects and should rarely if ever be used, while others may

be valuable.in certain applications. An example of very strange use of inter-
leaving is to access a given physical page sometimes as interleaved and some-
times as non-interleaved. This has the effect of scrambling and/or hiding
portions of the data. While one might imagine a sorting or hash~coding algo-
rithm based on this “use” of interleaving, it’s more of a misuse.

A second example of peculiar use of the interleaver is to permit access to slot

zero from the CPU. As described earlier, the CPU interface interprets a Physi-
cal Address that has bits 28..23 ali zero to be a local memory reference. Ordi-
narily, these bits must be part of the switch routing, so slot zero is inaccessible
from the CPU. For remote access to.an interleaved page, the interleaver re-
places these bits with a new value, so the interleaver could be programmed to

" supply a switch routing field of zero for certain “interleaved” pages. This

would be weird and is not advised.

As a third example, in an application where the Butterfly II is serving several
users, each user is probably allocated a number of processors for the user’s
exclusive use. The operating system might restrict the user’s access to memory
by preventing access to physical pages outside the user’s cluster of processors.
If the machine is thus partitioned, the operating system could set up a given

. page number as interleaved within that cluster, but non-interleaved in the rest

of the machine. This example is more of theoretical interest than practical use,
because of difficulties in implementation.

Again, we suggeét that the standard use of Butterfly Il interleaving is uniform.
If a given page number is interleaved for any access, we suggest it be inter-
leaved for all accesses in the machine.

!mplemen-tation of Butterfly Il Interleaving

Overview as a “‘Black Box”

The interleaver input is most of the address bits on the T-bus, therefore a

34-bit System Physical Address. The interleaver output is nine bits, all of

BBN.ACI Proprietary February 14, 1990

O

U



TC2000 Hardware Archirecture | | ' ' 4: Butterfly || Memory System

February 14, 1990

which are inputS to the SIGA. For the switch route portion of the address, the

SIGA uses either T-bus bits T_AD <33..25> or the nine bits from the inter-
leaver. A 1-bit control signal associated with the T-bus, T_INTERLEAVED,
tells the SIGA which source to use. '

Figure 4-7 shows how the intetleaver fits into the Butterfly II design. Its only
action is to change the switch routing used by the SIGA, based only on the
T-bus address. Therefore, the following points are true.

Interleaving applies to remote (over the switch) references only. Local
references are not interleaved. References to memory on the same func-
tion board may be interleaved only if they access that memory over the
switch.

The effect of interleaving is to change the switch port to which an access
is directed. The 25 bits of local address are unchanged; the access will
have the same local address at the new switch port as it would have had
at the other switch port without interleaving.

T-bus masters that originate accesses over the switch, such as the CPU
interface and the VMEbus interface in the B2ZVME, should drive the
T_INTERLEAVED signal consistently. Unusual — and probably unde-
sired — results would ensue if one T-bus master accessed a page as inter-
leaved, and another T-bus master accessed the same. page as
non-interleaved.
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Figure 4-7 Overview of the interleaver.
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On the BZVME, the interleaver drives its 9-bit output to both SIGAs in paral-
lel, so the interleaving they see is the same. Even if both SIGAs are active, only
one SIGA requester will use those signals because the T-bus T_PATH bits

- specify only one or the other SIGA.

Internal Workings of the Interleaver

The interleaver contains two RAMSs and an adder. Its organization is shown
in Figure 4-8. T_AD<33.25> and T AD<12.4> pr0v1de the two 9-bit in-
puts 1o an adder. T_AD<33.28> supply the high six address bits, and
T AD<22.15> the low eight address bits, to the pool RAM. The address
supphed to the pool RAM selects one of 16,384 3-bit locations. The three bits
from the selected location drive the high three address bits of the modulus
RAM, and the low ten bits of its address come from the adder. This selects
one of 8,192 9-bit locations in the modulus RAM, The nine bits from that loca-
tion are the output of the interleaver. They go to the SIGA.
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O Figure 4-8 Interleaver internal processing.

T-bus ADDRESS BITS T AD<33..0>

333231302928 (272625(2423|2221 20191817 16 15{1413|/121110 98 7 6 5 43 2 1 0

7 ~
6 8 o 9
HIGH W LOW
POOL RAM ' |
(16K x3) ADDER
| ,
$ 3 10
HIGH LOW
| MODULUS RAM
O (8Kx9)

$9

MOD BITS TO SIGA

Figure 4-9 illustrates how the SIGA uses the T-bus address bits, the MOD
bits from the interleaver, and the T_INTERLEAVED bit. However, for the
SIGA to use interleaving at all, interleaving must be enabled by setting a bit
in the SIGA’s Requester Configuration B register. This bit is described in the
SIGA Specification.
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Figure 4-9

Interleaving processing in the SIGA.

T-bus ADDRESS BITS T AD<33..0>
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if T_INTERLEAVED = 0

>» placed in header field of message,

if T_INTERLEAVED = 1

used to route message through switch

876543210

MOD BITS FROM INTERLEAVER

455

92

The CPU interface derives T INTERLEAVED from its Interleave Decision
RAM, gated with the inferleave enable bit in the CPU Mapping RAM entry
used by the access.

The VMEDbus interface derives the bank bits and also the T INTERLEAVED
bit from its selected VMEbus Slave Map RAM register, independently. The
intended use is that software will set up this RAM such that T INTER-
LEAVED is never asserted on banks other than “00”, although VMEDbus inter-
face hardware does not restrict interleaving to only bank “00”.

Conceptual Operation of the Interleaver

The interleaver hardware was designed with a particular model of interleaving
in mind, although the design is relatively general and could be used in various
ways. This section describes the intended use of the interleaver and motivates

the hardware design. We examine each task the interleaver performs, identify-

ing the hardware that implements that task.
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Mapping Clumps to Switch Ports

The primary task of the interleaver is to distribute different clumps of bytes

- within a page to different memory subsystems. The switch port identifies the

memory subsystem, so the interleaver maps each successive clump to a diffex- -
ent switch port. '

The interleaver operates on the System Physical Address. For all addresses
within a page (eight kilobytes), the high 21 bits of the System Physical Address
are the same. Therefore, at this most basic level, the high 21 bits are not rele-
vant to the interleaving operation. Only the bottom 13 bits change, so only they
can contribute to the interleaver’s mapping of address to new switch port. (In
actual use, groups of four pages, “quad-pages”, are the unit that software nor-
mally allocates for interleaving. This is because of how the pool RAM oper- -
ates, which is discussed later.)

Further, all 16 bytes of each clump should be mapped to the same memory
subsystem, so the low 4 bits of the System Physical Address do not contribute
to the interleaving. Only Systern Physical Address bits 12..4 drive the basic inter-

- leaver mapping. These bits identify the clump within the given page, and there-

fore are called the clump number.

The basic task of mapping the clump number to a new switch port is performed
by the modulus RAM. The clump number supplies the address to this RAM,
and the contents in the selected location are the new switch port where that
clump of addresses in the interleaved page resides. Figure 4-10 shows this ba-
sic task. -
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Mapping clumps to switch ports.

T-bus ADDRESS BITS T_AD<33..0>
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Figure 4-11
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port 2 clump 8
port 3 clump 9

nurnber 9 clump

MODULUS RAM

1
MOD BITS TO SIGA
( new switch port )

The modulus RAM could be programmed to map each of the 512 clumps in
the page to any “random” switch port. Indeed, this flexibility is important,
because only certain of the possible 512 switch ports may be available when
interleaving is set up, typically during system initialization. 'The modulus
RAM is intended for use in a more structured way, however. When interleav-
ing is set up, the software should decide which switch ports are available to
supply clumps of memory in the interleaved page. These switch ports consti-
tute a pool of switch ports. The modulus RAM assigns clumps to each of the
switch ports in turn, round robin fashion, recycling through the pool as many
times as necessary. :

Usually there will be fewer than 512 switch ports in the pool; suppose there
are six. The first six clumps are mapped to different switch ports. The seventh
clump is mapped to the same switch port as the first clump. The eighth clump
is mapped to the same as the second clump. And so on. Figure 4-11 shows
this use of the modulus RAM. In this example, the modulus RAM computes

~ the function, port = clump modulo 6. Hence the name, modulus RAM.

Modulus RAM use — example 1.

= port © clump 12 = port O
= port 1 clump 13 = port 1
= port 2 clump 14 = port 2
= port 3 clump 15 = port 3
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clump 4 = port 4 - clump 10 = port 4 clump 16 =+ port 4

-‘elump 5 = port 5

Figure 4-12
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Figure 4-13
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clump 11 = port 5 clump 17 = port 5 etc.

In faet, the switch port numbers produced by the modulus RAM need not be
the numbers O through 24. Suppose that the switch ports with available
memory were every third port starting with port 10: 10, 13, 16, 19 and so on.

Figure 4-12 shows how the modulus RAM would be set up.

Modulus RAM use — example 2.

port 10 clump 6 = port 10 clump 12 == port 10
port 13 clump 7 =+ port 13 clump 13 = port 13
port 16 clump 8 = port 16 clump 14 = port 16
port 19 clump 9 = port 19 clump 15 = port 18
port 22 clump 10 = port 22 clump 16 = port 22 N
port 25 clump 11 = port 25 clump 17 = port 25 etc.

The available switch ports need not be in any particular order. Figure 4-13
shows the same switch ports as in Figure 4-12, but in a scrambled order. This
will work fine. In other words, any permutation of the switch ports in the pool
may be used in the round-robin assignment of clumps to ports.

‘Modulus RAM use — exampie 2.

port 19 clump 6 = port 19 clump 12 =+ port 19

port 25 clump 7 = port 25 clump 13 = port 25

port 16 ciump 8 = port 16 clump 14 = port 16

port 13 clump ¢ = port 13 clump 15 = port 13

port 22 clump 10 = port 22 clump 16 = port 22 s
port 10 clump 11 == port 10 clump 17 = port 10 etc.

In the above examples we have seen considerable flexibility in use of the modu-
lus RAM. What is important is that all inferleavers that will access the inter-
leaved page must use the same mapping. The software may restrict this access
to certain processors, such as one cluster of processors allocated to a particu-
lar user. This would mean the interleavers for other processors would not have
to contain the same mapping for this page. On the other hand, the software
implementation may take the far less complex route of mandating, by conven-
tion, that all interleavers in the entire machine hold the same mapping.

-

Efficient Use of Interieaving

Figure 4-14 shows the same mapping as Figure 4-12, but in graphic form.
Each “A” indicates that the clump number shown to the left is in the memory
subsystemn at the switch port shown below. The bottom “A” says clump 0 is
mapped to port 10, the next “A” maps clump 1 to port 13, etc.
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This diagram pertains to one interleaved page at each of the six ports. Inter-
leaving this page has no other effect on any other page in the machine, The
software, however, may implement a convention that the same-numbered page
at every port also be interleaved.

«

Moduius RAM use — one stripe.
etc. etc .
A e :
12 A '
11 o A
10 A
9 A
8 A
7 A ONE INTERLEAVED
81 A PAGE, PAGE "A"
5 A
4 A
3 A
2 A
1 A
0 A
10 13 1@ 192 22 25
new switch port

~ Figure 4-14 shows that successive clumps are mapped to higher and higher

areas in the interleaved page on each node. We call this pattern of interleaved
addresses a stripe, like stripes on a barber pole. This stripe is a result of cycling
through the switch ports in a repetitive fashion. Although we allocated a page
of physical memory at each of the six ports in the pool, we have achieved only

one interleaved page of System Address Space. This would be a waste of sys-

tem resources except for an additional feature of the interleaver.

The unused clumps — blank in Figure 4-14 — can be used by other stripes,
each offset from the others. Figure 4-15 shows how six interleaved pages “A”
through “F” fill up the six physical pages of the pool. Page “B” starts at the
next switch port in the pool than where page “A” starts, and thereafter has the
same cyclic striping obtained by the modulo function as “A” has. Page “C”
starts at the next available page in the pool, and so on. The number of stripes
that this algorithm makes is the same as the number of switch ports in the pool,
in this example six. This uses all the physical memory allocated to 1nterleaved
pages very efficiently.
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Figure 4-15 Modulus RAM use ~ six stripes.
. etc. ,
:;Z/;t/;f/%Z/ZK/;Z/ :
12 A B C D E F
11 B-C D E F A
10 C D E F A B
9 D E F A B C
8 E F A B C D ,
clump 7 F A B C D E SIX INTERLEAVED
number 6 A B C D E F PAGES, PAGES
5 B C D E .F- A "A" THROUGH "F"
4 C D E F A B
3 b BE F A B C
2 E F A B € D
1 F A:B C D E
0] A B C D E F

February 14, 1980

- Figure 4~15, page “A” would have no offset, page “B” an offset of one, “

10 13 16 19 22 25
new switch port

To map different interleaved pages to different stripes, the address supplied
to the interleaver’s modulus RAM is given an offset. In the example of
> an
offset of two, and so on. The interleaver provides this capability by adding
T-bus address bits 33..25 to the clump number. In an address in a non-inter-
leaved page, bits 33..25 specify the switch port; butin an interleaved page these
bits are replaced by the MOD bits from the interleaver. Therefore, these bits
are available and provide a convenient place to specify this offset. Figure 4-16
shows the interleaver hardware to implement this.
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Figure 4;1 6 Using an offset to pack stripes.

T~bus ADDRESS BITS T_AD<33..0>

333231302928272625(242322212019181716151413/121110 987 65 43 21 0

page number | clump . byte in
number clump
| original switch port, g “ 9
now used to offset stripes
ADDER
T
MODULUS RAM

¢'9

MOD BITS TO SIGA
( new switch port )

NOTE A A A A A A SRR A A A A

STRIPE OFFSET OF ZERO _

To specify a stripe offset of zero, as with interleaved page “A” in Figure 4-14,
the T-bus bits T _AD <33.25> must be all zero. That is, the switch routing
field of the System Physical Address must be zero. This implies that the switch
routing field of the Physical Address must be zero, and in particular bits 28..23
of the Physical Address niust be zero. But this is precisely the condition that
indicates a local reference, so the SIGA wili not resp'ond, the access will not go
over the switch, and the interleaver will not be used. This is an accepted limita-
tion of the design: the stripe offset cannot be zero. If the pool of switch ports is of
good size, there will be many stripes available, so the sacrifice of one stripe is
not serious.
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O | - Several Interleave Pools

The suggested uniform use of interleaving requires that a page that is inter-
leaved on one node be interleaved on all nodes. Nevertheless, that page on
various nodes could be in different interleave pools, as illustrated in
Figure 4-17. There, page 17 on some nodes is in pool 1, on other nodes it is
in pool 2, and on yet other nodes it is unused.

Figure 4-17 Multiple interleave pools.

switch ports

There are several reasons why it might be convenient to have several interleave
pools. '

February 14, 1990

Efficient use of resources.

The suggested model for Butigrfly II interleaving is uniformity of map-
ping. This implies that if a given page number (an 8-kilobyte range of
System Physical Address space) is referenced as interleaved at one
switch port, it will be so at all switch ports. Therefore it is necessary to

- allocate that physical page, at every port in the machine, to interleaving

— even if only a few switch ports are actually used in the interleave pool.
Having several interleave pools might allow partially relaxing this model,
while still using uniform interleaving within clusters of switch ports. This
could allow tailoring the allocation of interleaved pages to the applica-
tion. '

" Independent, redundant.copies for reliability.

One way to achieve robustness against errors or component failures is to

‘store critical data structures in duplicate, in separate places. One way to

do this is to use separate stripe offsets for the two copies. This has the
disadvantage that failure of a switch port loses part of the data in each
copy, so neither copy is usable; the data must be reconstructed by culling
parts from each stripe. A simpler solution uses two interleave pools that
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have no switch ports in common. One copy is stored in each pool. Now
one or the other copy is still intact after an error or failure.

¢ Performance control by reducing interactions.

The execution speed of any program is affected by contention for access
to memory. Usually this interaction is negligible. Benchmark programs
and some intensive applications, however, can be sensitive to the conten-
tion. For these, it may be useful to give the program its own interleaved
pool. This may help to isolate its memory accesses from those of the oth-
er processors. The benchmark’s results are then more repeatable and
meaningful, and the intensive application performs reliably. It could be
‘that a exerciser test or diagnostic program would maike such heavy use of
its memory that isolating it from the rest of the machine would avoid de-
grading the service other users receive. - (How

e Matching pool size to contention reduction needs.

With separate interleave pools, each pool can contain a different number
of switch ports. Data structures that would suffer only a moderate
amount of access contention at a single switch port can be placed in a
small interleave pool. Data structures that would engender significant
contention even in a small pool can be placed in a larger pool, which may
help their performance.

(Note, however, that implementing multiple interleave pools in an operating
system can be difficult. The above benefits are therefore of a theoretical na-
ture, and may or may not be realizable in a practical operating system.)

The Butterﬂy W interleaver provides for eight interleave pools. (The hardware
supports eight pools per interleaver, but the uniform use of interleaving, as sec-
tion 4.5.3 recommends, limits this to eight pools per Butterfly IT machine.)

~ Each pool operates as described above, with clum{® mapped to stripes distrib-

uted among the memory subsystems of the pool. The multiple pool capability
is implemented by having eight times as much modulus RAM as would other-
wise be needed. By selecting a given pool, one of the eighths of the modulus
RAM is selected.

The three additional address bits driving the modutus RAM come from the
interleaver’s pool RAM. The selection of a pool, that is, the address driving
the pool RAM, is based on two fields of T-bus address bits.

e The first component of pool selection is T_AD <22.15>. These bits
specify a 32-kilobyte quad-page within the 8-megabyte bank zero.

o Because T_AD<14.13> are not included in pool selection, indi-
vidual pages cannot be independently assigned to interleave pools.
Rather, all interleaved pages in a quad-page belong to the same
pool. This is consistent with the CPU interface design, that decides
whether a page is interleaved or non-interleaved based not on the
entire page number, but on the quad-page in which the page lies.
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o Interleaving is restricted to bank zero, that is, to T_AD <24..23>
= (0. The CPU interface enforces this restriction for references
from the CPU, and conventional use of the VMEbus interface by
software implements this restriction for references from the VME-
bus. If this restriction were violated, the given quad-page in each
of the four 8—megabyte banks would belong to the same interleave
pool, because T- AD <24..23> are not included in the pool selec-
tion.

# The other component of pool selectionis T_AD <33..28>. In annon-in-
terleaved remote access these bits are part of the switch routing; in an
interleaved access they are part of the stripe offset.

o Because T_AD <27.25> are not included in pool selection, indi-
vidual stripes cannot be independently assigned to pools. Rather,
groups of eight stripes all belong to the same pool.

This concludes the conceptual operation of the interleaver. Figure 4-8 (above)
shows the complete hardware implementation.

[NOTE: We need a discussion of suggested approaches to programming the
interleaver — at least one possible approach, especially showing the use of
pools. And maybe ways of thinking about the double use of T_AD <33.28> ]

The Interleaver Loader

The modulus RAM and pool RAM =are not read or written from the T-bus,
but through the Switch Interface Gate Array (SIGA). The SIGA mechanism
that performs this is called the interleaver loader, and is described in the
B2VME chapter and in the SIGA Specification.

Error Detection and Error Rate

In the B2VME, error detection is performed by byte-wide parity generation
and checking, making a total of four parity bits per word. Each memory sub-
system reports parity errors on the T PARITY signal of its local T-bus; for
a remote switch access, the server SIGA propagates this error back to the re-
quester device with a bus error code.

Only main memory has parity hardware. Registers, mapping RAMS;.etc. do
not have parity hardware. Every switch message is protected by a parity bit.

The error rate is estimated by using the data from the memory chip manufac-
turer, and scaling for the number of chips in the machine. We assume indepen-
dent error statistics for the chips, after the initial burn-in during system
integration and test.
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The implementation of the Butterfly II machine has the following characteris-
tics: '

@ All main memory is distributed on BZVME function boards. Each

B2VME holds four megabytes of dynamic RAM arranged as 1M X
36-bit words.

. Each word has four 8-bit bytes with one parity bit per byte.

» The B2VME therefore has 1 megaword x 36 chips per megaword = 36
memory chips.

e The Butterfly IT architecture permits up to 512 function boards.

Detected Soft Error Rate

The error rate for a memory chip is often specified as the number of errors
per one billion hours of operation, also called FIT (failures in time).

The MTBF (mean time between failures), in hours, is given by:
MTBF = 109 + (FIT of chip) = (number of chips)

In the following, a FIT of 1000 is used. This is appropriaté for the high confi-
dence level (90 percent} we use in design.

For the B2VME, MTBF = 108 = 1000 + 36 = 27,778 hours = 3.17 years.

Figure 4.-18 lists the soft error rate for several sizes of Butterfly Il system. For
a Butterfly II with 512 B2VMEs (2048 megabytes total main memory), MTBF
= 54.3 hours. This suggests that for very large machines and machines with
more memory per node, the MTBF with current hardware may not be within
desired design limits. Therefore, error correction may be employed on later
versions.
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" Figure 4-18 |

System memory soft error rates.

Number of Total Memory (MB)

Mean Time Between Soft Errors

B2VMEs (4 MB per board}) (hours}) (days) (vears)
1 4 27778 1157 3.7
8 32 3472 145 0.396
16 64 1736 72 0.198
32 128 868 - 362 0099
64 256 43 181  0.050
80 320 847 - 145 0.040
96 384 - 289 12.1 0.033
128 si2. 2170 9.04 0.025
192 768 1447 6.03 0.017
256 1024 108.5 4.52 0.012
384 1536 72.3 3.01 0.008
- 512

2048 ' - 54.3 2.26 0.006

4.6.2

February 14, 1990

Undetected Soft Error Rate

The undetected soft error rate is extremely small. Because an undetected error -
is'so serious, however, it is important to examine the rate to ensure that it is
negligible. The undetected soft error rate is slightly more complex to calculate
because it depends on the length of time in a “window” between references. .

To caleulate the chance of two bits being in error simultaneously, we must de-
fine “simultaneously”. Here, we take simultaneously to be a period between
reads of the byte, because errors go unnoticed until the data is read. Rather
than the average time between reads, we use an estimate of the longest time
that a data byte remains unread in main memory and is then read. We call

111 bal

this window of time “w”, in umts of hours.

In estimating the undetected soft error rate we make the following assump-
tions.

e We assume the errors measured in the FIT number are single-bit exrors.
If the errors involve several bits — or worst, all bits in the chip — the
undetected error rate would be higher. Because the BZVME design em-
ploys a separate chip for each bit in the word, a failure of several bits on
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a chip is manifested as several words going bad. Consequently, this as-
sumption is appropriate for our memory architecture.

e The error rate is dominated by errors in the memory chips. We disregard
the chance of an error in the parity checking logic. This is reasonable -
because the Butterfly II design includes a feature that permits diagnostic
software to exercise and check the parity hardware — a mode in which

‘the wrong parity is intentionally written. Note also that the parity is gen-
erated and checked on every switch message by the SIGAs.

e Outofnine bits, the chance of more than two bits being in error is negligi-
ble compared to the chance of less than three bits being in error.

# We assume there are no idle, de-allocated areas of memory, in which an
error would go undetected. This is a conservative assumption. In fact,
picked bits — bits that should be “0” but erroneously become “1” —
might be detected in free memory that is later aliocated with the assump-
tion that it is still zero. '

o  We assume all of main memory is equally at risk. That is, all bytes are
used and referenced infrequently, at the window rate described below.
- This is a conservative assumption, for three reasons.

o Not all memory is likely to be in use.

o The error rate computation assumes that all allocated memory is
susceptible to the two—-error window. In practice, some memory will
hold code and frequently-referenced data, so errors will be detected
as single errors and cannot accumulate to an undetected double er-
TOT.

o Some memory is written. When a location is written, the possible
existence of any errors in the previously stored data is lost.

By definition, the sum of all possibilities that may occur during the window
is one. Considering nine bits, we have:

1 = p(no bits fail) + p(one Bitrfails) + p(two bits fail) + ... + p(all nine fail)
Or, using our assumption that terms beyond the first three are negligible:
p(two bits fail) = 1 - p(no bits fail) - p(one bit fails)

Using “f” to indicate the probability that any given bit fails during the time
window, the last two terms can be expressed and approximated as:

 plnobitsfail) = (1-f)p = 1-9f +36f2- . ~1-9f + 361
p(one bit fails) = 9f(1-f = 9f(1-8f + .)~90f-72f
Combining these approximations into the equation for two bits failing:

p(two bits fail) = 1~ (1-9f + 36 ) - (9 -T2 1) = 36 2
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Using the definitions of FIT (error rate per 10° hours per chip) and the Wmdow

- w, we see that f can be expressed as:

13

f=wx FIT = 10° = (number of independent bits per chip)

Here, the “number of independent bits per chip” depends on the way the FIT
number is measured. We have assumed that single bits fail, one at a time, so

- the “number of independent bits per chip” is the same as the number of bits

per chip. Further, this is reasonable because of the BZVME memory architec-
ture of one chip per bit.

Using this, we can write the probability of an undetected error in nine bits dur-
ing the window of w hours:

~ p(undetected error in byte during window)

= 36 FIT2 w2 +— 10'¢ = (number of independent bits per chip)?

The probability of an undetected error per byte per hour is the above divided
by the window size, w. And the MTBF is the reciprocal of that per-hour proba-
bility: '

MTBF(undetected, pér byte) =
108 % (number of independent bits per chip)? = (36 FIT2 w) hours

Now let’s plug in some representative numbers. Take FIT = 10° errors per
100 hours per chip, 10¢ independent bits per chip, and w = 1week (168 hours).
And consider the error rate for a B2ZVME board with four megabytes of
memory.

MTBF(undetected, per B2VME, w= 168)
= 1018 x (105 =+ (36 x 10002 x 168) = (4 x 108) hours
=~ 4.7 x 10° years :

© Scaling this up to a Butterfly IT with 512 B2ZVME's:

MTBF(undetected, per 2048-megabyte machine, w = 168)
~ 92 x 106 years '

This is a long time. There is ample room for degradation if other chips have
a worse error rate than that used here, and for larger memories. Using4-mega-
bit DRAMs, the BZVME design permits drop-in upgrade to 16 megabytes per

- B2VME. Expansipn to the Butterfly II addressing design limit of 32 megabytes
_per switch port also leaves the undetected error rate negligible.

Hard Error Rate

After a soft error, the machine will reboot and all hardware can still be used.
After a hard error, the memory subsystem with the error must be replaced or
configured out of the system. The hard error rate is of importance in large
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machines such as the .Butterﬂy iI computer, but of less importance here than
in many other machines because of the ability to configure around failed func-
tion boards

Write Wrong Parity

The B2VME contains a feature to test and exercise its memory parity hard-
ware. Under software control, data can be written with the wrong parity. This
is controlled by the write wrong parity bit of the Machine Configuration register,
described in the BZVME chapter.

Historical Note: Steal Bit

The original Butterfly IT design included a mechanism called “steal”. The steal
mechanism is net available to software in the machine actually produced.
Although this mechanism has not been fully implemented, parts of the ma-
chine (namely the SIGA) do support it. The mechanism affects design of the
CPU interface, switch and memory. It is described here because it is funda-
mentally an aspect of memory. '

Associated with each 4-byte word of Butterfly IT memory is an additional, 33rd
bit called the steal bit. The intent of this tag bit is that when it is set to “17,

- the associated word is being used in a computation that must be allowed to

write its result into the word before another process reads the word. The steal
bh 15 a type of Lsc;;, .oc.c.'xg on\, i ma

Comparison of Steal and Lock

The steal bit is a different and separate mechanism from the machine’s locking
protocol.

e The steal bit applies to one word of memory, is not keyed to who stole
" the word (except if a software convention is employed), and persists for
an indefinite time (until the word is un-stolen). The sneak mechanism

~ gets around stolen words. :

e The locking protocol applies to a T-bus resource (typically an entire
memory on a remote function board), is explicitly tied to the CPU that
initiated the locked sequence, and lasts for a short time (limited by the
CPU Lock Timer). The bypass locks facility gets around locks for local
memory references, and instruction fetches automatically bypass locks.

Summary of Steal Mechanism

The important points of the steal mechanism are summarized below.
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Each word of Butterfly IT main memory (RAM) has a 33zd bit, the steal
bit. The bit appliés to the entire word; the word cannot be partly stolen
and partly not stolen. There is no indication of who stole the word, unless
established by software convention. Each steal bit was protected by its
own parity bit.

Parts of the Butterfly IT address space other than main memory (RAM),
such as control registers and VMEbus address space, do not implement
the steal bit. Attempting to steal any locations in these devices resuits
in a bus error. '

A word is stolen in either of two ways.

o The word is written while a bit in a CPU interface control and con-
figuration register is set to “1”. (In an early function board, this bit
was the steql bit in the Augmentation register.)

o An XMEM instruction is executed while the Lightweight Steal reg-
ister’s lightweight steal bit is set to “1”. This also clears the register
bit to “0”. (The Lightweight Steal register existed only on an early
function board.)

An access of any size (byte, halfword or word) steals the entire word. A
switch message attempting to steal more than one word is illegal.

Stealing a word that is already stolen is permitted; no error is generated.

Reading (without the sneak mechanism) a stolen word results in a bus
error, with a code indicating that the word is stolen.

Reading any portion of a stolen word (byte, haltword or word) results in’
_the same bus error. If a switch message requests reading more than one

word, the response is truncated after the first word that is st_olen. If any
words read during a T-bus burst read is stolen, a bus error occurs. (In

* the initial design, only the CMMU generated burst reads, to fill a cache

line. Cacheable data should never be stolen, as noted below.)

If the Augmentation register’s sneak bit is set to “1”, reading is immune
to whether the location accessed is stolen; the “stolen” bus error does not
occur, the data is returned normally, and further, the Process Configura-
tion register’s sneak data bit is set to the value of the word’s steal bit. (The
AR sneak bit and PCR sneak data bit existed only on an early function
board.)

A word is un-stolen by writing to it while the Augmentation register’s
steal bit is cleared to “0”. This clears the word’s steal bit to “0”.

A write access of any size (byte, halfword or word) un-steals the entire

- word. A switch message writing more than one word un-steals any stolen

words that it wri_tes.

The steal, “stolen” bus error on a read, and un-steal operations all de-
pend on the memory holding the word actually being accessed. If some
error, such as an access protection violation, occurs before the memory
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is accessed, then the operation does not 6ccur — the word is not stolen,
the error code does not specify “location read is stolen”, or the word is
not un-stolen, respectively.

Having the Augmentation register’s steal bit set to “1” has no effect on
a read operation, and having the register’s sneak bit set to “1” during a
write has no effect — with the execption of cacheable locations, noted
below. :

Cacheable locations cannot be stolen or sneaked. Attempting to do so
results in a bus error. Examples of cacheable locations are:

o All instructions — “text” or “code” pages
o Memory management page tables
o Exception vectors |

o Supervisor stack

Problems with the Steal Mechanism

The steal mechanism was abandoned mainly for three reasons:

The effect of normally reading a stolen location — namely, a bus error

.— was deemed fairly drastic. Servicing a bus error invokes significant

software machinery and takes a significant amount of time. Also, a refer-
ence from 2 VMEDbus that encounters a stolen location could be hard to
handle productively. '

How to efficiently save and restore the 33rd (steal) bit on each word in
a demand-paged, disk swapping operating system environment was not
clear. :

“The additional circuitry required to support the steal mechanism exacer-

bated the electrical demands on function board T-bus implementation
— run length and loading, and therefore signal quality and propagation
time. ' ' : '
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The Butterfly Il
Test and Control System (TCS)

‘Introduction

The Test and Control System (TCS) is a network of microcomputers within the
Butterfly IT machine. The TCS controls, monitors, and tests the Butterfly II
hardware components. These functions are implemented by the TCS rather
than the main processing compenents of the machine to avoid the problems
associated with a computer testing and controlling itself.

At the center of the TCS is the TCS master, a small computer with disk and
console. A backup, orredundant, TCSis implemented in some configurations.
For simplicity, this chapter omits discussion of redundant TCS components
until section 6.6. The TCemaster communicates with and controls a set of
TCS slave processors. Each TCS slave processor is a single-chip microcom-
puter that monitors and controls an element of the Butterfly Il machine. The
TCS performs the following tasks:

e Testing — The TCS controis the loading and operation of machine diag-
nostics. After loading a diagnostic program into a function board, the
TCS can start its execution and read the results of the test. This capabil-
ity eliminates diagnostic PROMs from the system’s circuit board de-
signs. '

e Bootstrapping — The TCS controls the initialization of system compo-
nents. It also provides the system’s cold start mechanism by loading
bootstrap code into system memory and starting its execution. This ca-
pability eliminates bootstrap PROMs from the system’s circuit board de-
signs. '

e Monitoring — The TCS ensures that the system’s hardware is function-
ing by continually checking critical components and signals. The TCS
also monitors temperature and power supply voltages.
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a Control — The TCS controls circuit board power and switch access. It
can set power on, off, or to margining values for board testing. The TCS
can cut off switch access to individual function boards, and it can cut any
individual data path out of the switch.

¢ Configuration management — The TCS can detect the number and type
of circuit boards in the system. The TCS checks this against its system
configuration file to detect component outages.

»  Operator interface — The TCS console provides operator access to TCS
functions and information. It also serves as the operating system console
for the Butterfly I machine. A modem port allows access for remote field
service. '

e System software interface — Software running on Butterfly II function
boards can transfer information to and from the TCS, and invoke TCS
functions. -

Following sections of this document provide an overview of how the TCS is
used; describe the individual components of the TCS (master, bus, slaves,
front and back panels, and power); discuss the system-Jevel functions that the
TCS can perform; present the B2T'CS card functional specifications; discuss
the support for redundancy; and describe the TCS bus protocol.

Overview of TCS Use

The Test and Control System is intended for use in manufaciuring, field ser-
vice, and operational environments. Because the TCS can control the major
components of the machine at a very low level, initialization, testing and boot-
strapping of the entire system or any of its modules is greatly simplified. Since
the TCS monitors the machine at a level #at is not usually accessible without
specialized test equipment, we expect that it will be a powerful tool for per-
formance measurement, fault detection, fault isolation, and fault prediction.

The TCS master processor is a small computer that is the heart of the Test and
Control System. When a Butterfly II system is first powered up, only the TCS
master gets power. After it passes its own self tests, the TCS master is respon-
sible for turning on the bulk power supplies, turning on all of the circuit cards
in the system, conducting power-on self tests, deconfiguring modules that fail,
loading the first level systém bootstrap software, and enabling the processors
on the function boards.

While the machine is up and running, the TCS master continuously monitors

- the circuit cards in the system, watching for changes in the machine configura-

tion. When a card is added or removed (by operator intervention or hardware
failure), the TCS master detects the change and updates a machine configura-
tion file.
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A serial terminal connected to the TCS master serves as both the TCS console
and the Mach system console. A command interpreter running on the TCS
master responds to TCS commands. Mach console traffic is passed unmodi-
fied through the TCS master to the Mach master node. A modem port on the
TCS master can be used to give off-site field service personnel access to the

Mach and TCS consoles.

The TCS master communicates with the Mach operating system through a
data structure on the Mach master node. In addition to passing console traffic
back and forth, the Mach kernel may issue direct requests to the TCS master
using a simple message protocol. The kernel may request measurement data,
such as the ambient temperature at one or more function boards, or it may
request a service such as rebooting the machine.

Data collected by the Test and Control System can be used in many different

ways. Performance measurement software can use switch traffic measure-
ments to detect memory hot spots. A demon process can periodically survey
temperatures and power supply voltages throughout the machine and log the
results in a history file that can be checked by field service personnel. The ‘Iest
and Control System has been built out of simple computing elements in order
to keep it as inexpensive and reliable as possible. As a result, the TCS master
processor is not well equipped to perform extensive data analysis, nor is it ca”
pable of storing large amounts of data. The TCS therefore serves as a powerful
data collection tool, but data logging and analysis are left to other, more capa-
ble, processors.

: ‘The TCS master hasa library of diagnostic software on a hard (or floppy) disk.
It'can retrieve routines from this disk and load them into the system’s function

boards when appropriate. During power-up, these tests are systematically
loaded and run by the TCS master. During field service, an operator can type
commands at the TCS terminal to invoke these tests, plus more sophisticated
tests as needed to isolate faults. Other commands turn circuit cards (or the
whole system) on and off, read the serial numbers and revision levels of system
components, or blink LEDs to help service personnel locate cards.

The TCS is designed to manipulate circuit cards via a simple interface. In the
manufacturing environment this means that a stand-alone circuit card can be

- plugged into a TCS master with a cable, loaded with code from the master’s

disk, and exercised. Field service operators can manipulate and probe individ-
ual circuit cards without removing them from the system. Various diagnostic
programs are available from within the Test and Control System master and”
can be invoked with TCS terminal commands. A goal of the TCS is to diagnose
Butterfly IT component failures as completely as possible using just the TCS.

Hardware Components

The basic structure of the TCS is shown in Flgure 6-1. The TCS is made up
of the following components:
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e TCS master — The TCS master controls and coordinates all TCS activ- -
ity, and thereby oversees the operation of the entire machine. ( 3

o TCS slaves — Fach TCS slave controls and monitors the individual cir-
cuit card of which it is a part.

» ' TCS bus — The communication system (“bus”) links the TCS master to
all TCS slaves in the machine.

» TCS front panel — Top-level controls and indicators are mounted here. .‘
# TCS back panel — The TCS terminal and phone line connect here.

» TCS power supplies — One supply powers the TCS master, and another
powers all TCS slaves in a 64-slot machine. An additional TCS slave
. power supply is required for each additional 64 slots.

e - Machine bulk power control — The TCS controls the power for the rest
of the machine, with provision for independently powering on or off sepa-
rate sections of it.
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' o Figure 6-1 TCS block diagram — overview.
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The logical operation of the TCS communication system resembles that of a
bus. However, the hardware implementation is tree-structured, containing ac-
tive elements that fan data out from the master to the slaves and fan data in
from the slaves to the master.

The standard TCS terminal is a DEC VT320. If hard copy is needed, a VI320
~ with a printer connected can be used.

6.3.1 TCS Master

The TCS master, shown in Figure 6-2, is the brains of the Test and Control

System. It is made up of an IBM PC compatible central processing unit and

peripheral cards in a PC-bus card cage with a passive backplane connecting
O them together.
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Figure 6-2 TCS master and associated equipment block diagram.
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Master CPU Card

The TCS master CPU card is an IBM PC/AT compatible computer that is
built on a single IBM PC form factor printed circuit card. The CPU card in-
cludes:

e SCSI port (1.5 megabytes per second)

s Floppy disk port |

¢ Two RS-232 serial ports

e Real time clock / calendar with battery backup
e 512 kilobytes of memory

The CPU controls the following system support devices: a hard disk drive, a
floppy disk drive, a serial port, the real time clock and calendar, the special
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" B2TCS interface card described below, and, optionally, a modem. The system

boots DOS from either the hard disk or the floppy disk, both of which are con-
nected to the CPU card via the SCSI bus.

Cabling between the CPU card and the back panel supports an RS-232 port
for the TCS terminal.
TCS Interface Card — B2TCS

Except for the B2TCS card, the TCS master is an ordinary personal computer. -
The B2TCS is a PC/AT-bus format circuit card that implements all the circuit-

1y particular to the TCS. The B2TCS card includes:

e TCS bus interface -
o Front panel keyswitch and reset button interface

e Front panel LED drivers (8 provided, 3 currently used)

- @ Control for machine bulk power

e PC/AT bus interface
o TCS master watéhdog timer

e PROM for Butterfly Il-specific bootstrap code

The TCS bus interface is a 2681 DUART (Dual Universal Asynchronous Re-
ceiver/Transmitter). The TCS uses this chip set up.for. 9-bit data exchanges,
as does the serial communication interface (SCI) of the Motoroia 68HC11
employed as the TCS slave processor. This DUART has address mark multi-
drop receiver addressing capability, as does the Motorola 68HC11 microcom-
puter’'s SCI. CMOS drivers and receivers connect this DUART with the TCS
bus connectors.

The front panel interface on the B2TCS connects to three indicator LEDs and
two switches — a reset button, and an off/on/secure keyswitch. The “off” posi-
tion directly turns off the power distribution unit serving the TCS master, and
thereby the power for the entire machine. When the keyswitch is in the “on
position, power is supplied to the TCS master, which in turn controls all of the
other power supplies in the machine. When the keyswitch is in this position,
pressing the reset button forces a reset of the TCS master CPU. When the .
keyswitch is in the “secure” position, power is supplied to the TCS master but
the reset button is disabled. The CPU can sense whether the keyswitch is in
the “on” or “secure” position by reading a register on the B2ZTCS.

The front panel LED drivers control three LEDs on the front panel. These
indicate TCS power on, bulk power on, and TCS enabled. The “TCS enabled”
LED indicates whether the comminication line from the master to the TCS
slaves is ready for use.
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Modem Card

A modem in the Butterfly II TCS master allows field service personnel to es-
tablish a remote TCS terminal connection.

The modem in the Butterfly IT TCS is a modem card installed in the TCS mas-
ter card cage on the PC bus. It is connected to an RJ-11 phone jack on the
TCS the back panel with a cable. Using a changeable modem card allows us

to supply equipment that is already qualified by the FCC and European local -

PTTs.

The modem card, and its connection to a phone line, are optional. While the
design intention is that every Butterfly IT machine have this capability, the
phone line need not be connected, nor the modem card present, at sites where
telephone access is undesirable.

Hard Disk

The TCS master contains a Winchester (hard) disk of at least 20-megabyte
capacity thatis controlled gver a SCSIinterface. The list of files below is repre-
sentative of the files on the hard disk. For a detailed discussion of hard disk
files, please refer to TCS software and operations documentation.

- # TCS master operating system (DOS)
e TCS master application code
#  TCS gystem disgrostic
. Machme conﬁguratlon flle
e Machine l_og
e Function board Power-On Self Test (POST) code

e Function board diagnostié code

e Switch card and clock card diagnostics (run in function boards and/or

TCS master)
¢ Bootstrap loader code (runs in a function board with access 10 a disk)

® Bootstrap server code (runs in other function boards)

Floppy Disk

The TCS master contains an IBM PC/AT compatible, 1.2-megabyte, 5.25-inch
floppy disk drive controlled over a SCSIinterface. The intended principal uses

- of the floppy drive are to load new versions of TCS software, and to load special

diagnostics during field service. However, the drive is available for any I/O
needs of the TCS software.
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TCS Bus

The TCS communication bus, or “TCS bus” for short, is a cable that originates

- at the TCS interface card (B2TCS) discussed above. The following four wires

comprise the cable:

TCS transmit-direction data (master to slave)
TCS receive-direction data (slave to master)
TCS master identity (signal named A/B*)
ground

Use of the transmit and receive wires is described below. The identity wire
is described in section 6.6 on redundancy support. The asteriskin A/B* means
negation, not a footnote reference; the identity can be thought of either as “A”
or as “not B”. o

Electrically, the TCS bus is a multi-drop (plus fan—-in and fan-out), asynchro-
nous, serial bus system that carries data between the TCS master and the TCS
slave processors. The TCS bus carries TTL level (5 volt) signals that are dis-
tributed through the Butterfly Il machine from the TCS master via CMOS fan-
out and. fan-in logic distributed among clock and switch cards.

At each slave, resistors o ground prevent noise on the receive data wire when
the TCS master (or the fan-out circuit driving the slave) is removed or powered
off. Without this, noise could be erroneously parsed by the slave as commands.

Transmission Speed and Timing

The master communicates with slave processors over the asynchronous serial

TCS bus. The TCS bus runs at 125 kilobits per second.- Using asynchronous
communication with ninth-bit message framing, each byte takes eleven bit
times — each byte has nine data bits, one start bit and one stop bit. This re-
sults in a peak byte transfer rate of 11,363 bytes per second. The same rate
is used for both the master to slave direction and the slave to master direction.

Receive (Slave to Master) Direction

In the slave to master direction, the TCS bus connects all the slaves to the mas-
ter. On each midplane, the slaves on the eight function boards are connected
to the B2SS switch card. The wire from each function board is bused over the
midplane to the switch card, where it connects to a schmitt trigger input AND
gate. The other input to that AND gate comes from a register that is used to
amputate function board slaves from the slave to master bus. This means that
there are eight AND gates on each B2SS switch card that receive data from
eight function boards. (A ninth gate is present to support redundancy, dis-
cussed in section 6.6.} These gates, and the B2SS card’s own data to the TCS
master, are OR’ed together-and drive a serial line connected to the B2CLK
clock card. The register that controls the enabling of the function board slaves
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- is controlled by the slave on the B2SS switch card. A B2SS slave can amputate
any of the eight function boards from the slave-to-master bus. Q

When the data from a B2SS switch card arrives at a B2CLK clock card, it is
AND’ed with a control bit and OR’ed with data from other B2SS cards before
being sent on to the TCS master. The enable signals on these AND gates are
controlled by the TCS slave on the B2CLK.

Figure 6-3 illustrates the AND and OR fan-in of the TCS bus in the receive
(slave to master) direction, using a B2SS card as an example. At each stage
- of TCS bus fan—in, such a circuit is used. In Figure 6-1, discussed elsewhere,
this fan~in goes from the function boards at the bottom to the TCS master at

the top.
Figure 6~3 Slave to master TCS bus fan-in.
FB O
FB 1
data FB 2 data for TCS masier
from FB 3 sent via
function B2CLK ciock card
boards FB 4
to TCS ‘
mase  FBS =i O
FB 6 _;_\__
FB7 _D_‘ :
8 4
data-from TCS slave register
on this B28S switch card
to TCS master

118

In normal operation, each TCS slave sends data to the master only in response
to a command from the master, and the master is careful to let only one such
command be outstanding at a time. Therefore, data collected by the fan-in
circuitry is normally never garbled by other, interfering data. However, if a

- part of the hardware malfunctions, the TCS master amputates it by disabling
data from the failed hardware. In this way the TCS amputates the failed com-
ponent and contintues to use the remaining, enabled portions of the fan-in cir-
cuitry.

9,
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Transmit {Master to Slave) Direction

In the master to slave direction, the TCS bus is-a buffered TTL level signal
driven by a 74HC240 and received at the slaves with 74HC 14 low input current
schmnitt trigger inverters.

Eight copies of the TCS bus are driven by each B2CLK clock card and sent
cout over the clock cables to the Butterfly II midplanes, where the signal is dis-

tributed to eight function boards and a switch card pair. In each B2SS/B2SR
pair, the B2SS card holds the TCS slave that services the pair.

Figure 6-4 shows the fan-out of the TCS bus data from the master to slaves.
In a machine with more than eight midplanes, an additional layer of clock
cards is used to fan out TCS bus data.

Master to slave TCS bus fan-out.

B2TCS card
in TCS master

clock card ((B2CLK } card’s
in switch TCS

WWWW
RN

to midplanes

<

typical midplane -

Y Y YyYyYyvyVvyYyYyyYy Y

to TCS slaves to TCS slave
on function boards in B2SS switch card

TCS Bus Transactions and Protocol
TCS communications refers to how the master and slave talk to each other,

and what commands are implemented. This protocol is described in section
6.7. The protocol supports monitoring and control functions of the general
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nature described here, but whose details are presented in TCS software and
operations documentation. '

All transactions on the TCS are initiated by the TCS master. A TCS slave
never sends an unsolicited message. Each TCS message has an address and
a command in the message header. All the slaves receive all the messages that
pass over the TCS bus. Each slave examines each message to extract the ad-
dress information. If the address of a message matches the slave’s address,
then the slave carries out whatever command the message indicates. If the
message’s address does not match the slave’s, the slave processor commands
its TCS bus receiver chip to ignore further characters until a new start of mes-
sage arrives. This way all slaves constantly resynchronize their reception on
the start of each message.

There are two types of address, one that addresses a particular slave, and an--

other that addresses multiple slaves. A message that addresses more than one
slave is called a broadcast message. Broadcast messages can be addressed to
all circuit cards, or to all of the cards of a given type (such as all B2VME
boards). Broadcast messages are used during the power-up sequence for
loading power-up and diagnostic code into cards of the same type simultane-
ously.

Duriﬁg normal operation, the TCS master periodically polls the siaves for

status information. That status (one byte) indicates whether there are error.

conditions.

TCS Slave Processors

TCS slave processors perform the TCS commands issued by the TCS master
processor. There is a TCS slave processor on every Butterfly II component
to be controlled: function board, switch card pair, and clock card. (The TCS
master also controls machine bulk power, but not via a slave.)
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A TCS slave never takes any action controlling its associated hardware unless
explicitly told to do so by the TCS master — with one exception. That excep-
tion is that if the card temperature exceeds an “alarm” threshold, the slave
turns off card power.
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The TCS slave processor is a Motorola 68HC11 CMOS microcomputer. This
single-chip computer is equipped with ROM, RAM, EEPROM, a counter/
timer, a serial communications interface, a serial peripheral interface, and an
8-channel analog to digital converter. Temperature transducers and card pow-
er supply voltages are connected to the analog to digital converter inputs for
sensing this information. '
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Slave processors use a power supply and clock that are independent of the
cards they monitor and control. TCS power comes from the TCS power sup-
ply, and is brought to the slave via the midplane. The clock is supplied by an
8.0 MHz crystal attached to the 68HC11 microcomputer.

The 68HC11 is actually a family of similar microcomputers. The specific part
used in the original Butterfly II design is Motorola XC68HCS811E2FN. The
“811E2” signifies two kilobytes of on—chip memory, and that this memory is
EEPROM rather than ROM.

The discussion here covers aspects common to all TCS slaves, and presents
some characteristics of slaves on particular card types. The slave on each card
type is fully described elsewhere, in conjunction with the description of each
type of card. Details of the slave processor are covered in two Motorola publi-
cations: :

MC68HC11E9 HCMOS Single~Chip Microcontroller provides technical
data on the processor as a hardware component.

M68HC11 HCMOS Single—Chip Microcontroller Programmer’s Reference
Manual describes the processor from a programming viewpoint.

The subsections below describe in detail the interactions TCS slaves have with .
their surrounding hardware. These fall into two broad categories:

. Aépects of the slave’s environment that it monitors or controls
o SIGA, LCON and SGA chip interfaces
o Card reset
o Card temperature monitoring
o Card voltage monitoring
o Card voltage coﬁtrol |
o - Card LED control
e The nature of the slave itself and its use of the TCS bus
o Addressing (identity) |
o Configuration ﬁarameters
o Bus selection

o Amputation from the bus

SIGA Interface

The slave processor on a function board communicates with the board’s T-
bus, and thus with every other section of the board - including its processor,
memory, and I/O subsystem — via the Switch Interface Gate Array (SIGA).
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The SIGA interface is based on fourteen 8-bit registers that are accessibie to
the slave. These registers are:

T-bus access data (4 bytes/registers)
T-bus access address ' (4 bytes/registers)
T-bus command (1 byte/register)

- T-bus command modifier (2 bytes/registers)
T-bus response (1 byte/register)
CSU page address (2 bytes/tegisters)

These registers, except for the CSU page address register, permit the TCS slave
to read and write the T-bus. The SIGA contains additional registers in its
Control and Status Unit (CSU). The CSU page address register specifies the
8-kilobyte page at which the additional SIGA registers appear. The TCS slave
can access the additional SIGA registers by first setting the CSU page address
register appropriately, and then using the other registers listed above to make
a T-bus access through the SIGA's TCS interface out onto the T-bus, with the
address of the desired register in the CSU. Refer to the SIGA Specification
(an Appendix) for further details of SIGA registers.

The SIGA to TCS interface is designed to write these registers using the four
wires: '

Clock
Data In
‘Data Out
Execute

The “Clock” signal shifts a command into a SIGA shift register via the “Data
In” pin. The “Execute” pin signals that the complete command is in the shift
register and the SIGA should write its TCS interface register.

Reading the T-bus Response register triggers the T-bus access that is set up
in the registers named above.

The TCS is responsible for initializing the SIGAs on function boards at system
power-up time.

LCON Interface

The slave processors use the Level CONverter gate array (LCON) interface
for three principal functions.

1. The slave can enable or disable a function board’s switch port and clock;
disabling these amputates the board from the Butterfly II switch.

2. Aslave canindividually assert any of the LCON pins that connect a func-
tion board to the Butterfly II switch. :
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3. Aslavecanalso individually read the state of any of these pins. This abil-
ity is used in conjunction with a similar function in the Switch Gate Array
on the switch card to test the continuity of the connections between the
function board and the switch card. '

The LCON TCS slave interface is similar to the SIGA interface in that it is
based on the same four wires connected to the slave processor’s serial periph-
eral port, and is based on a shift register in the gate array. An interface com-
mand is shifted into the array and an “execute” signal causes a register access.
The format of the actual command in the LCON, however, is different from’
that in the SIGA.

There are two registers within the LCON, one that enables and disables the
switch ports and clock, and another that monitors the I/O pins of the array.
At system power-up time the TCS is responsible for selecting which clock is
used to run a particular function board. This is done in the LCON, and thus
with the LCON/TCS interface.

The B2VME has two LCONs and two SIGAs. The slave on this board has
logic that selects which of the four gate arrays the slave serial peripheral inter-
face talks to.

On a B2VME, the TCS can calculate the approximate fraction of time that a
particular switch port is busy by using the LCON interface to sample the
“frame” and “reverse” control signals.

SGA Interface

The TCS interface in the Switch Gate Array (SGA) implements the following
capabilities:

e Set any bit on any output port (other bits are cleared) — data or control
) Read the state of any bit on any input port — data or control

s Enable or d.isablé any of the four input ports

. Enable or disable any of the four output ports

* Read whether an input port is busy

° | Read whether an output port is busy

e Read the priority bit of any output port, i.e., whether a low priority mes-
sage will go through '

e Read the version number of the SGA
The low-level inferface is based on the four wires: Clock, Data In, Data Out,

and Execute. These operate in the same manner as their counterparts on the
SIGA and LCON.
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The slave in a switch card pair (on the B2SS card) also has two output bits that
clear the SGA’s random number generator, or force it into the dead state for
testing. '

Processor Reset Control

The TCS can reset a function board’s processor by writing a register desig-

nated as the processor reset register. (For example, in the B2VME, the TCS

slave can assert the 88100 CPU’s reset line. It can also independently reset
each SIGA and the board as a whole, though these latter three are usually as-
serted simultaneously.) In addition to the reset function, this capability is also

. used to stop the processor while code is loaded into its memory space.

Temperature Monitoring

The function board’s temperature is monitored using a temperature
transducer and support circuitry connected to one of the slave’s analog to digi-
tal converters.

Voitage Monitoring

The slave monitors card voltages by connecting them, scaled and offset, to the
slave’s analog to digital converters. Each slave monitors +5, -4.5 and -2
VDC, and other voltages appropriate 10 the particular card type. Bulk power
is not monitored directly, but is inferred from the oiher voltages.

Voltage Control

The slave controls the card power supply by asserting a 3-bit value interfaced
with the voltage converter block that converts bulk power to card power. The
slave can control the power block output voltage of the +5 VDC and the -4.5
VDC supplies. Each of these two supply voltages can be set to one of six levels:

Off . :

On (nominal voltage)

+ 5% nominal voltage

—5% nominal voltage

+10% nominal voltage
—10% nominal voltage

Circuit Card LED Control

An assortment of LEDs are visible on each circuit card while it is installed in
the card cage, typically indicating:
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TCS VCC present (green)

Bulk 48 VDC (324 VDC) present (green)

Card VCC present (green)

Card VEE present (green)

TCS flag (amber) :
Card—spemﬁc data (on a BZVME, four green LEDs indicate “frame”

- and “reverse” for each switch port)

Of these, two are directly controlled by the TCS. One indicates “card TCS
power on” and is connected with a resistor to the card’s TCS VCC power. The
other is controlled by the TCS slave and can be set on, off, or blinking. Blinking
the LED on and off is one of the TCS slave’s tasks, and does not require further
intervention from the TCS master. Two blink rates are defined in the original
design, fast (about 3 Hz) and slow (aboui 1 Hz).

The TCS flag amber LED is intended to point out cards that fail diagnostics,
and as an aid to a service person in locating a particular card in a large system.
The suggested convention for use of this LED is as follows:

on = dead card
slow blink = diagnostic in progress, or failure
off = passed diagnostic

fast blink = card Jocater signal

A hardware reset causes the LED to turn on. The slave should be pro-
grammed to leave the LED on at startup, so that an uninitialized or total-
ly broken card will have its light on continuously.

The TCS master should start the LED blinking at the slow rate when it
begins testing or configuration discovery. This indicates that the TCS
has discovered the card, but has not yet approved it for use.

Once the TCS has completed diagnostics, the ILEDs on cards that pass
should be turned off, Cards that fail or become non—communicative will -
continue 1o blink at the slow rate.

The TCS master should provide a command that causes the LEDs on one
or more slaves to blink at the fast rate to help a service person locate a’
particular card. The command should be arranged so that leaving the
LED blinking indefinitely is difficult, probably by starting it blinking and
then waiting for a carriage return to stop it again,

If the TCS discovers a failed card in the course of normal operation, it
should try to set the LED blinking at the slow rate.

Finally, note that the LEDs on each B2SS/B2SR pair of switch cards are
both controlled by the same slave, on the B25S. This hardware connec-
tion should be masked by the TCS master. The two switch cards should
be treated as separate entities, and their LEDs controlled independently
as described above.
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Slave Address Sensing

When a Butterfly IT card is installed, eleven wires in the TCS slave interface
stay high or are pulled low by the wiring on the card slot connector. This en-
codes that slot’s TCS slave address. The slave processor compares this ad-
dress to the address in TCS messages, in determining whether the message
addresses this slave. The slave can read its 11-bit TCS address via a decoder
circuit that selects the address register.

The TCS slave address is similar to the 9-bit processor node number that each
function board obtains from the midplane: three bits each of bay, midplane
and slot identity. For function boards, the bay, midplane and slot fields of its
TCS slave address have the same values as those fields of its processor node
number. ‘The 9-bit scheme permits up to 512 function boards, the Butterfly
II design limit; but it leaves no addresses for switch or clock cards. Slot field
values above the 0-7 range are used to address these cards in the TCS slave
address format.

The TCS slave address format is descnbed further in section 6.7 on TCS bus
protocol.

Slave Configuration Information
Several slave configuration values are written into the slave’s EEPROM at the

factory during final assembly and test. These values are listed below, including
the number of bytes (ASCII characters) allotted. The list below reflects the

_ initial implementation. Because the definition of EEPROM contents 1s tied

to TCS firmware and software, not to hardware,_this list should be taken as
highly suggestive but not definitive. Please refer to TCS software and opera-
tion documentation for precise details.

e Card type (1 byte) — Describes what kind of card this slave is on. This
value is used to implement broadcast messages and to select card-specif-
ic slave routines.

. 0 = B2SS switch server card
1 = B2SR switch requester card (has no sIave in current implementation)
2 = B2CLK clock card
3 = reserved for clock buffer card for large machines
4 = B2VME function board with 4 megabytes of RAM
5 = reserved for BZVME function board with 16 megabytes of RAM
6 = B2NFC null function card used in development and testing
9 = reserved for B2SM switch middle column card
- Other values are not currently assigned.

e Circuit card serial number (16 bytes)

e Artwork revision level (2 bytes)

s Electrical revision level (2 bytes)
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e TCS slave code (EEPROM) revision level (2 bytes)

s Analog to digital converter calibration — There is A/D converter cali-
bration information for the 68HC11’s analog to digital converters. This
“data calibrates the transducer systems that read the card voltages and
temperatures. Having a calibration value(s) eliminates the need for pre-
cision voltage references and components. The details of this data vary
from one card type to'another; see the individual software specifications

for each slave. '

* - Temperatore alarm setpoint — Temperatures above this value will signal
an error condition in the slave status byte during polling. See the individ-
ual software specifications for each slave for details.

® Voltage within specifications setpoint (1 byte) — Voltages deviating from
nominal by more than this value, either above or below, will signal an er-
ror condition in the slave status byte during polling,

e Timers — Timeout values used by the slave program, including a T-bus
access timeout (2 bytes).

Amputating a Slave from the TCS Bus

The slave on each B2SS switch card can individually turn off the TCS slave-to-
master serial signals from the eight function board slaves that are associated
with that switch card. An 8-bit register accessible by the B2SS slave has a bit
corresponding to each of the function board slaves. A bit in another register

- similarly controls slave-to- master data from the B2SS in the other switch.

. TCS Front Panel

The TCS front panel contains three LEDs that indicate “TCS power on”,
“main system (bulk) power on”, and “TCS enabled”; a reset button; and a

A 11

3-position keyswitch that selects “on”, “off” and “secure”.

BBN ACI Proprietary ) 127




6:TCS

Figure 6-5

TC2000 Hardware Archirecture .

TCS front panel (conceptual).

SECURE OFF

ON o BULK POWER ON
TCS ENABLED

' TCS POWER ON

WARNING
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The keyswitch performs three functions.

1. Controliing power — Turning the keyswitch to the “on” position turns the
TCS master power on; the “off” position turns it off. After the TCS mas-
ter is on, the master is used to power on, start and reset the main system.
The TCS master power is on in both the “on” and “secure” positions.

2. Disabling reset — The “secure” position disables the “reset” button, by

' ‘electrically preventing the reset signal from reaching the TCS master
CPU. _-

3. On/fsecure indication to TCS master — The TCS master can sense

whether the keyswitch is in the “on” or the “secure” position, and take
appropriate action. See TCS software and operations documentation for
discussion of how TCS behavior is affected.

. Tarning the keyswitch to “off” while the machine is powered up will immedi-

ately and completely power down the entire machine.

The reset button forces a reset of the TCS master CPU, if the keyswitch is in
the “on” position. The TCS master CPU will then, upon successfully rebooting
itself, examine the machine state and TCS configuration information to deter-
mine what action to take. For example, the master might run diagnostics, or

-wait for operator commands, or reset and reboot the Butterfly IT machine, or

continue the normal TCS monitoring and control of an already running Butter-
fly IT machine.

The LED indicators provide the following information: |

¢ TCS power on — This LED is illuminated by TCS power. It should be
on when the keyswitchis in the “on” or “secure” positions, and dark when
the keyswitch is “off”.
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e Main system power (bulk power) on — This LED is under control of the
TCS master, and indicates that the master is commanding the machine’s
power distribution units to supply bulk power to the machine.

o TCS enabled — This LED is under TCS master control, and indicates
that messages sent by the TCS master are driven onto the TCS bus to
the TCS slaves in the rest of the machine.

TCS Back Panel

A panel at the back of the machine brings an RS-232 port and an RJ-11phone

line connector from the TCS master to the outside world. The RS-232 port

is used to connect a machine control room terminal to the TCS master for use
as a TCS console. The phone line connector is used for connecting a remote -
{over the phone line} terminal to the TCS for use by field service personnel for
remote diagnostics. '

TCS back panel (conceptual).

RS-232C
serial port RJ—-11
(modular) Telco jack

for TGS terminal _ _
, for optional phone connection
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TCS Power Supplies

Two power supply systems are associated exclusively with the 'FCS, and the
TCS obtains its power only from these supplies. One powers the TCS master,
and is a simple, line-powered supply. The other powers the TCS slaves distrib-
uted throughout the machine, and is bused over the midplane system to the
TCS slaves. One TCS slave power supply suffices for a machine of 64 function
boards, and an additional supply is required for each additional 64 slots.

Powering the TCS slaves with a supply separate from the Butterfly Il main
power system is necessary for several of their monitoring and control features,
such as turning individual cards on and off, and checking for proper card pow-
er voitages before allowing the card to run. A slave could not perform these
operations if it drew power from the same source as the card it controlled.
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The TCS master supplyis a sunple line-powered supply that powers the TCS
master.

Bulk Power Control

The Butterfly I bulk power supply system can be turned on and off by the TCS.
There is direct control from the TCS interface card (B2TCS) in the form of
multiple, independent, SPST relay contact closures. The 2-wire power control
from each relay connects to each Power Distribution Unit (PDU) in the rest
of the machine, Each PDU then applies the external AC power to the bulk
DC power supplies within the PDU’s cabinet. (The utility cabinet PDU, how-

. ever, is controlled by the front panel keyswitch.)

The purpose of multiple power control relays is to allow staged power-on se-
quencing, to reduce power line transient surge. It also permits powering some
sections of the machine while others remain off, such as during servicing. The
original B2TCS has two relays; more are planned for later versions.

TCS Operational Capabilities

Sections above describe features of the TCS hardware. This section describes
how those features can be used in operation of the Butterfly II machine. In
keeping with the hardware context of this document, the capabilities described
in this section reflect the intent of the design and are strongly suggestive of the
operaticnal capabilities implemented in TCS firmware and spftware. For a

current, accurate and complete descriptlon of the capablhnes however, please

refer to the TCS software and operations. documentation.

- The TCS plays a significant role in the Butterfly II machine in three principal

areas: power-up; normal opcratlonal momtormg, and testing durm g manufac-
ture, final assembly, and field service.

In this section, the acronym POST stands for Power—On Self Test, a test that
a given hardware component performs upon itself, typically during power-up

but optionally at other times as needed, to assure its proper functioning.

Power-On and Bootstrapping

The TCS manages the power-up sequence of the Butterfly I machine. This

sequence includes the following steps:
e Bring up TCS — master runs power-on self test
e Examine, power up and initialize the Butterfly IT machine
o Read machine cdnfi guration and compare to the configuration file

o Turn on circuit card power, card by card
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Initialize SIGAS
Use LCON to select clock that runs function board processors (In
the B2VME, the TCS slave additionally selects between an on-

‘board clock and the switch clock.)

o Check operation of function boards

O

o]

O

@]

" Hold function board processors reset

Disable switch accesses to and from function boards

Broadcast POST code into memory of function boards

~ Release reset on function board processors to let POST run

Repeat the broadcast and run steps for each function board.type
(if the machine contains others; the first version has only B2ZVMEs)

Poll for POST completion and status, from each function board
type '

- o Check switch operafi(;ﬁ

o}

-0

C

o}

Hold the processors reset
Broadcast a switch POST into memory of each function board
Release processors from reset to execute switch POST

Poll for POST completion and status

e Signal and log any errors discovered by POSTs.

¢ Start machine

)

o

O

Hold function boards reset
Select a switch system
Select a value of hold time for the. SGAs -

Load a bootstrap program into a master function board (likely one
with access to a disk)

Load a bootstrap server program into zll other function boards

Load the “working” machine configuration table into low memory
of function boards

Enable switch accesses to function boards

Release processors from reset to start the bootstrap code/sequence
running - -

e Start TCS monitoring application running in the TCS master

The following sections discuss parts of the sequence described above.

February 14, 1990

BBN AC! Proprietary 13



6.7CS

132

TC2000 Hardware Archireciure

Power-0On Self Tests

There are several different types of power-on self tests in the Butterfly II ma-
chine. The TCS master has one in PROM (available only if a keyboard and
display are attached to the TCS master), self tests for each type of function
board are stored on the TCS’s hard disk, and a Butterfly II switch POST is
stored on the TCS hard disk. Each is written for the type of processor to ex-
ecute it; for example, the function board and switch POSTs are 88000 code.

The TCS master POST has several stages. First, the TCS CPU card has a
POST in on-board ROM. Besides testing the CPU board, the CPFU ROM

= POST also checks for the existence of ROM in TCS master device controllers

such as the hard disk. Tf this test fails, code in EPROM on the B2TCS card
interprets the resulting error code and generates an appropriate message on

the serial port.

Upon passing its ROM POST, the CPU boots DOS and examines the aufoex-
ec.bat file for commands. Normally, this file directs the CPU to boot the TCS
application software. This boot sequence serves as an indirect self test of the
TCS master. The TCS software then checks whether it can operate B2TCS
functions correctly, another stage of POST. Finally, the software enables the
TCS bus and checks whether it can communicate with any TCS slaves. This
serves as the final stage of POST,; if any slaves respond appropriately, the TCS
master has passed its POST

TCS slaves have no explicit POST. Rather, each slave atterhpts to respond to
commands from the TCS master. Ifits response is incorrect, the master takes
appropriate action which may include amputating the siave from the TCS bus.

Function board self tests are loaded into function board memory via the TCS/
SIGA interface while the processor is held reset. After the POST is loaded,
the processor is released into execution. While the self tests in one type of func-
tion board are executing, POST code for the next function board type can be
loaded and started. The TCS then polls, waiting for the test to finish, and then
reads the results of the test from the POST status register on each function
board.

Any errors or outages are reflected in the configuration table that is broadcast
into the low memory of the function boards, is signaled at the TCS terminal,
and is recorded in the machine log on the hard disk.

The Butterily II switch POST consists of function boatd code that is loaded
into all of the function boards and started simultaneously. The program has

each of the processors write test data into a block of memory in each of the

other processors’ memory. Switch performance is monitored during the test
to verify that it is within acceptable leveis. After the test has executed, the
memory is checked to see that the transfer was successful, and test status is
written into a register that is polled by the TCS master.
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. Another kind of switch test, used only as a diagnostic tool, consists of TCS

slaves manipulating function board LCONs and switch card SGAs to test the

- connectivity between these cards. (LCONs and SGAs can individually assert

and monitor their I/O pins.) ThlS test runs on the TCS master.

Configuration

The TCS determines what number and type of circuit cards are in the system,
and which of them is operating properly.

At system power-up time, the TCS determines what circuit cards are present

-and working in the system, and provides this information to the Butterfly II

application. To accomplish this, the master polls every card slot for card iden-
tification information and builds a table in its memory of what it finds. Power-
On Self Tests are run on the cards that are present, and the configuration table
is updated to reflect which of them are operating properly. The resulting table
is compared with the configuration file stored on the TCS hard disk and, if
there are any discrepancies, an error message is displayed on the TCS terminal
and the machine error log is updated. (The configuration file stored on the
hard disk was created during initial system installation and it presumably cor-
responds with what should be installed in the system.)

The final table — that lists what cards are working in the system — is written
into low memory of the master node Butterfly II function board for quick ac-
cess by operating systems and application processes. This table is used to in-
form such software what hardware resources are available and how to
configure memory interleaving.

Monitoring

The TCS spends most of its time polling the Butterfly II machine, gathering
switch activity statistics, gathering a system temperature history, gathering a
system voltage history, watching for error conditions, and watching for system
console I/O activity.

Temperature and Voltage Monitoring

The TCS monitors the temperature and voltage on each of the Butterfly II
function boards. Temperatures or voltages over a defined error threshold are
reported to the TCS terminal and are logged in the machine error log. Ifalarge
number of over-temperature reports occur, the master shuts down the entire
system.

Bulk power supply failures are reported in 2 similar manner. If the TCS mas-
ter, through polling slaves for voltage measurements, detects that the power
supply voltage is out of specified limits, it reports the error and shuts down
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the system if necessary. If the slave detects an overtemperature condition, it
turns off card power.

Temperature and voltage for each of the function boards is periodically read
and recorded in the machine log in addition to watching for error conditions.
This information can be presented on the TCS terminal to dlagnose system

_problems and monitor degradatlon characteristics.

Switch Activity Monitoring

. The TCS can monitor switch activity while the machine is in use. The TCS

can also load and run switch POST exerciser and diagnostic programs in func-

tion boards and in the TCS master itself; however, those programs are not run

while the machine is available to users.

The switch activity monitoring facility uses the ability of the LCON in each
function board to monitor any one of several switch signals. The TCS master
can command a function board TCS slave to repeatedly sample a given signal,
using the LCON. In the original implementation, 1024 samples are tallied dur-
ing 11 milliseconds. This count is then scaled down to an 8-bit value, and can
subsequently be retrieved from the slave by the TCS master. This count repre-
sents the fraction of the time that the selected signal was asserted.

This monitoring function is particularly powerful when invoked with the
broadcast capability of the TCS bus protocol. All function boards can be told
to begin their tally at once. When the sampling intervalis over, the TCS master
reads the count from each siave. Thus, 2 machine-wide measurement of
switch activity during that'interval is obtained.

System Console I/O

The TCS master periodically polls one of the function boards, looking for
application /0. When the master sees a service request, it reads a memory
location that describes what kind of service is being requested. One type of
service that can be requested is system console I/O. This path is used when
the system console device driver writes to the console.

A particular function board is defined (by a configuration parameter) to be
the system console I/O handler. When console information is typed on the
TCS terminal, it is shipped out to a predefined buffer in that function board’s
memory, and the processor is interrupted by writing an appropriate T-bus reg-
ister. An operating system demon handles the information in the buffer.

LY

Mach Service Requests

Note: the capability described in this section is possible but is not currently
implemented. It could prove useful in diagnostic situations, for system exercis-
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er programs to communicate with the operator at the TCS terminal. During
multi-user time sharing operation, however, its utility is questionable and
could pose a threat to system stability.

The Mach (operating system) service request interface provides TCS control
and information to application processes. Application processes can issue any
TCS command much like the TCS terminal issues them. The I/O between the
TCS and the application is handled like the system console I/0.

A particular function board is defined (by a configuration parameter) to be
the application interface I/0 handler. When the TCS needs to inform the ap-
plication of some kind of system error, or of an impending processor shut-
down, an appropriate code is written into a predefined buffer in that function
board’s memory, and the processor is interrupted by writing a T-bus register.
Another operating system demon handles the information in this buffer. .

Field Service and System Management Commands

The TCS controls power cycling, runs diagnostics, installs or removes circuit
cards from software resources, resets the system, reconfigures the system, and

-so forth. The typical operator of the TCS is a system manager or a field service

technician. Understanding the hardware design is easier with an understand-
ing of its intended use. To provide that context, some likely commands are de-
scribed below. For the commands currently implemented, please see TCS
software and operations documentation.

' [NOTE: FOLLOWING COMMANDS NEED A PASS TO BRING THEM

UP TO CURRENT STATE OF /ust/bfly2/sre/tcs-m/george/dev/george.doc]

Card Power On/Off

Turn a particular circuit card on or off. The operator gives the single card
power on/off command and is prompted for slot address information.

Turning off the card power is the one action a TCS slave may take without an
explicit command from the TCS master. Namely, if the card temperature ex-
ceeds an “alarm” threshold, the TCS slave can turn off card power.

Card Install or Remove

Informs the Butterfly IT application and the configuration table that a circuit
card should be either added or removed from the system’s resources. This
command would be issued when a card is installed or removed from a Butterfly
II machine. The operating system(s) probably will not support addition or
deletion of function boards to/from their set of boards in use. The card power
on/off command may do all that the install/remove command needs.
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System Power On/Off

Turn the entire machine on or off.

When the machine is powered up and down, the TCS power control is used
to reduce strain on the system’s power supply by gradually turning cards on
or off. Cards will likely be turned on or off one at a time with a short pause
after each power command.

Single Card Reset

Reset a particular card. The operator is prompted for slot information, and
the card in that slot is reset.

System Reset

. Reset the entire system. Causes the master to broadcast a reset command to

all of the slaves.

_System Restart

Initiates the complete power-up sequence and boots up the machine.

Run System POST

Runs the system’s Power-On Self Test. This command initiates the same test-
ing sequence that is used during system power-up. Each component is tested
with the appropriate POST code, and the results of each are displayed on the
TCS terminal. This command would likely be used to debug a system that is
failing its power-on self test.

Run Card or Switch POST

Runs the Power-On Self Test appropriate to a particular card, or to the Butter-
fly I switch, and reports the results on the TCS terminal. The test is the same
one that is used during sysiem power-up. '

Run System Diagnostic

Runs an extensive set of diagnostics on the entire machine. Diagnostic code
differs from POST code in that it is meant to determine what is wrong with
the card rather than simply whether the card is working or not working. Diag-
nostic code is not required to complete as quickly as POST code.
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Each type of function board has diagnostic code stored on the TCS hard disk.
There is an analogous piece of code for the Butterfly I switch that includes
an extensive test of continuity between the function boards and the switch
cards using LCON and SGA I/O pin testing commands. Test results are re-
ported to the TCS terminal.

Run Card or Switch liiégnostic

Runs diagnostic code on a particular function board or the switch. The opera-
tor is prompted for information about what they would like to test. Results
are reported to the TCS terminal.

Run TCS System Diagnostié

Runs a diagnostic program to diagnose problems with the TCS system. The
goal is to identify the field replaceable unit that has failed.

Capture Switch Traffic Data

Records average switch traffic rate for a specified switch port over a specified
time interval.

Show Card/System Temperature/Voltage.

Displays the temperature or power supply voltages on the specified card or

group of cards, listed for each slot in the system, or averaged over all cards
in the system. '

- Show Card Identity

Displays the following information about the card found in a slot the operator
specifies. ' ‘ :

e (ard type

e Card revision level

e Slave code revision level
e Card serial number

e (ate array revision levels
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6.5 B2TCS Functional Specification Q
6.5.1 | - Introduction -

The B2TCS is a PC/AT format circuit card that comprises the Butterfly Il ma-
chine’s Test and Control System (TCS) interface circuitry. It is meant for use
in the TCS master processor, a PC/AT compatible central processing unit and
system bus.

6.5.2 " Major Card Functions

The BZTCS has the 'fou'owing major components:
o PC/AT bus interface |
o TCS bus interface
e Front panel interface
® Power Distribution Unit (PDU) interface
» TCS master watchdog timer

. "TCS master power-up EPROM

The functions performed by these components are described below. @
Figure 6-7 shows the functional organization of the B2TCS.

U
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B2TCS functional block diagram.
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PC/AT Bus Interface

The PC/AT bus interface decodes the B2T'CS’s devices and registers in the PC/
AT’s I/O space, and the B2TCS’s EPROM in the memory space. The address-

ing parameters for the two spaces are independent.

TCS Bus Interface

The TCS bus is a TTL level asynchronous serial communication bus that con-
nects a variable number of TCS slave processors to a TCS master processor.
A TCS slave processor is a single~chip microcomputer equipped with a serial
communication interface. There is one slave processor on each Butterfly 11
circuit card (except for the B2SR). The slave controls card functions such as
power, memory access, and hardware- test.

The TCS bus originates from a 2681 DUART on the BZTCS. The DUART
receives all its clocks from an 82C54 programmable timer. Both the transmit
and receive sides of the TCS bus operate at communication speeds of up to
125 kilobits per second. The TCS bus is brought to a DE-9 connector at the
edge of the B2TCS, where a cable connects it to the B2CLK card for further
buffering and distribution to the rest of the Butterfly IT machine.
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The transmit side of the TCS bus is driven by a CMOS buffer enabled undes
software control. After a TCS master reset, the TCS bus is disabled and must
be re-enabled by the master processor before TCS messages can pass to the
rest of the system. :

‘Front Panel Interface

The TCS controls the Butterfly II front panel (B2FP). The front panel com-
prises the following:

& TCS master reset button

. Keysw1tch with positions * power oft”, ¢ power on”, and “power on, se-
cure” :

e Main power on indicator LED

e TCS enabled indicator LED

e TCS power on indicator LED

o TCS general purposé indicator LED

These functions are accessible with the B2TCS’s Control Read register and
Control Write register. The B2TCS and the front panel are connected with
a-cable from the B2TCS’s DB-25 connector.

The front panel’s reset button is OR’ed with the reset signal generated by the

B2TCS’s watchdog timer, Depressing this momentary~-contact reset button
asserts reset on both the BZTCS and the master’s CPU card. The TCS master
processor re-boots in response to such a reset.

At boot time, the master may read the B2TCS Control Read register to deter-
mine whether it is powering up from a reset; or from a power cycle. The “main
power LED on” and “relay X on” bits are cleared only by a power cycle, not
by a TCS master reset.

The front pénel keyswitch controls line ﬁoﬁer".to" the TCS by providing a con-
tact closure to a Power Distribution Unit in the Butterfly II utility cabinet.

Setting the keyswitch to “power on” turns on the TCS master processor. The

TCS can distinguish between the “power on” and the “power on, secure” posi-
tions by reading the Control Read register on the B2TCS.

The front panel has three LEDs. One indicates that the TCS thinks the main
system power is on; another indicates that the B2TCS’s TCS bus drivers are
enabled; and the last is a general purpose indicator LED. These are all con-
trolled with the Control Write register.

BBN ACI Propristary . February 14, 1990
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. PDU Interface

" The TCS controls the Butterfly IT Power Distribution Units (PDUs) with two

relays on the B2TCS. The relays’ contacts are brought out to a DB-25 connec-
tor on the card edge. The relays are controlled via the B2TCS’s Control Write
register described below. Their function at the connector can be modified with
the jumpers JMP1, IMP2 and JMP3. The1r state is read back in the Control
Read register.

Watchdog Timer

The watchdog timer is a counter that is started and stopped with the “watch-
dog enable bit” in the Watchdog Control register. A write to the Watchdog
Poke register resets the timer’s count and lets it continue counting. If the
counter reaches its end value, a reset signal connected to the TCS master’s
CPU card is pulled low, resetting the CPU. When the CPU is reset, the TCS
master re-boots. The watchdog timer will fire if it is not poked at least once
every 20 seconds. o

B2TCS Reset

- AB2TCS reset occurs when the watchdog timer expires, or when the front pan-

el “reset” switch is pressed while the keyswitch is in the “on” position. It causes
a standard PC/AT reset of the TCS master processor, and resets logic on the

"B2TCS card, with the exception that certain bits in B2ZTCS registers are unaf-

fected. In particular, bits- controlhng main power to the rest of the machine
are unaffected, so main power is not removed by resettmg the TCS master.
The effect on each bit of B2TCS control registers is described in the register
summary.

B2TCS EPROM

The B2TCS includes socket(s) for EPROM memory. DIP switches described
in section 6.5.3 configure the EPROM base address and size. The EPROM
is the only addressable component of the B2TCS that resides in the PC/AT
memory space; all others reside in I/O space.

Code in the B2TCS EPROM sends power-up error messages to the TCS ter-
minal.

The present version of the B2ZTCS contains 64 kilobytes of EPROM. Future
versions of the card might contain additional memory, holding an image of the
DOS operating system and a subset of the TCS application program. This
would improve the mean time between failure by allowing the TCS master to
operate without its hard disk.
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B2TCS Add ress'Space

The PC/AT bus is addressed with a 24-bit address bus. (The four topmost
bits are used for addressing extended memory; these must be latched at the

. beginning of the bus cycle. The 20 principal address bits are valid throughout

the cycle.) There are two address spaces, a 24-bit memory space and a 10-bit
1/0 space. The two spaces share the same address lines, but are distinguished
by different read and write strobes.

The B2TCS TCS bus, the watchdog timer, and the front panel control registers
are decoded in the PC/AT’s /O space. The EPROM is decoded in the memory
space. :

B2TCS Mﬁemory Space

The B2TCS includes a 64-kilobyte EPROM. Its base address, and the size
of the address range in which it responds, are configured by DIP switches.

It may be configured as a block of 2, 4, 8, 16 or 32 kilobytes.

B2TCS EPROM Configuration Switches

There are two sets of related switches, one that sets the memory block size and
another that sets the block’s base address. The switches are divided up be-
tween the card’s two DIP switch banks SW1 and SW2. Figure 6-8 defines the

meaning of each switch.

There is a code version switch that forces the EPROM to respond with either
the upper half or the lower half of its 64-kilobyte space. Thus the EPROM
can hold two different code versions, and this switch selects between them.
The setup of the base address and size remains unchanged by this switch.

R T A T S T L WP TR T S UL UL T L UL P M T L TR L T T WL L R T S T L R T L ]
Mo, T,y My T, Ty Ty "'h T, ey Ty e M e My Ty M M, M T Sy, T, T Ty, My, l"l. My M M T e Ty Ty i Ty, P, T, T Ty, T M,

The EPROM base address must be set to a value between (0x0C8000 and
0x0E0000 on a 2-kilobyte boundary, because these are the locations which the
PC’s power-on self test (POST) looks for additional EPROM. See the IBM
PC/AT Technical Reference for more information about EPROM code require-
ments.

i g, M, T, ", g, ", M, M, R, ", 0, M, P M, T, ", M, M, T, i, T e, M, ", M, e, ", ",
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o | Figure 6-8 | EPROM configuration switch definitions.

EPROM size selection

DIP switch SW2
s8 s7 s6 EPROM memory block size

off off off 2 kilobytes
off off on 4 kilobytes

off on off 8 kilobytes switch pasition key
off on on 16 kilobytes off = open = ONE
on oif off 32 kilobytes on = closed = ZERO

'EPROM base address selection ‘
DIP switch SW2 DIP switch SwW1

s5 s4 83 52 s1 s3 82
addr addr addr addr addr addir  addr '
<19> <18> <17> <16> <15>  <14> <13>  EPROM base address
on on on on on on on 0x000000
off off off off off off off OxOFE000
off off on on off on on 0x0C8000 (recommended)
O' EPROM code version selection
' DIP switch SWH1
s1 EPROM code version
on code version zero (bottom portion of EPROM)
off code version one (top portion of EPROM)

B2TCS 1/0 Base Address

The I/0O base address of the B2TCS is selectable to avoid conflicts with future
cards installed in the TCS master processor. The card’s I/O base address is
set with DIP switch SW1. SW1 sets the 5 most significant bits of the 1/0 base
address (ADD <9..5>). Setting a switch to the “ON” position makes the coz-
responding address bit a zero. The recommended I/O base address is one set
aside by IBM for prototype cards. All TCS software expects to find the BZTCS
at I/O base address:
' 0x02C0
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Recd_mmended I/O base address switch setting.

resuitingvalue: 0 0 0 O

11
address bit: |V|M M|5 6 7 Ql

I/O address switches
memory address swiiches
code version switch

Switch 1on the I/O base address DIP switch bank selects between two versions
‘of EPROM code. Switches 2 and 3 set EPROM base address bits 13 and 14,
respectively. See Figure 6-8.

B2TCS Device Offsets

“The offsets to devices and registers on the B2TCS card are listed below. The

DUART and ihe Counter/Tiies euinies in the list are the ofisets to the base
address of the component; the address of each internal register of these com-
ponents is the sum of the register number, the component’s device offset, and
the B2TCS’s base address.

0x000 Control Read register and Control Write register
(x001 Watchdog Poke register (write only)
x002 Watchdog Control register (write only)
- (%004 Programmable Counter/Timer
(four read/write registers)
0010 DUART (16 1ead/write registers)

B2TCS RegistérSumrﬁary

Each of the B2TCS registers and addressable components listed in section
6.5.3 is described below, in alphabetical order. Access is by byte only.

Control Read Régister

The B2TCS’s Control Read and Control Write registers manage the Butterfly
II front panel and PDUs. Note that the main power control bits and main pow-
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er indicator bit are reset-only at power-up, not by a reset of the TCS master.
The Control Read register has the following bit definitions.

Figure 6-10 Control Read register.
bit 7 bit 6 bit 5 bit4 bit 3 bit 2 bit 1 bit &
B2TCS main .
secure* | revision V:?:g:%?_,g onUPS | ouer | TCS busi relay 2 relay 1
level power LED on enabled on on
power-on o - -
state: EXT REV 0 EXT 0 1 : 0 0
reset '
state: EXT REV 0 EXT SAME . 1 SAME SAME
KEY: EXT = bit is driven by ofi-card source
REV = static card revision level indicator
SAME = bit retains value it had before TCS master reset
secure* This bit is driven by a keyswitch on the front panel. If no front panel is con-

nected, the bit reads high (1).
0 — Indicates that the keyswitch is in the “power on, secure” position.
1 — Indicates that the keyswitch is in the “power on” position.

B2TCS revision level ThlS bit differentiates between a B2TCS with EPROM and a B2TCS without

watchdog timer on

on UPS power

February 14, 1990

EPROM. (Early versions had no EPROM.)
0 — Indicates that this is a B2TCS without EPROM.
1 — Indicates that this is 2 B2TCS with EPROM.

This bit is controlled by the Control Write register described later. When this
bit is asserted, the B2TCS watchdog timer must be poked at least every 20 sec-
onds to avoid a reset to both the B2TCS and the CPU card. This bit is cleared
at power-up, and at TCS master reset.
0 — Indicates that the watchdog timer is off.

1 — Indicates that the watchdog timer is enabled.

This bit is driven by the DB-25 connector at the B2TCS’s card edge. The con-
nector’s pin is connected to a signal on an Uninterruptible Power Supply (UPS)
that indicates it is running on battery power rather than line power.

0 — Indicates that the UPS is running on line power.

1 — Indicates that the UPS is running on battery power.
The present Butterfly IT implementation does not support support UPS power.
This bit anticipates possible future implementations that do.
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main power LED en This indicator bit is controlled by the Control Write register described later.
- When this bit is asserted, an LED illuminates on the front panel. This bit is .
cleared at TCS power-up, but not by TCS master reset. Q
0 — The TCS master processor believes that main power is off.
1 — The TCS master processor believes that main power is on.

TCS bus enabled*  This bit indicates the state of the TCS bus enable bit in the Control Write regis-
ter. This bit is an inverted version of that bit. This bit is set at power-up and at
TCS master reset. :
0 — Indicates that the TCS is able to send messages on the TCS bus;
‘the front panel “TCS enabled” LED is on.
1 — Indicates that the TCS bus is disabled; the front panel LED is off.

relay 2 on

refay 1 on - These bits indicate the state of the corresponding bits in the Control Write reg- -
ister. These bits are cleared at TCS power-up, but NOT by a TCS master reset.
0 — Indicates that the relay and the associated PDU are off.
1 — Indicates that the relay and the associated PDU are on.
Control Write Register
The Control Write register has the following bit definitions.
Figure 6-11 Control Write register. : ( }
bit 7 bit & bit 5 bit 4 bit 3 bit2 bit 1 bit 0
indicator | TcSbus | ™" | Tespus | relayz | relay 1
spare spare LED on A*/B O%OEVSB. enable control control
power—-on '
state: - - 0 0 0 0 0 0
reset ‘
state: - — 0 0 SAME 0 SAME SAME

KEY: SAME = bit retains value it had before TCS master reset

indicator LED on. This bit controls a general purpose indicator LED on the Butterfly IT front
panel. This bit is cleared ar power-up and by a TCS master reset.
-0 — General purpose indicator LED is not illuminated.
1 — Tlluminates the LED.

O
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TCS bus A*/B

main power on LED

TCS bus enable

relay 2 control
relay 1 control

This bit controls the TCS bus selector signal on pih 6ofthe TCSbus. Thisbitis"

. inverted before driving the bus wire, as implied by the names: the bit is A*/B,

the signal is A/B*. This signal tells the B2CLK card which bus, A or B, itis on.
The B2CLK sets its TCS address with respect to this signal. This bit is cleared
at power-up and by a TCS master reset.

0 — Indicates that this master is using TCS bus A.

1 — Indicates that this master is using TCS bus B.

This bit controls the “main power on” LED on the Butterfly Il front panel.
This bit is cleared at power-up, but not by TCS master reset.

0 — “Main power on” LED is not illurninated.

1 — Tuminates the LED. -

This bit controls whether TCS bus messages sent to the BZTCS DUART are
driven out onto the TCS bus or not. It also controls the “TCS enabled” LEDon -
the front panel. This bit is cleared at power-up and by TCS master reset.
0 — TCS messages are not driven onto the TCS bus; LED is off.
1 — TCS messages are driven onto the TCS bus; LED is on.

These bits open and close two relays on the B2TCS. These relays are intended
to control Power Dustribution Units, and thence main power for the rest of the
machme, as described in section 6.52. At power-up, these bits are cleared,
opening the relays, but a TCS master reset does not affect them.

0 — The relay is open.

"1 — The relay is closed.

Dual Asynchronous Receiver/Transmitter (DUART)

The TCS bus is driven by a 2681 DUART. One channel is used for the TCS
bus. The other channel is unused in the original version of the B2TCS, but
reserved for use as a second TCS bus in a later version of the B2TCS. Sixteen
internal registers control the DUART. See chip manufacturer documentation
for details on addressing and programming the device. The 2681 is manufac—
tured by Signetics, Motorola, and United M1c:roelectromcs

Programmable Counter/Timer

The clocks that drive the 2681 DUART are generated by an 82C54 program-
mable counter/timer chip used as an interval timer. Four internal registers
control the device. See chip manufacturer documentation for details on ad-
dressing and programming the device. The 82C54 is manufactured by Ok,
Intel, Harris, Toshiba, and others.

February 14, 1980
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Figure 6-12
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‘Watchdog Control Register

Bit 0 is the bnly defined bit in this register; no other bits are implemented.
This is a write-only register.

Watchdog Control register.

bit7 bit 6 bit 5 bita  bit3 bit 2 bit1 bt
enable
spare . Spare spare spare spare spare spare watchdog
' timer
power-on .
state: - - — — - — — 0
reset ~
state: - — - —_ — - - 0

enable watchdog timer

This bit controls whether the watchdog timer is counting or not. Setting this bit
does not clear the watchdog timer. Therefore, the software should poke the
watchdog before setting this bit, or ensure by earlier use that the timer is not
about to expire. .

0 — Disables the watchdog timer.

1 — Enabl nEs the watchdog timer,

Watchdog Poke Register

There are no data associated with this register. A write of any data to the ad-
dress of this register resets the count in the watchdog timer, thus poking the
watchdog. ‘This is a write-only register.

6.5.5

148

B2TCS Controls and indicators

The only manually alterable controls on the B2T'CS are two DIP switches for
address control, and jumpers that select the type of PDU control used. The
the function of the switches and jumpers is described below. The B2TCS phys-
ical layout is shown in Figure 6-13.

Connectors
J1 — reset signal to CPU card, B2TCS drives J1 pin 1 with TTL logic signal
RESET*
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J2 — two jilrhper pins, clock oscillator enable (jumper normally installed).

J3 — DE-9, 9-pin male, TCS bus
pin 2 = TCS_IN* {slave to master)
pin 3 = TCS_OUT* (master to slave)
pin 6 = TCS_A/B* :
pms 7,8 = ground
pins 1, 4,5, 9 = no connection

J4 — DB-25, 25-pin male, front panel interface and power control

J5 — 12 jumper pins, DUART interrupt level to PC/AT bus (jumpers normally
absent) — Jumper pins J7 allow the B2TCS DUART to assert an inter-
rupt on the PC/AT bus. Normally this capability is not used, so no
jumpers are installed -on J7. Figure 6-14 shows how jumpers in J7
specify the interrupt level asserted by the DUART. '

Jumpers

i

JMP1 — three jumper pinéi,r power control relay number 2 —

jumper on pins 1 & 2 = relay provides contact closure between
J4 pins 10 and 23

jumper on pins 2 & 3 = relay applies 24 VAC to J4 pin 10,

* no connection to J4 pin 23

.JMP2 — three jumper pins, power control relay number 1 —

jumper on pins 1 & 2 = relay pIOV1des contact closure between
J4 pins 9 and. 22

jumper on pins 2 & 3 = relay apphes 24 VAC>I< to J4 pin 9,
no connection to J4 pin 22

JMP3 — three jumper pins, front panel keyswitch contacts “number 27 —
jumper on pins 1 & 2 = switch closure connects J4 pin 12 to pin 25
jumper on pins 2 & 3 = switch closure applies 24 VACK to J4 pin 12, |

no connection to J4 pin 25

* %k The application of “24 VAC” on the specified pins of J4 assumes that 24

VAC comes into J4 pin 13. Alternatlvely, J4 pin 13 could be connected
to ground, in which case the specified pins would be grounded by the
action of the keyswitch or relay.

DIP Switches
SW1 — DIP switch bank, B2ZTCS I/O base address, see section 6.5.3
SW2 — DIP switch bank, B2TCS memory base address, see section 6.5.3

BBN ACI Proprietary _ 140



6:TCS

Figure 6-13
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B2TCS physical layout.

Ji J2 J3
SW1  Sw2 9-pin D
connector
J4
25-pinD
connector

B2TCS viewed from component side

Figure &6-14

150

PC/AT bus connectors

B2TCS DUART ii:*._ierrypf'-levei: select jumpers.

2 1RQY
IRQ10

©——IRQ11 PC/AT bus
o 8 IRQY 2 - interrupt wires
©—— IRQ14

©-2— IRQ15

interrupt pin - —»—
on DUART

O
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Redundancy Support

Redundant Modules

At the beginning of the design cycle for the Butterfly I hardware, support for

non-stop operation at unattended sites was a requirement. To meet this re-

quirement, the Butterfly II architecture supports hot sparing of hardware

modules, amputation of failed modules, power—on servicing of failed modules,
and other related features. The requirement for non-stop operation was

dropped, but many of the hardware features were kept. In the first release of

the machine, there is no software support for these features. In later releases,

we expect.to use these features to improve system availability.

The Test and Control System plays a central role in the management of backup
modules, performing operations such as amputation and power-down of
failed modules;, switchover to backup modules, off-line testing of backup mod-
ules, and other functions. “In addition, the design of the TCS itself includes
a backup TCS bus, and has taken into consideration provisions such as back- -
up TCS power and a backup TCS master. This section describes TCS hard-
ware and software features designed to support backup modules. None of
these features are supported in the first release of the machine, and only some
of them are implemented. We also describe some problems that have not been
addressed. This section should be viewed as a work in progress, to be com-
pleted as we develop marketmg and service strategies to cornplement it.

The terms “redundant” and “backup are used here mterchangeably

List of Backup Features

The following features are included in the Butterfly II design, to varying de-
grees:

e Backup switch system — includes backup switch cards, a backup clock
 card, a backup switch interface (LCON and SIGA) on each function
board, and means to select between the two switches

. Backup TCS master — includes a backup TCS master itself, a backup
TCS bus distributed throughout the machine, and means to select be-
~ tween the two TCS buses at each TCS slave '

e Backup TCS power — the TCS master could be powered by a battery
backup system :

These backup features are independent; any one or two, or all three, could be
implemented. The support for redundancy is therefore somewhat complex,
especially in the backup switch and/or backup TCS master area, so keep in
mind their independence while reading the discussion below.
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6.6.3

Figure 6-15
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Redundant Switch and/or TCS Master

In a Butterfly II system configured for redundancy, there may be two indepen- Q
dent TCS masters and/or two independent Butterfly switches. That is, system
availability and reliability can be enhanced by duplicating the TCS master, or

the switch, or both. Figure 6-15 shows these optlonal redundant components

with dashed lines.

TCS block diagram — communication and redundancy.

TCS master

A

switch A

switch A
switch
cards

other
midplanes

[7css]

| 'Fcés[

function
board

function
board

o L ¥ el
[ Tess| [ Tcss]
ooe ) see
function midplanes function | | function || function
board board board board
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In a Butterfly IT machine with a redundant TCS system, there are two TCS
back paneI connectors for the TCS terminal — one for each TCS master. If
the primary master dies and the system operator needs to issue a TCS com- G
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mand, the terminal is disconnected from the primary tenmnal connector and -
connected to the backup one.

Redundant TCS Bus

A Butterfly II machine may be configured with a redundant TCS master, a re-
dundant switch (and clock card), both, or neither. The arrangement of TCS
bus(es) in these four configurations is as follows. .

e In a simple machine without redundancy, one TCS bus cable is driven
by the TCS master, to serve one B2CLK clock card. From there, the
“bus” is fanned out for data from the master, and fanned in for data to
the master.

e In a Butterfly I machine configured with a redundant TCS master but
only one switch and clock, both TCS masters supply their own TCS bus
to the clock card.

e Ina machine configured with a redundant switch but only one TCS mas-

. ter, each switch has its own clock card, and the TCS master connects a

separate TCS bus to each clock card. (In an early version, the TCS mas-

ter connects to only one clock card, and that card in turn connects to the
other clock card.)

e Inamachine with not only a redundant TCS master but also a redundant

. switch, each TCS master supplies a TCS bus to each clock card, as shown

in Figure 6-15. (Again, an early version has each clock card passing the
TCS bus trom its master on to the other clock card.)

In a machine configured with two TCS masters, there are two TCS buses, bus

- Aand bus B. TCS bus A comes from the primary TCS master, and TCS bus

B comes from the backup TCS master. Each bus consists of a transmit data
wire (master to slave direction), a receive data wire (slave to master direction),
a ground wire and a TCS identity (A/B*) wire. The A/B* wire tells the B2CLK
clock card which TCS master is on the other end of the bus. The TCS bus A/B*
wire goes only as far as the B2CLK card; it is not continued on to switch cards
and function boards. (Switch cards have a separafe A/B* wire that tells them
whether they are a part of the A or the B switch system.)

TCS Bus Fan-in Detalls

On each midplane, the TCS slaves on the eight function boards are connected
to two B2SS switch card slots: the primary switch card and an optionally in-
stalled, backup switch card. On each B2SS card, there are nine AND gates
controlling slave~to-master data’— the eight from function boards, and a
ninth from the TCS slave on the corresponding B2SS card in a machine confi-
gured with a redundant switch. Thus, a B2SS slave can amputate the-other
B2SS from the slave-to-master bus, just is it can any of the eight function
boards. Figure 6-16 shows this circuit.
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Figure 6-16 TCS bus fan~in with redundancy.

FBO
FB1
data FB2 data for TCS master
from FB 3 sent via
function ‘ - B2CLK clock card
boards FB4 :E)__D__,
o TCS
master FB5 — _
_ . FB 6
data from TCS slave FB7
in other swiich’s B28S card =~
to TCS master
data from TCS slave :
- on this B2SS switch card registers
10 TCS master
6.6.6 TCS Bus Fan-out Details | ;:}

__In the original B2TCS design, only one TCS bus is provided, The plan for fu-

- ture versions of the B2TCS is to include a second TCS bus, electrically inde-
pendent of the first. The TCS master CPU controls which bus is used. The
dual-bus design, shown in Figure 6-17, is more robust in systems with redun-
dant swifhes. In the original design, the single bus from a TCS master is
cabled, in a redundant-switch machine, to both B2CLK cards. This is less ro-
bust, since a failure in either B2CLK could corrupt the single TCS bus.
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Figure 6-17 TCS bus fan-out with redundancy.
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