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About This Manual

This manual describes the CONTROL DATA® Network Operating System (NOS) Version 2.
NOS 2 operates on the following computer systems:

¢ CONTROL DATA CYBER 180 Computer Systems Models 810, 830, 835, 840, 845, 850,
855, 860, 870, 960, 970, 990, 994, and 995

e CONTROL DATA CYBER 170 Computer Systems Models 171, 172, 173, 174, 175, 176,
720, 730, 740, 750, 760, 815, 825, 835, 845, 855, 865, and 875

¢ CONTROL DATA CYBER 70 Computer Systems Models 71, 72, 73, and 74

¢ CONTROL DATA 6000 Computer Systems

Audience

This manual assumes you are a site analyst. It assumes you are familiar with the hardware
of your computer system(s) and that you understand the functions of the various components
of NOS.

Organization

This manual includes information required for the day-to-day maintenance of the operating
system and for troubleshooting. Topics discussed include the mass storage subsystems,
network operations, the K and L utilities, backing up and reloading files, deadstart, and DIS
operations.

The appendixes include character set tables; a glossary; and descriptions of the SCOPE 2
Station Facility, the status/control register simulator, programmable format control for 580
printers, disk pack reformatting for 881/883 units, address formats for NOS/VE,
management of storage media defects, and the display disk file utility.
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Conventions

The following conventions are used in this manual: _ .
examples Examples of user entries and computer responses are shown in a font
that resembles computer output.
lowercase In a format, lowercase letters represent values you choose.
Numbers All numbers are decimal unless otherwise noted.

UPPERCASE In a format, uppercase letters represent reserved words defined by the
system for specific purposes. You must use these words exactly as
shown.

Vertical bar A vertical bar in the margin indicates a technical change.

The CONTROL DATA 18002-2 console is available as an option for CYBER 180 Models 810
and 830 Systems using NOS 2.3, PSR level 617 or later operating systems. This product
includes a CONTROL DATA 634B display terminal (also known as the 721-21 display
terminal) and an AV117A cable. This console is referred to throughout the manual as the
CC634B.

The CONTROL DATA 19003 console is available as an option for certain CYBER 180-class
machines. This product includes a video monitor; keyboard; 40-Mbyte hard disk (Winchester)
drive; 1.2-Mbyte, 5-1/2-in floppy disk drive; 640-Kbyte RAM memory; one parallel printer
port; and nine RS-232-C serial ports. This console is referred to throughout this manual as
the CC598B console.

Models 815, 825, 835, 845, and 855 of the CYBER 170 Computer Systems share many of the
functional and architectural attributes of the CYBER 180 Computer Systems. This manual
uses the term CYBER 180-class machines when describing these similar models collectively.

Extended memory for models 865 and 875 and CYBER 180-class machines is unified
extended memory (UEM) and may also include either extended core storage (ECS), extended
semiconductor memory (ESM), or STORNET. Extended memory for model 176 is large
central memory extended (LCME) and may also include ECS, ESM, or STORNET. Extended
memory for all other NOS computer systems is either ECS, ESM, or STORNET.

In this manual, ECS refers to ECS, ESM, and STORNET,; and extended memory refers to all
forms of extended memory unless otherwise noted. However, when referencing extended
memory in the context of a linked shared device multimainframe complex or distributive
data path (DDP) access, UEM and LCME are excluded. ECS, ESM, and STORNET are the
only forms of extended memory that can be shared in a linked shared device multimainframe
complex and can be accessed by a DDP.

(Manuals dealing with the various form of extended memory are listed under Related
Publications.)

In this manual, the terms tapes and magnetic tapes refer to reel magnetic tapes and
cartridge tapes for ACS and CTS. The term MSE refers to cartridges for the 7990. The term
cartridge alternate storage refers to alternate storage on MSE or optical disk. The term tape
alternate storage refers to alternate storage on tapes.
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Related Publications

All of the following manuals are available through Control Data sales offices or through:

Control Data

Literature and Distribution Services ARHLDS
4201 Lexington Avenue N.

St. Paul, MN 55126-6198

You can also call (612) 482-3801, or FAX your inquiry to (612) 482-4359.

The reader should be thoroughly familiar with the material in the following NOS
publications.

Publication
Manual Title Number
NOS Version 2 Operations Handbook 60459310
NOS Version 2 Reference Set, Volume 2, Guide to System Usage 60459670
NOS Version 2 Reference Set, Volume 3, System Commands 60459680

The following lists contain manuals that provide additional information about NOS and its
product set. For the reader’s convenience, these are grouped according to topic: ACS
manuals, CDCNET manuals, extended memory manuals, hardware manuals, NOS 2
manuals, and optional product manuals. In addition, the NOS System Information manual
contains brief descriptions of all NOS operating system and NOS product set manuals. It is
accessed by logging into NOS and entering the EXPLAIN command.

ACS Manuals

The following list contains manuals that describe the CONTROL DATA 5744 Automated
Cartridge Subsystem (ACS) software; an ACS hardware manual is listed under the
Hardware Manuals subsection.

Publication
Manual Title Number
5744 Automated Cartridge Subsystem, Automated Cartridge Exercise 60000517

System, User’s Guide

5744 Automated Cartridge Subsystem, UNIX-Based Cartridge Library Server 60000516
Workstation, Installation and Service

5744 Automated Cartridge Subsystem, UNIX-Based Cartridge Library Server 60000518
Workstation, Programmer’s Guide

5744 Automated Cartridge Subsystem, UNIX-Based Cartridge Library Server 60000519
Workstation, System Administrator’s Guide

5744 Automated Cartridge Subsystem, TRANSF Client System Interface, 60000521
Programmer’s Guide
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CDCNET Manuals

The following list contains manuals that describe the Control Data Distributed
Communications Network (CDCNET).

Publication
Manual Title Number
CDCNET Batch Device User Guide 60463863
CDCNET Conceptual Overview 60461540
CDCNET Configuration Guide 60461550
CDCNET Hardware Installation and Troubleshooting 60000348
CDCNET Network Operations and Analysis 60461520
CDCNET Terminal Interface Usage 60463850

Extended Memory Manuals

Programming information for the various forms of extended memory can be found in the
COMPASS Version 3 Reference Manual (publication number 60492600) and in the
appropriate computer system hardware reference manual. Hardware descriptions of the
various forms of extended memory can be found in the following manuals.

Publication

Manual Title Number
CYBER 5380-100 STORNET Subsystem (SNSS) 60000188
Hardware Reference

Extended Core Storage Reference Manual 60347100
Extended Core Storage II and Distributive Data Path 60430000
Reference Manual

Extended Semiconductor Memory Hardware Reference Manual 60455990
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Hardware Manuals

The following list contains manuals that describe Control Data computer systems and

related equipment.

Publication
Manual Title Number
CYBER 70 Model 71 Computer System Hardware Reference Manual 60453300
CYBER 70 Model 72 Computer System Hardware Reference Manual 60347000
CYBER 170 Computer Systems Models 171 through 175 60420000
(Levels A, B, C) Model 176 (Level A, B, C)
Hardware Reference Manual
CYBER 170 Computer Systems Models 720, 730, 740, 750, and 760 60456100
Model 176 (Level B/C)
Hardware Reference Manual
CYBER 170 Computer Systems Models 815 and 825 60469350
Hardware Reference Manual
CYBER 170 Computer Systems Models 835, 845, and 855 60469290
CYBER 180 Computer Systems
Models 835, 840, 845, 850, 855, 860, 970, and 990
CYBER 990E, 994, and 995E Computer Systems CYBER 170 State
Hardware Reference Manual
CYBER 170 Computer Systems Models 835, 845, and 855 60458390
CYBER 180 Computer Systems Models 835, 845, and 855
Hardware Operator’s Guide
CYBER 170 Computer Systems Models 865 and 875 60458920
Hardware Reference Manual
CYBER 180 Models 810 and 830 Computer Systems 60469440
Hardware Operator’s Guide
CYBER 180 Models 810 and 830 Computer Systems 60469420
Hardware Reference Manual
CYBER 840A, 850A, 860A, and 870A Computer Systems 60463560
Hardware Reference Manual
5830 Disk Array Subsystem (DAS) Configuration Guide 60000494
5830 Disk Array Subsystem (DAS) Reference 60000552
5831 Disk Array Subsystem (DAS) Controller Reference 60000551
5870 Printer User’s Reference Manual 60462720
CYBER 960 Computer Systems 60000127
CYBER 170 State
Hardware Reference Manual
19003 System Console CC598-A/B Operations and 60463610
Maintenance Guide
380-170 Network Access Device Hardware Reference Manual 60458500
5744 Automated Cartridge Subsystem (ACS) User’s Guide 60000459
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NOS 2 Manuals

The following list contains NOS 2 manuals. .
Publication

Manual Title Number
COMPASS Version 3 Reference Manual 60492600
CYBER Initialization Package (CIP) Reference Manual 60457180
CYBER Loader Version 1 Reference Manual 60429800
CYBER Record Manager Advanced Access Methods Version 2 60499300
Reference Manual

CYBER Record Manager Basic Access Methods Version 1.5 60495700
Reference Manual

Modify Version 1 Reference Manual 60450100
Modify Instant 60450200
NOS Online Maintenance Software Reference Manual 60454200
NOS Version 2 Administration Handbook 60459840
NOS Version 2 Applications Programmer’s Instant 60459360
NOS Version 2 Diagnostic Index 60459390
NOS Version 2 Installation Handbook 60459320
NOS Version 2 Reference Set, Volume 1 60459660
Introduction to Interactive Usage

NOS Version 2 Reference Set, Volume 4 60459690

Program Interface

NOS Version 2 Security Administrator’s Handbook 60460410
NOS Version 2 System Overview 60459270
NOS Version 2 Systems Programmer’s Instant 60459370
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Optional Product Manuals

The following list contains manuals that describe optional products.

Manual Title

Publication
Number

Binary Maintenance Log (BML) Message Formats

COBOL Version 5 Reference Manual

Communications Control Program Version 3 Diagnostic Handbook
CYBER Cross System Version 1 Build Utilities Reference Manual
CYBER Supermini Operations User’s Guide

FORTRAN Extended Version 4 Reference Manual

FORTRAN Version 5 Reference Manual

Message Control System Version 1 Reference Manual

MSSI Version 3 Reference Manual

Network Access Method Version 1/Communications Control Program Version
3 Terminal Interfaces Reference Manual

Network Access Method Version 1 Host Application Programming Reference
Manual

Network Access Method Version 1 Network Definition Language Reference
Manual

NOS Version 2 Full Screen Editor User’s Guide

NOS Optical Storage Subsystem QSE32835
Reference Manual

NOS Version 2 Screen Formatting Reference Manual

NOS Version 2 Tape Management System (TMS)
Site Operations Manual

NOS Version 2 Tape Management System (TMS)
User Reference Manual

NOS/VE System Analyst Reference Set
System Performance and Maintenance Manual

Remote Batch Facility Version 1 Reference Manual
Remote Host Facility Access Method Reference Manual
Remote Host Facility Usage

SCOPE Version 2.1 Operator’s Guide

TAF Version 1 Reference Manual

TAF Version 1 User’s Guide

TAF/CRM Data Manager Version 1 Reference Manual
Update Version 1 Reference Manual

60459940
60497100
60471500
60471200
60459850
60497800
60481300
60480300
60458820
60480600

60499500

60480000

60460420
60000351

60460430
60463350

60463110

60463915

60499600
60459990
60460620
60455090
60459500
60459520
60459510
60449900

60459300 Y About This Manual 19




Submitting Comments

If you have comments concerning this manual, mail your comments to:

Control Data

Documentation Services ARH219
4201 Lexington Avenue N.

St. Paul, MN 55126-6198

If you have access to SOLVER, the Control Data online facility for reporting problems, you
can use it to submit comments about this manual. Use NS2 as the product identifier, and
include the name and publication number of the manual. '

If you have questions about the packaging and/or distribution of printed manuals, call or
write Literature and Distribution Services as described in Related Publications earlier in
this preface.

Central Software Support Hotline
Control Data’s Central Software Support maintains a hotline to assist you if you have
trouble using our products. If you need help beyond that provided in the documentation, or

find the product does not perform as described, call one of the following numbers and a
support analyst will work with you.

From the USA and Canada: 1-800-345-6628

From other countries: 1-612-482-3434
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Controlware Utilities 1

This section describes the utilities used for loading and dumping controlware.

Loading Controlware

By using the LOADBC utility, you can download control module controlware, disk
controlware, or network access device (NAD) controlware to the associated controller.

Control Module Controlware

You can use the LOADBC utility to load controlware into a control module for the 834 or 836
Disk Storage Subsystem. The calling job must be of system origin or you must be validated
for system origin privileges, and the system must be in engineering mode (refer to the DSD
ENABLE command in section 5). LOADBC will issue appropriate messages to indicate the
success or failure of the attempt to load controlware.

The format of the command is:

LOADBC, EQ=est, F=loadfile.

Parameter Description

EQ=est est is the EST ordinal of the control module in which to load the
controlware.

F=loadfile Name of the local file from which control module controlware is to be

loaded. If F=loadfile is specified, local file loadfile must contain the
control module controlware in binary format and an appropriate header
(refer to the NOS Version 2 Installation Handbook). If F=loadfile is
omitted, controlware is read from the system library SYSTEM.
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Loading Controlware

Disk Controlware

You can initiate downloading of disk controlware only from the system console. Also, you can
load the disk controlware to a channel only if it is either active or down and unassigned. The
calling job must be of system origin or you must be validated for system origin privileges.
The system must be in engineering mode (refer to the DSD ENABLE command in section 5).
LOADBC will issue appropriate messages to indicate the success or failure of the disk
controlware load attempt.

The format of the command is:

LOADBC, C=ch, F=1locadfile, D=dumpfile.

Parameter Description

C=ch ch is a 2-digit octal number of the channel to which the disk
controlware is to be loaded. The controlware can be loaded only if the
channel status is UP or if the channel status is DOWN and not
assigned to a maintenance user.

F=loadfile Name of the local file from which disk controlware is to be loaded. If
F=loadfile is specified, local file loadfile must contain the disk
controlware in binary format and an appropriate header (refer to the
NOS Version 2 Installation Handbook). If F=loadfile is omitted,
controlware is read from the system library SYSTEM.

D=dumpfile Name of the local file to which 7155/7165/7255 disk controlware is to be
dumped before reloading. This parameter is ignored for other types of
controllers and an informative message is issued. LOADBC performs a
binary comparison between the old and new controlware and writes this
data to a file that can be processed by DSDI by using the DMB
parameter (refer to section 6 for information on DSDI).

Network Access Device (NAD) Controlware

The LOADBC utility can be used to load NAD controlware into local NADs (380-170) and
remote NADs (380-170, 380-200, 380-370, and 380-110). Since the NAD controlware is not
automatically loaded at deadstart, LOADBC must be used before a local NAD can be used by
the operating system. NAD controlware may be automatically loaded by the Remote Host
Facility (RHF) when RHF is initiated. Refer to the RHF K display in section 8.

LOADBC can be called from the console or a batch job. When loading 380-170 controlware
into a local NAD, the EST entry associated with the NAD’s channel number must be OFF or
the controlware-not-loaded flag must be set.

When loading a remote NAD, a local NAD that is not reserved for maintenance must be
defined in the EST. The EST entry must be ON. Controlware must be loaded and running in
the local NAD before loading the remote NAD.

Remote NAD loading operations can occur concurrently with RHF use of the local NAD.
However, extreme care should be exercised when performing a remote NAD load to ensure
that the correct remote NAD is being loaded and that the remote NAD is not being used by
the mainframe to which it is connected. LOADBC will issue appropriate messages to
indicate the success or failure of the NAD controlware load attempt.
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Loading Controlware

The format of the command is:

LOADBC,P1,Py/ -+ ., Pp-
p; Description
C=ch The 2-digit octal number of the channel to which the NAD controlware
is to be loaded. This parameter is required.
F=filename Name of the local file from which NAD controlware is to be loaded. If

F=filename is specified, local file filename must contain the NAD
controlware in binary format and an appropriate header (refer to the
NOS Version 2 Installation Handbook). If F=filename is not specified,
the NAD controlware type specified by the TY parameter is read from
the system library SYSTEM.

The following parameters apply only when loading remote NAD controlware.

Parameter

Description

AC=aaaa

LT=t0t1t2t3

ND=nn

TY=value

The 4-digit hexadecimal number specifying the remote NAD’s access
code (refer to the RHF K display in section 8). The default is AC=0000.

The 4-digit binary bit pattern specifying the local trunk control units
(TCUs) that are enabled. At least one TCU enable must be specified for
remote NAD controlware loading. t =1 enables TCU,. For example,
LT=1010 indicates that the local TCUs 0 and 2 are enabled.

The 2-digit hexadecimal number specifying the remote NAD’s address
(refer to the RHF K display in section 8). This parameter is required for
remote NAD loads.

Type of controlware to be loaded.

value Description

170 CYBER 170 controlware (380-170)
IBM IBM controlware (380-370)

MIN Minicomputer controlware (380-110)

The default value is TY=170.

Under certain conditions, a remote NAD loading operation will fail on the first attempt but a
second loading attempt will succeed. This loading problem can be prevented by always
preceding a remote NAD loading operation with a remote NAD dumping operation to ensure
the remote NAD controlware is halted before loading is attempted. For example, to load a
remote NAD with NAD address 7F and access code FOF0 connected to TCU O of the local

NAD on channel 5,

enter the following commands:

X .DMPNAD (CH=05,ND=7F, AC=FOF0, LT=1000)
X.LOADBC (C=05,ND=7F, AC=F0F0, LT=1000)

60459300 Y
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Dumping Controlware

Dumping Controlware

The DMPCCC utility provides the capability to dynamically dump the CYBER channel
coupler (CCC) memory in an online environment. The calling job must be of system origin or
you must be validated for system origin privileges, and the system must be in engineering
mode (refer to the DSD ENABLE command in section 5).

The format of the command is:

DMPCCC, C=ch, L=outfile.

Parameter Description

C=ch ch is a 1- or 2-digit octal number of the channel from which the CCC
memory is to be dumped. The specified channel number must be in the
range from O to 135 or from 20g to 33g. The default is C=0.

L=outfile The 1- to 7-character name of the file to which the dump is to be
written. The default is L=OUTPUT.

DMPCCC lists the CCC memory in line format. Each line consists of 16 CCC memory words
in hexadecimal format. Repetitive lines are suppressed.
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Deadstart

Deadstart is the process that makes the system operational and ready to process jobs. After
performing the appropriate deadstart procedures described in the CIP User’s Handbook, you
can continue the deadstart process as shown in figure 2-1 and described in detail following

the figure.

This section also describes what you can do to recover if you experience system problems

during the deadstart process.

PERFORM APPROPRIATE
DEADSTART PRUCEDURES
DESCRIBED IN CIP USER'S
HANDSOOK

CMRINST CMRDECK MODIFY
DISPLAYED EARGING CMROECK
EQPDECK ENTER MODIFY
CHANGING NEXT. EQPOECK
}
ENTER NEXT
!m':&e.?;o UNTIL YOU MODIFY
NTRIES NEE LOCATE THE APRDECK
APRDECK
|
ENTER MOOIFY
IPR. (PRDECK
ENTER GO.
ENTER TIME WAIT FOR INITIATE
AND DATE DEADSTART J08
{IF NECESSARY) TO COMPLETE PROCESSING
Figure 2-1. Deadstart Process
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Modifying the CMRDECK

NOTE

Modifying the deadstart decks (CMRDECK, EQPDECK, APRDECKs, and IPRDECK) does
not apply to a level 3 recovery deadstart. Modifications made during the last level 0, 1, or 2
deadstart are recovered during a level 3 recovery deadstart.

Modifying the CMRDECK

If bit 6 of word 13 (word 12 for warmstart on a CYBER 70 or 6000 Computer System with an
active PP) is set (ppp=001), or if you select the D=Y option on the *P* display, an instruction
display entitled CMRINST appears on the console screen(s) after the CTI displays on a level
0, 1, or 2 deadstart. All valid CMRDECK entries are defined in this display. Several of the
entries listed are assigned system default values. These values are assumed if the entries do
not appear in the CMRDECK being used. To view the contents of the CMRDECK being
used, toggle from the CMRINST display to the CMRDECK display. If either the CMRDECK
or CMRINST overflows two screens, the display can be paged.

Modify the CMRDECK by entering the appropriate changes or additions from the console
keyboard. These entries can be made while either CMRDECK or CMRINST is being
displayed. Generally, each console entry supersedes the value currently specified in the
CMRDECK (or default value in CMRINST).

Refer to section 3, Deadstart Decks, for complete information on all CMRDECK entries.
NOTE

The modified CMRDECK remains in effect only until the next level 0 deadstart is performed.
Changes to the CMRDECK are not recovered for the next deadstart unless a new deadstart
file is created. If you want these changes to take place on the next level 0 deadstart, make
the appropriate changes to the CMRDECK after NOS is up and running and use LIBEDIT
to replace the record on the deadstart file.

After all CMRDECK modifications have been made and you want to modify an EQPDECK,
APRDECK, or IPRDECK, enter:

NEXT.

Refer to Modifying the EQPDECK, Modifying the APRDECKSs, or Modifying the IPRDECK
in this section. Otherwise, to indicate that all modifications to the CMRDECK are complete
and you want to begin loading the system, enter:

GO.
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Modifying the EQPDECK

Modifying the EQPDECK

After completing all CMRDECK modifications, you can also modify the default EQPDECK,
an APRDECK, or the IPRDECK being used. If no changes need to be made to any
EQPDECK, but you do need to modify an APRDECK or the IPRDECK, refer to Modifying
the APRDECKSs or Modifying the IPRDECK later in this section.

To modify an EQPDECK, enter:
NEXT.
while the CMRDECK or CMRINST is being displayed.

You can make changes when the EQPDECK, EQPINST, or any one of the deadstart displays
is displayed at the console screen (refer to Deadstart Displays described later in this section).

Table 2-1 describes the entries that can be made only at the console keyboard at deadstart
time and cannot be stored in the EQPDECK on the deadstart file. Refer to section 3,
Deadstart Decks, for complete information concerning all EQPDECK entries.

After making the changes to EQPDECK you can toggle through the deadstart displays to
ensure all the changes are made.

NOTE

The modified EQPDECK remains in effect only until the next level 0 deadstart is performed.
Changes to the EQPDECK are not recovered for the next deadstart unless a new deadstart
file is created. If you want these changes to take place on the next level 0 deadstart, make
the appropriate changes to the EQPDECK after NOS is up and running and use LIBEDIT to
replace the record on the deadstart file.

After all EQPDECK modifications have been made and you want to modify an APRDECK or
IPRDECK, enter:

NEXT.

Refer to Modifying the APRDECKSs or Modifying the IPRDECK later in this section.
Otherwise, to indicate that all modifications to the EQPDECK are complete and you want to
begin loading the system, enter:

GO.
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Modifying the EQPDECK

Table 2-1. EQPDECK Entries

Entry Function .

AUTOLOAD. Toggles the selection of buffer controller autoloading
for all 7054/7154/7152/7155/7165/7255 control module
controllers. This entry is valid only when entered
from the console keyboard. That is, the AUTOLOAD
entry cannot be included as part of the EQPDECK on
the deadstart file. This entry, which affects all
7054/7154/7152/7155/7165/7255 control module
controllers defined on the mainframe being
deadstarted, is not necessary for normal system
operation but is provided as an aid to hardware
checkout.

GRENADE. Toggles the selection of the grenade function. This
entry is valid only when entered from the console
keyboard. That is, the GRENADE entry cannot be
included as part of the EQPDECK on the deadstart
file. The grenade function is issued to all
7054/7154/7152/7155/7255 control module controllers,
once the controlware is loaded. This function causes
unit reservations to be cleared on all 834, 836, and
844 units physically connected to each controller.
This entry is normally used when a unit reservation
from a downed mainframe exists on a device. Use
this entry with caution since it can interrupt the
operation of another machine that could be accessing
affected units through another controller.

INITIALIZE,op,est,ests,...,est,. Creates new labels for the specified mass storage
devices during a level 0 deadstart. This entry is valid
only when entered from the console keyboard. That
is, the INITIALIZE entry cannot be included as part
of the EQPDECK on the deadstart file. Before any
mass storage device defined in the EQPDECK (by an
EQ entry) can be used, it must have a label that can
be recognized by the system. Existing labels are
normally recovered automatically during all levels of
system deadstart. However, if the existing label is
destroyed (for example, during maintenance
operations on the device) or if a new mass storage
device is added to the system, you enter the
INITIALIZE command to create a new label.
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Table 2-1. EQPDECK Entries

Modifying the EQPDECK

Entry

Function

60459300 Y

Parameter Description
op Level of initialization:

AL Total initialization.

PF Permanent files.

QF Queued files.

DF System dayfile.

AF Account dayfile.

EF Error log.

FP Format pack (844 or 895).
MF Binary maintenance log.

esty The 1- to 3-digit number specified in the
EQ entry for the device (for example,
EQO005...). This is also the EST ordinal
for the device. Any number of devices
can be initialized with the same level of
initialization, provided the command is
no more than 72 characters.

Depending upon the levels of initialization selected,
all or part of the previously existing information on
the device is lost when the new label is created. Total
initialization of 844 or 895 format pack (AL or FP
options) destroys all information on a device. The
other options selectively purge information. A
separate INITIALIZE entry is required for each
option selected. Selecting FP results in an automatic
system selection of AL. The system deletes all
existing files, including a system deadstart file, from
a device initialized with the AL option. CTI, MSL,
and HIVS information is not deleted when a device is

-initialized with the AL option. You cannot initialize

the device from which you are deadstarting. You
should initialize a device if you just loaded CTI,
HIVS, or MSL on it.
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Modifying the EQPDECK

Table 2-1. EQPDECK Entries

Entry

2-6 NOS Version 2 Analysis Handbook

Function .
No options (except AL and FP) are processed until

deadstart is completed. At that time, the K display is

requested and you must enter the family name (FM)

and device number (DN) of the device to be

initialized. This is a final check to ensure that the

correct device is being initialized; the selected options

are then processed.

If permanent files are to reside on the device being
initialized, the EQPDECK should contain a PF entry
for that device. The PF entry corresponds to the EST
ordinal specified in the EQ entry and indicates that
permanent files can reside on the device. If the
EQPDECK displayed contains a PF entry for the
device being initialized, a new PF entry is not
required unless the existing entry is to be altered, or
the associated EQ entry is altered. Redefining the
existing EQ entry clears all associated attributes. In
addition, if PF entries do not exist in the EQPDECK,
initializing the device causes a default family name
and device number to be assigned. Thus, it is
necessary to reestablish the PF entry via the console
keyboard if the device is to remain a permanent file
device. For this reason, it is recommended that the
PF entry for all mass storage devices used for
permanent files reside in the EQPDECK. Although
this is recommended, it is not required.

If the EQ entry in the EQPDECK displayed indicates
that the status of a particular mass storage device is
off when the INITIALIZE entry is made, initialize
status is maintained and occurs automatically when
the DSD command ON is entered for that device
during normal system operation.

Note that initialization of mass storage devices can
also be accomplished during normal system operation
via the DSD command INITIALIZE.
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Table 2-1. EQPDECK Entries

Modifying the EQPDECK

Entry

Function

PRESET.

PRESET=est, est,,...,est,.

RESET=est,,est,,...,est,,.

Initializes tables (MST, TRT, MRT, DAT, BAT, BRT,
and BDT) on the link device that are required for the
management of shared multimainframe mass storage
devices. The entry is valid only for level 0 deadstarts
by the first mainframe in the multimainframe
complex to deadstart. This entry is valid only when
entered from the console keyboard. That is, the
PRESET entry cannot be included as part of the
EQPDECK on the deadstart file.

The amount of table space reserved on the link device
is determined by the number of shared devices, as
specified by the MAXSHARE entry in the EQPDECK.
If the MAXSHARE entry is not specified, the amount
of table space reserved on the link device is
determined by the number of shared device entries in
the EQPDECK.

Presets independent shared devices in a
multimainframe complex. It is valid only on a level 0
deadstart by the first mainframe in the
multimainframe complex. This entry is valid only
when entered from the console keyboard. That is, the
PRESET entry cannot be included as part of the
EQPDECK on the deadstart file.

est; Description
est; EST ordinal of independent shared device.

Rescinds all device-related attributes except those
specified on the EQ entry. It restores the values
specified with the last encountered EQest entry. If
the DOWN command was specified, EQest, will be
up, but off. Ranges of ordinals are not allowed; each
ordinal must be entered individually. This entry is
valid only when entered from the console keyboard.
That is, the RESET entry cannot be included as part
of the EQPDECK on the deadstart file.
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Modifying the EQPDECK

Deadstart Displays

When processing the EQPDECK, the following deadstart displays are available in addition to .
the EQPDECK and EQPINST displays. You can page through the deadstart displays in a
circular manner.

Display Description

Equipment Status Shows the hardware configurations (refer to figure 2-2).

Mass Storage Status Shows how the system allocates files on a mass storage device
(refer to figure 2-3).

Mass Storage Shows the initialization status of the devices (refer to figure 2-4).

Initialization Status

Controlware Status Shows the status of the controlware loaded (refer to figure 2-5).

Disk Thresholds Shows the disk threshold values at deadstart time (refer to
figure 2-6).

Equipment Status Display

The equipment status display lists the status of all the devices.
Figure 2-2 illustrates the equipment status display.

EQUIPMENT STATUS
EST TYPE PN ST EQ UN CHANNELS-PORTS
0. RD ON 0. 00. 00.
1. Ds ON 7. 00. 10.
2. NE ON 0. 00. 00.
3. TE ON 0. 00. 00.
7. DJ DOWN 0. 40. 04.
11. DN ON 2. 01. CO5-aA.
14. EM 0. ON 2. 00. CO06-A.
15. EM 1. ON 2. 00. <CO06-A.
20. DL ON 0. 04. 22. 24.
21. DQ ON 0. 40. 22. 24.

Figure 2-2. Equipment Status Display
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Modifying the EQPDECK

Each entry in the display appears in the following format:

eq un channels

Description

EST ordinal.

Device type. The following device types can appear in the equipment
status display.

type Description

AT ACS Cartridge Tape Unit; a 5680 Cartridge Tape Unit
attached to a 5744 Automated Cartridge Subsystem (ACS).

CC Satellite Coupler.

CM Control module for an 834 Disk Storage Subsystem.

CP 415 Card Punch.

CR 405 Card Reader.

CT CTS Cartridge Tape Unit; a standalone 5680 Cartridge
Tape Unit.

DB-i 885-42 Disk Storage Subsystem (1 <1 < 3).

DC-i 895 Disk Storage Subsystem (1 <1 £ 2).

DD-i 834 Disk Storage Subsystem (1 <1i < 8).

DE Extended memory.

DF-i 887 Disk Storage Subsystem (4K sector; 1 <i < 3).

DG-i 836 Disk Storage Subsystem (1 <i < 3).

DH-i 887 Disk Storage Subsystem (16K sector; 1 £i < 2).

DI 844-21 Disk Storage Subsystem (1 < i < 8; half track).

DJ4 844-41/44 Disk Storage Subsystem (1 <i < 8; half track).

DK-i 844-21 Disk Storage Subsystem (1 <1i < 8; full track).

DL-i 844-41/44 Disk Storage Subsystem (1 <1i < 8; full track).

DM-i 885-11/12 Disk Storage Subsystem (1 <i < 3; half track).

DN 9853 Disk Storage Subsystem.

DP Distributive data path to extended memory.

DQ-i 885-11/12 Disk Storage Subsystem (1 <i < 3; full track).

DR CDSS II Disk Subsystem.
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Modifying the EQPDECK

Header Description

type

type (Continued)

Description

DV
DW
EA-i

EB-i

EC-i

ED-i

EE

EF

EG
EH

EI

EJ

EK

EL

EM

EN

819 Disk Storage Subsystem (single density).
819 Disk Storage Subsystem (double density).

5830 Disk Array Subsystem; one 5832 SSD drive run in
serial mode (1 <i < 8).

5830 Disk Array Subsystem; two 5832 SSD drives run in
parallel mode (1 <i<86).

5830 Disk Array Subsystem; one 5833 Sabre drive run in
serial mode (1 £1<2),

5830 Disk Array Subsystem; two 5833 Sabre drives: one for
data and the other for parity (1 <i < 2).

5830 Disk Array Subsystem; two 5833 Sabre drives run in
parallel mode.

5830 Disk Array Subsystem; three 5833 Sabre drives: two
for data and one for parity.

5830 Disk Array Subsystem; one 5838 Elite drive.

5830 Disk Array Subsystem; two 5838 Elite drives: one for
data and one for parity.

5830 Disk Array Subsystem; two 5838 Elite drives run in
parallel mode.

5830 Disk Array Subsystem; three 5838 Elite drives: two for
data and one for parity.

5830 Disk Array Subsystem; four 5838 Elite drives: three
for data and one for parity.

5830 Disk Array Subsystem; four 5838 Elite drives run in
parallel mode.

5830 Disk Array Subsystem; four 5833 Sabre drives: three
for data and one for parity.

5830 Disk Array Subsystem; four 5833 Sabre drives run in
parallel mode.
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Modifying the EQPDECK

Header Description
type (Continued)

type Description

EO 5830 Disk Array Subsystem; one 47444 3.5" drive run in
serial mode. ‘

EP 5830 Disk Array Subsystem; two 47444 3.5" drives: one for
data and one for parity.

ES 5830 Disk Array Subsystem; two 47444 3.5" drives run in
parallel mode.

EU 5830 Disk Array Subsystem; three 47444 3.5" drives: two
for data and one for parity.

EV 5830 Disk Array Subsystem; four 47444 3.5" drives: three
for data and one for parity.

EW 5830 Disk Array Subsystem; four 47444 3.5" drives run in
parallel mode.

LQ Any line printer.

LR 580-12 Line Printer.

LS 580-16 Line Printer.

LT 580-20 Line Printer.

LX 5870 Printer.

MT Magnetic Tape Drive (7 track).

NC 380-170 Network Access Device.

ND CDCNET Device Interface (MDI or MTI).

NP 255x Network Processing Unit.

NT Magnetic Tape Drive (9 track).

OD Optical Disk Drive.

RM Two-port multiplexer (inodels 865, 875, and CYBER
180-class machines).

SS MSE Controller.

TT Internal stimulation device.
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Modifying the EQPDECK

Header

Description

type

pn
st

channels

(Continued) .
The system creates the following device types at deadstart for internal

use. Except for the display console, DS, physical hardware does not

exist for these device types. The device types appear in the second

column of the equipment status display along with the real device types.

type Description

DS Display console (EST ordinal 1).

NE Null equipment (EST ordinal 2).

RD Used for online reconfiguration of mass storage (EST
ordinal 0).

TE Tape equipment (EST ordinal 3).
TT Used for assignment of terminal files (EST ordinal 4).

Partition number. Displayed only for partitioned mass storage devices.
Equipment status (ON, OFF, IDLE, or DOWN).

Equipment number that corresponds to switch settings on the controller
that connects the equipment to the channel(s). The site engineer is
responsible for setting these switches. Ask your customer engineer for
the correct switch settings if you are unsure.

Unit number (serves as ID code for unit record devices). The ID code
provides a method of grouping unit record devices when a site has
several units. Output from a job read in through a card reader with
identifier un can only be directed to a device with the same identifier.
Changing the identifier code via the ROUTE command can direct
program output to a special printer.

Most equipment has the unit number labeled on the equipment. Some
equipment has the unit number as part of a switch or button. Ask your
customer engineer for the correct unit numbers if you are unsure.

Channel(s) on which equipment is available. An asterisk (*) instead of a
period (.) following the channel number entry indicates that the
channel is down.
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Mass Storage Status Display

Modifying the EQPDECK

The mass storage status display provides detailed information about all mass storage devices.

Figure 2-3 illustrates the mass storage status display.

MASS STORAGE STATUS

EST TYPE PN STATUS
6. DE  -———- I----m---
7. DJ m=Rmmmmmmmmm
10. DN R LR
11. DN I, S
12. DN S-==-I--mmmm -
13. DN ----- I----me e
14. EM 0. --——-- ;
15. EM 1. -——-- I-----mm-
20. o)
21. DQ = - I--------
22. DQ = == I-DCEB---
23. DQ  ——--- I--memm e
24. DQ = ----- I
25. EP  —---- ) S
26. EO  ——--- I----mmm-
27. EV 0. ---=- I--mmmm-
30. EV 1. ---=- |
31. EV 2. ---—- )

Figure 2-3. Mass Storage Status Display
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Modifying the EQPDECK

Each entry in the display appears in the following format:

est type pn status files

Header Description
est EST ordinal.
type Device type:
type Description
DB-i 885-42 Disk Storage Subsystem (1 <1i < 3).
DC-i 895 Disk Storage Subsystem (1 <1< 2).
DD-i 834 Disk Storage Subsystem (1 <1< 8).
DE Extended memory.
DF-i 887 Disk Storage Subsystem (4K sector; 1 <i < 3).
DG-1 836 Disk Storage Subsystem (1 <1i < 3).
DH-i 887 Disk Storage Subsystem (16K sector; 1 <i<2).
DI 844-21 Disk Storage Subsystem (1 <1i < 8; half track).
DJ-i 844-41/44 Disk Storage Subsystem (1 <1i < 8; half track).
DK-i 844-21 Disk Storage Subsystem (1 <i < 8; full track).
DL-i 844-41/44 Disk Storage Subsystem (1 <1i < 8; full track).
DM-i 885-11/12 Disk Storage Subsystem (1 <1i < 3; half track).
DN 9853 Disk Storage Subsystem.
DP Distributive data path to extended memory.
DQ-i 885-11/12 Disk Storage Subsystem (1 <1i < 3; full track).
DR CDSS II Disk Subsystem.
DV 819 Disk Storage Subsystem (single density).
DW 819 Disk Storage Subsystem (double density).
EA-i 5830 Disk Array Subsystem; one 5832 SSD drive run in
serial mode (1 <i < 8).
EB-i 5830 Disk Array Subsystem; two 5832 SSD drives run in
parallel mode (1 <i <6).
EC-i 5830 Disk Array Subsystem; one 5833 Sabre drive run in
serial mode (1 €1 < 2).
ED-i 5830 Disk Array Subsystem; two 5833 Sabre drives: one for
data and the other for parity (1 <i<2).
EE 5830 Disk Array Subsystem; two 5833 Sabre drives run in
parallel mode.
EF 5830 Disk Array Subsystem; three 5833 Sabre drives: two
for data and one for parity.
EG 5830 Disk Array Subsystem; one 5838 Elite drive.
EH 5830 Disk Array Subsystem; two 5838 Elite drives: one for

data and one for parity.
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Modifying the EQPDECK

Header Description
type (Continued) Device type.

type Description

El 5830 Disk Array Subsystem; two 5838 Elite drives run in
parallel mode.

EJ 5830 Disk Array Subsystem; three 5838 Elite drives: two for
data and one for parity.

EK 5830 Disk Array Subsystem; four 5838 Elite drives: three
for data and one for parity. '

EL 5830 Disk Array Subsystem; four 5838 Elite drives run in
parallel mode.

EM 5830 Disk Array Subsystem; four 5833 Sabre drives: three
for data and one for parity.

EN 5830 Disk Array Subsystem; four 5833 Sabre drives run in
parallel mode.

EO 5830 Disk Array Subsystem; one 47444 3.5" drive run in
serial mode.

EP 5830 Disk Array Subsystem; two 47444 3.5" drives: one for
data and one for parity.

ES 5830 Disk Array Subsystem; two 47444 3.5" drives run in
parallel mode.

EU 5830 Disk Array Subsystem; three 47444 3.5" drives: two
for data and one for parity.

EV 5830 Disk Array Subsystem; four 47444 3.5" drives: three
for data and one for parity.

EW 5830 Disk Array Subsystem; four 47444 3.5" drives run in
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parallel mode.
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Modifying the EQPDECK

Header Description
pn Partition number. Displayed only for partitioned mass storage devices.
status Status conditions. Any combination of conditions can exist. The
following codes are listed in the order in which they appear on the
display.
status Description
S A copy of the system resides on this device.
M Device is shared by more than one mainframe.
R Device is removable. '
N Independent shared device.
A Alternate system device.
I Initialization requested or format is pending.
P Preset of the device requested.
D System dayfile on this device.
C Account dayfile on this device.
E Error log on this device.
B Binary maintenance log on this device.
F System default family on this device.
G Checkpoint device. A copy of the checkpoint file resides on
this device.
files Types of files that are allowed on this device. Any combination of types

can exist. The following codes are listed in the order in which they
appear on the display. Refer to the MSAL EQPDECK entry in section 3,
Deadstart Decks.

Description

]
o
-}
>
=
®

Secondary rollout.
LGO.

Local.

Primary.

Job dayfile.
Rollout.

Output.

Input.

H" OoO=x™UODWET®

Temporary.
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Mass Storage Initialization Status Display

Modifying the EQPDECK

. The mass storage initialization status display shows the initialization status of mass storage

devices on the system.

Figure 2-4 illustrates the mass storage initialization status display.

MASS STORAGE INITIALIZATION STATUS
EST TYPE PN OPTIONS T IAM DAM FM/PK DN NC
6. DE -T--———- F 000. 000. 8YST32 06. 000.
7. DJ
10. DN T —— F 377. 377. SysT32 10. 000.
11. DN ~Temm - F 000. 000. SYST32 11. 000.
12. DN R F 000. 000. SYST32 12. 000.
13. DN . —T-————- F 000. 000. SYST32 13. 000.
14. EM 0. FT--—---- F 000. 000. SYST32 14. 000.
15. EM 1. FP------ X 000. 377. PACK35 000.
20. DL F 377. 377. NVE 40. 000.
21. DQ ~Temmm e F 000. 000. SYST32 21. 000.
22. DQ N F 000. 000. SYST32 22. 000.
23. DQ -T--—-— F 377. 377. MMF885 10. 000.
24. DQ -T--—-—- F 000. 000. MMF885 20. 000.
25. EP FT---—~~ F 000. 000. MMFDAS 10. 000.
26. EO FT---m—- F 000. 000. MMFDAS 20. 000.
27. EV 0. FT---=-- F 377. 377. MMFDAS 27. 000.
30. EV 1. FT---——- F 377. 377. FEATURE 40. 000.
31. EV 2. FT------ X 000. 377. RATIAE 000.
. Figure 2-4. Mass Storage Initialization Status Display
Each line in the display appears in this format:
est type pn options t iam dam fm/pk nc
Header Description
est EST ordinal.
type Device type.
type Description
DB-i 885-42 Disk Storage Subsystem (1 <i < 3).
DC-i 895 Disk Storage Subsystem (1 <i < 2).
DD-i 834 Disk Storage Subsystem (1 <i < 8).
DE Extended memory.
DF-i 887 Disk Storage Subsystem (4K sector; 1 <i < 3).
DG-i 836 Disk Storage Subsystem (1 <1i < 3).
DH-i 887 Disk Storage Subsystem (16K sector; 1 <i< 2).
DI-i 844-21 Disk Storage Subsystem (1 <i < 8; half track).
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Modifying the EQPDECK

Header Description
type (Continued)

type Description

DJ-i 844-41/44 Disk Storage Subsystem (1 < i < 8; half track).

DK-i 844-21 Disk Storage Subsystem (1 <i < 8; full track).

DL-i 844-41/44 Disk Storage Subsystem (1 <i < 8; full track).

DM-i 885-11/12 Disk Storage Subsystem (1 <i < 3; half track).

DN 9853 Disk Storage Subsystem.

DP Distributive data path to extended memory.

DQ-1 885-11/12 Disk Storage Subsystem (1 < i < 3; full track).

DR CDSS II Disk Subsystem.

DV 819 Disk Storage Subsystem (single density).

DW 819 Disk Storage Subsystem (double density).

EA-i 5830 Disk Array Subsystem; one 5832 SSD drive run in
serial mode (1 <i < 8).

EB- 5830 Disk Array Subsystem; two 5832 SSD drives run in
parallel mode (1 <1 <86).

EC-i 5830 Disk Array Subsystem; one 5833 Sabre drive run in
serial mode (1 <1 £ 2).

ED-i 5830 Disk Array Subsystem; two 5833 Sabre drives: one for
data and the other for parity (1 <1< 2).

EE 5830 Disk Array Subsystem; two 5833 Sabre drives run in
parallel mode.

EF 5830 Disk Array Subsystem; three 5833 Sabre drives: two
for data and one for parity.

EG 5830 Disk Array Subsystem; one 5838 Elite drive.

EH 5830 Disk Array Subsystem; two 5838 Elite drives: one for
data and one for parity.

EI 5830 Disk Array Subsystem; two 5838 Elite drives run in
parallel mode.

EJ 5830 Disk Array Subsystem; three 5838 Elite drives: two for
data and one for parity.

EK 5830 Disk Array Subsystem; four 5838 Elite drives: three
for data and one for parity.

EL 5830 Disk Array Subsystem; four 5838 Elite drives run in
parallel mode.

EM 5830 Disk Array Subsystem; four 5833 Sabre drives: three
for data and one for parity.

EN 5830 Disk Array Subsystem; four 5833 Sabre drives run in

parallel mode.

2-18 NOS Version 2 Analysis Handbook 60459300 Y




Modifying the EQPDECK

o -

Header Description

(Continued)

type Description

EO 5830 Disk Array Subsystem; one 47444 3.5" drive run in
serial mode.

EP 5830 Disk Array Subsystem; two 47444 3.5" drives: one for
data and one for parity.

ES 5830 Disk Array Subsystem; two 47444 3.5" drives run in
parallel mode.

EU 5830 Disk Array Subsystem; three 47444 3.5" drives: two
for data and one for parity.

EV 5830 Disk Array Subsystem; four 47444 3.5" drives: three
for data and one for parity.

EW 5830 Disk Array Subsystem; four 47444 3.5" drives run in

pn

options

iam
dam

fm/pk

nc

60459300 Y

parallel mode.

Partition number. Displayed only for partitioned mass storage devices.

Initialize options. Maximum of eight options are displayed.

Description

(=]
[
=]
=]
®

Format pack.

Total system.
Permanent files.

Queue files.

System dayfile.

Account dayfile.

Error log.

Binary maintenance log.

TEPnOOUHA

Type of unit device.

t Description
F Family device.
X Auxiliary device.

Indirect access mask.

Direct access mask.

Family name/pack name.

Device number if the device unit is the family device.

Number of permanent file catalog tracks.
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Modifying the EQPDECK

Controlware Status Display

The controlware status display shows what type of controlware is loaded to which channels.

Figure 2-5 illustrates the controlware status display.

CONTROLWARE STATUS

CHANNEL CONTROLWARE

00.
01.
02.
03. NN
04.
05.
07. FM
10.
11. NN
12.
13.

Figure 2-5. Controlware Status Display
Each line in the display appears in this format:

channel controlware
Header Description
channel Channel on which equipment is available.
controlware Name of the controlware loaded. Refer to the LBC EQPDECK entry in

section 3, Deadstart Decks, for a list of controlware types.
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Mass Storage Error Thresholds Display

The mass storage error thresholds display shows the threshold values at deadstart time. The

system uses these threshold values as limits when monitoring disk verification failures,

available disk space, and disk error processing. If a threshold value is exceeded, the system

performs a corrective action, such as notifying the operator or restricting activity on the
affected disk.

Figure 2-6 illustrates the mass storage error thresholds display.

MASS STORAGE ERROR THRESHOLDS

EST TYPE PN NT VF RA LS RE UE
6. DE 3740. 1. . 0. 0. 50. 1.
7. DJ 3150. 1. 315. 14s. 50. 1.

10. DN 3727. 1. 372. 175. 50. 1.
11. DN 3727. 1. 372. 175. 50. 1.
12. DN 3727. 1. 372. 175. 50. 1.
13. DN 3727. 1. 372. 175. 50. 1.
14. EM 0. 3747. 1. 374. 176. 50. 1.
15. EM 1. 3747. 1. 374. 176. 50. 1.
20. DL 3150. 1. 315. 146. 50. 1.
21. DQ 3222. 1. 322. 151. 50. 1.

Figure 2-6. Mass Storage Error Thresholds Display
Each line in the display appears in the following format:

est type pn nt v ra 1s re ue

Header Description

est EST ordinal.

type Device type.
type Description
DB-i 885-42 Disk Storage Subsystem (1 <i < 3).
DC-i 895 Disk Storage Subsystem (1 <i < 2).
DD-i 834 Disk Storage Subsystem (1 <i < 8).
DE Extended memory.
DF-i 887 Disk Storage Subsystem (4K sector; 1 <i < 3).
DG-1 836 Disk Storage Subsystem (1 <1i < 3).
DH-i 887 Disk Storage Subsystem (16K sector; 1 <i < 2).
DI-i 844-21 Disk Storage Subsystem (1 <i < 8; half track).
DJ-i 844-41/44 Disk Storage Subsystem (1 <1i < 8; half track).
DK-i 844-21 Disk Storage Subsystem (1 <1i < 8; full track).
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Header Description
type (Continued)

type Description

DL-i 844-41/44 Disk Storage Subsystem (1 <1i < 8; full track).

DM-i 885-11/12 Disk Storage Subsystem (1 <1 < 3; half track).

DN 9853 Disk Storage Subsystem.

DPp Distributive data path to extended memory.

DQ-i 885-11/12 Disk Storage Subsystem (1 <i < 3; full track).

DR CDSS II Disk Subsystem.

DV 819 Disk Storage Subsystem (single density).

DW 819 Disk Storage Subsystem (double density).

EA-i 5830 Disk Array Subsystem; one 5832 SSD drive run in
serial mode (1 <i < 8).

EB-i 5830 Disk Array Subsystem; two 5832 SSD drives run in
parallel mode (1 <i <6).

EC-i 5830 Disk Array Subsystem; one 5833 Sabre drive run in
serial mode (1 €1 <2).

ED-i 5830 Disk Array Subsystem; two 5833 Sabre drives: one for
data and the other for parity (1 <i<2).

EE 5830 Disk Array Subsystem; two 5833 Sabre drives run in
parallel mode.

EF 5830 Disk Array Subsystem; three 5833 Sabre drives: two
for data and one for parity.

EG 5830 Disk Array Subsystem; one 5838 Elite drive.

EH 5830 Disk Array Subsystem; two 5838 Elite drives: one for
data and one for parity.

EI 5830 Disk Array Subsystem; two 5838 Elite drives run in
parallel mode.

EJ 5830 Disk Array Subsystem; three 5838 Elite drives: two for
data and one for parity.

EK 5830 Disk Array Subsystem; four 5838 Elite drives: three
for data and one for parity.

EL 5830 Disk Array Subsystem; four 5838 Elite drives run in
parallel mode.

EM 5830 Disk Array Subsystem; four 5833 Sabre drives: three
for data and one for parity.

EN 5830 Disk Array Subsystem; four 5833 Sabre drives run in
parallel mode.
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Header Description
type (Continued)
type Description
EO 5830 Disk Array Subsystem; one 47444 3.5" drive run in
serial mode.
EP 5830 Disk Array Subsystem; two 47444 3.5" drives: one for
data and one for parity.
ES 5830 Disk Array Subsystem; two 47444 3.5" drives run in
parallel mode.
EU 5830 Disk Array Subsystem; three 47444 3.5" drives: two
for data and one for parity.
EV 5830 Disk Array Subsystem; four 47444 3.5" drives: three
for data and one for parity.
EwW 5830 Disk Array Subsystem; four 47444 3.5" drives run in
parallel mode.
pn Partition number. Displayed only for partitioned mass storage devices.
nt Total number of logical tracks on the corresponding device type.
vf Verification failure threshold.
ra Restricted activity threshold.
Is Low space threshold.
re Recovered error threshold.
ue Unrecovered error threshold.
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Modifying the APRDECKSs

After completing all EQPDECK modifications, you can also modify the default APRDECK,
the APRDECK for a specific equipment, or the IPRDECK being used. You can modify an
APRDECK only when you are initializing the corresponding equipment. If no changes need
to be made to any APRDECK, but you do need to modify the IPRDECK, refer to Modifying
the IPRDECK later in this section.

The APRDECK contains entries identifying areas of mass storage that are not usable (flaws).
The APRDECK used can vary from equipment to equipment. One of the parameters specified
when an equipment is defined in the EQPDECK is the APRDECK number that applies to
that equipment. The default (APRDO0) is selected if this parameter is not specified.

To modify an APRDECK, enter

NEXT.

while the EQPDECK or EQPINST is being displayed. The APRINST display describes the
valid entries. You can toggle between the APRDECK and APRINST. Enter the changes or
additions to the APRDECK from the console keyboard (refer to section 3, Deadstart Decks,
for a description of the entries).

If there are no changes to the APRDECK displayed, enter

NEXT.

to go to the next APRDECK. Repeat this process until the appropriate APRDECK is
displayed or until you have changed all APRDECKSs needing changes.

After all APRDECK modifications are complete, you can skip to the IPRDECK by entering:

IPR.

Refer to Modifying the IPRDECK, next, for more information. Otherwise, to indicate that all

modifications to the APRDECKSs are complete and you want to begin loading the system,
enter: '

GO.
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Modifying the IPRDECK

The IPRDECK contains installation parameters that describe the mode of system operation.

. IPRDECK modification is seldom required during deadstart since nearly all IPRDECK
commands are also valid DSD commands that make the same changes during normal system
operation. Generally, installation parameters changed during normal operations (with DSD
commands or by modifying the IPRDECK) are retained only across a level 3 recovery
deadstart.

After entering
IPR.

when all the CMRDECK, EQPDECK, or APRDECK modifications are complete or after
repeatedly entering

NEXT.

to step through all the APRDECKS, the instruction display entitled IPRINST appears on the
console screen(s). This display defines all valid IPRDECK entries. Most of these entries are
also valid DSD commands.

To view the contents of the IPRDECK being used, toggle from the IPRINST display to the
IPRDECK display. If either the IPRDECK or IPRINST overflows two screens, you can page
the display. .

Enter the appropriate changes or additions from the console keyboard. These entries can be
made while either IPRINST or IPRDECK is being displayed. A console entry supersedes the
value currently specified in the IPRDECK.

. NOTE

The modified IPRDECK remains in effect only until the next level 0, 1, or 2 deadstart is
performed. Changes to the IPRDECK are retained if a level 3 recovery deadstart is
performed. If you want these changes to take place on the next level 0 deadstart, make the
appropriate changes to the IPRDECK after NOS is up and running and use LIBEDIT to
replace the record on the deadstart file.

For complete information concerning IPRDECK entries, refer to section 3, Deadstart Decks,
and to section 5, DSD Commands.

To indicate that changes to the CMRDECK, EQPDECK, APRDECK, and/or IPRDECK are
completed and you want to begin loading the system, enter:

GO.
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Loading the System

If you are performing a level 0 or level 2 deadstart, the system library is automatically .
loaded from the deadstart file to each mass storage device specified in the EQPDECK as a

system device. If no system device is specified, the system is loaded on the first

nonremovable mass storage device in the equipment status table. ’

Mass storage labels are validated for all levels of deadstart. This ensures that the ‘
configuration matches the one specified in the EQPDECK. Normally, the device label

validation display appears for only a few seconds. However, this display remains longer

(from 30 seconds to 3 minutes) if 834, 836, 887, or 9853 disk units must first be

automatically spun up in order to validate their labels.

If you specify a level 1 or level 3 recovery deadstart, the system library is not reloaded. In
this case, the deadstart file is rewound and is not accessed again until another deadstart
operation is performed. The system library is recovered from checkpoint information on mass
storage. Central memory tables such as the system file name table (FNT), executing job
table (EJT), queued file table (QFT), equipment status table (EST), and track reservation
table (TRT) are either recovered from checkpoint information for level 1 or from central
memory (and the link device, extended memory, if in multimainframe mode) for level 3.

Messages

If a deadstart error occurs, a message appears on the right console screen and, depending

upon the nature of the error, deadstart processing may halt. Refer to Error Processing later

in this section for complete information and corrective action. If the system is being loaded

(level O or 2 only), the name of each system library program is also displayed on the right

console screen as it is being loaded. This allows you to monitor deadstart progress. .

The left console screen may display the message ENTER DATE YY/MM/DD. You can enter
the date while the system is being loaded.
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Entering the Date and Time

| . Each time a system deadstart function is performed, it is necessary to enter the current date
and time (except for CYBER 180-class machines; they get the date and time from CTI during
| deadstart). The system uses the date and time (updated every second) for dayfile messages
| and for permanent file catalogs and directories for files being accessed. This includes the
creation, last modification, and last access date and time for each permanent file in the
system. It is important to enter the correct date and time in order to accurately maintain
these system records. If you are performing a level 3 recovery deadstart, it is possible to
recover the date and time from the previous system deadstart. However, this is not
recommended since the new date and time recorded for system records would no longer be
accurate.

When the system loading (or recovery) phase of deadstart is about to begin, the system
checks for the correct date and time. If CTI is unable to determine the correct date and time
or the mainframe is other than a CYBER 180-class, the following message appears on the
left console screen requesting entry of the current date.

ENTER DATE YY/MM/DD.

Enter the current date, followed by CR, in this format:

yy/mm/dd.
Entry Description
yy Year; 70 through 99 (corresponds to the years 1970 through 1999) or 00
through 33 (corresponds to the years 2000 through 2033).
. mm Month; 01 through 12.
dd Day; 01 through nn (nn is the number of days in the month).

For deadstart levels 0, 1, and 2, pressing CR without first entering the date causes the
system to assume the date that the deadstart file was created. For a level 3 recovery
deadstart, pressing CR alone recovers both the previous date and time (time entered during
the last deadstart plus time accumulated until this deadstart).

When the system accepts the date entry, it displays the following request for entry of the
current time.

ENTER TIME HH.MM.SS.

Enter the current time in this format:

hh.mm.ss.
Entry Description
hh Hour; 00 through 23.
mm . Minute; 00 through 59.
ss Second; 00 through 59.
. For deadstart levels 0, 1, and 2, pressing CR without first entering the time causes the
system to set the time to 00.00.00. If you enter CR alone following the date prompt on a level

3 recovery, this prompt to enter time does not appear (the previous time is assumed).
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Initiating Job Processing

DSD commands specified in the IPRDECK automatically initiate normal job processing .
except on a level 3 recovery where you must enter AUTO. If a level 1 or level 3 recovery

deadstart is being performed, the system recovers all jobs and active files and resumes

normal operation immediately. However, if an initial deadstart (level 0) or level 2 recovery

deadstart is being performed, job processing may not be initiated immediately. The time of

initiation depends upon the time it takes to load the system from the deadstart file (you can

monitor progress on the right console screen). If file loading is not completed when the time

entry is made, the DSD commands specified in the IPRDECK are displayed on the left

screen. Until file loading completes, you can clear one or more of the DSD commands.

Clearing a command prevents it from being executed when file loading completes. In this
case, you must manually enter the commands necessary to initiate job processing from the
console keyboard.

To initiate job processing, enter:
AUTO.

or

MAINTENANCE.

or

SCHEDULE .

Following entry of the AUTO, MAINTENANCE, or SCHEDULE command during an initial
(level 0) deadstart, the deadstart sequencing process begins. Deadstart sequencing causes
job processing to be suspended until all system files in the default family are initiated. To
initiate a family other than the default, enter the command:

X.ISF(FM=family)

Parameter Description

family Alternate family of devices.

For additional information concerning the ISF command and deadstart sequencing, refer to
section 20, System File Initialization.
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Normal job processing begins after the deadstart sequencing job completes. If the AUTO
command is entered, the subsystems enabled in the IPRDECK are automatically assigned to
specified control points. Assuming that all standard subsystems are set to be enabled, the
system calls them to specific control points as shown in the following example:

Control Point Job Sequence

Number Name Activity

1 IAF Interactive Facility.

2 NAM Network Access Method.

3 RHF Remote Host Facility.

4 SMF Screen Management Facility.

n-21 MAG Magnetic tape subsystem executive routine.
n-11 BIO Central site batch input/output.

nl RBF Remote Batch Facility.

n+11 SYS System.

The MAINTENANCE command performs the same function as the AUTO command.
Additionally, it assigns several maintenance routines, according to mainframe type, to
available control points and runs them as normal jobs with minimum queue and CPU
priorities. These are CPU or central memory test routines designed to detect hardware
errors. The routines display error messages either at the control point on the B,0O display or
in the system error log. To display the error log, enter:

A,ERROR LOG.

You should monitor these routines from time to time. If a maintenance routine displays an
error message indicating a hardware malfunction occurred, call a customer engineer. It is
recommended that these programs be run at all times. The maintenance programs use little
memory, are run at minimum CPU and queue priority, and are automatically rolled out if
necessary; thus, system performance is not severely affected. Descriptions of the
maintenance routines are in the NOS Online Maintenance Software Reference Manual.

You can use the SCHEDULE command to schedule jobs, but it does not initiate subsystems

or maintenance jobs. Refer to the NOS Version 2 Operations Handbook for a description of
the SCHEDULE command.

1. n is the number of control points defined by the NCP entry in the CMRDECK.
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Preparing for Recovery Deadstart

Sometimes during system operation an uncorrectable error occurs that prevents further .
system activity. Often the situation can be corrected by deadstarting the system and

recovering prior activity. The success of such a recovery depends upon the severity of the

problem and the extent to which system information is destroyed. There are three levels of

recovery deadstart available (levels 1, 2, and 3). Table 2-2 lists each deadstart level,

including level O (initial deadstart), and describes the extent of recovery possible.

If the MS VALIDATION installation option is enabled during a level 1 or 2 recovery, or if
both the MS VALIDATION and PF VALIDATION options are enabled during a level 3
recovery, the system:

e  Verifies selected mass storage files.

¢  Checks files identified in the queued file table (QFT) to ensure that all tracks in the
chain are reserved and that no circular linkage exists.

¢ Depending on file type, checks the track reservation table (TRT) to ensure that the file is
preserved.

¢ Checks all preserved files for proper length.

If the system encounters a verification failure, it clears the queued file table entry but does
not release disk space assigned to the file. If a length error is detected, the system sets error
idle status and terminates recovery operations on the device. To recover from an error idle
condition, refer to Error Idle Recovery under Error Processing later in this section.

During level 0 deadstart, the system verifies the length of preserved files regardless of the
setting of the MS VALIDATION option. If a length error is detected, the system reads the
disk chain to determine the correct length of the file, issues a message to the B,0 display, and
stops recovery of the device. To alter the EOI for the file and proceed with recovery, enter:

GO, SYS. or GO, .

To terminate recovery of the device, enter:

PAUSE, SYS.
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Table 2-2. Levels of System Deadstart: Information Recovered

Dead- Perma-
start nent System
Level Jobs Queued Files Files System Dayfiles
0 Batch jobs are Recovered as Yes. No. Yes.2
rerun.! inactive.
1 Recovered from last Active queues Yes. Recovered Yes.
checkpoint. recovered from last from last
checkpoint. checkpoint.
2 Recovered from last Active queues Yes. No. Yes.
checkpoint. recovered from last
checkpoint
3 Recovered from CM  Active queues Yes. Yes. Yes.
copy of EJT.3 recovered from CM
copy of QFT.

1. The input and output queues are recovered. Rolled out and executing batch jobs are
also rerun. The input files associated with these jobs are returned to the input queues,
unless the device they reside on is initialized. Permanent files are recovered unless the
device is initialized.

2. Dayfiles are recovered unless initialized by an INITIALIZE entry in the EQPDECK.

3. Jobs that are rolled out continue. Jobs that are in CM are aborted with EXIT
processing and then rerun if possible.
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CAUTION

Before attempting any level of recovery deadstart, whether it is a level 0, 1, 2, or 3 deadstart,
enter a CHECKPOINT SYSTEM command, and wait for the CHECKPOINT COMPLETE
message to appear on the system console. The CHECKPOINT SYSTEM performs the
following functions:

1. All currently executing jobs are rolled out. (Ensures that these jobs can roll back and
continue executing after a level 3 deadstart.)

2. All mass storage tables and track reservation tables are copied to disk, and all pending

disk I/O operations are completed. (Ensures the integrity of the disks after a level 0, 1,
or 2 deadstart.)

3. A system checkpoint file (which includes a copy of all the system tables in central
memory) is written to disk. (Provides a system checkpoint file for a level 1 or 2
deadstart.)

If, due to a system hang or other problem, it is not possible to enter a CHECKPOINT
SYSTEM, or if the CHECKPOINT COMPLETE message does not appear, the disk updates
may not have been performed. If a level 0 deadstart is performed at this time, permanent
file information may be lost. To prevent such a loss, always perform a level 3 deadstart after
a system hang. Select the ABORT option on the level 3 deadstart display to abandon the
deadstart; the ABORT option performs the disk updates and then abandons the deadstart.

The following topics provide general information concerning each level of system deadstart
and recommended steps of preparation.
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Level 3 Recovery Deadstart

‘ ’ Usually you perform a level 3 recovery deadstart following an equipment or system
malfunction (for example, channel or PP hung), providing the system remains intact.

Basically, the system FNT, QFT, EJT, TRT, EST, and control-point areas of central memory
must be intact in order to successfully perform a level 3 recovery deadstart. However, unless
you can determine that central memory is no longer intact, attempt a level 3 recovery
deadstart before a level O deadstart. This is recommended because system activity, as it
existed at the time of the malfunction, can best be recovered by performing a level 3 recovery
deadstart. Only PP memory confidence testing occurs during a level 3 recovery deadstart;
central memory is not affected. User jobs running at control points are either rerun or
aborted by a level 3 deadstart; rolled out user jobs are rolled back in and continue to run.

Requests for device checkpoint are retained over a level 3 recovery. Therefore, if a system
malfunction prevents a device checkpoint from being done, the checkpoint is processed after
level 3 recovery is successfully completed. If a level 3 recovery fails, always do another level
3 recovery with the ABORT option selected before doing a level 0 deadstart. This ensures
that all checkpoint processing is done correctly.

On a level 3 deadstart the CMRDECK, the EQPDECK, the APRDECKSs, and the IPRDECK
cannot be viewed or changed. The CMRDECK, the EQPDECK, the APRDECKSs, and the
IPRDECK specified during the last level 0 deadstart remain in effect. If you set the
CMRDECK switch (bit 6 in word 13 of the deadstart panel) or select the D=YES option on
the CTI *P* display; the system halts and displays level 3 deadstart options. The options
and their default values are displayed on the left screen (figure 2-7) and instructions on the
right screen (figure 2-8).

LEVEL 3 OPTIONS
o
ABORT. NO
ABORT, B. NO
AUTOLOAD. | YES
GRENADE. NO
AUTO. YES

Figure 2-7. Level 3 Deadstart Left Screen Display
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INSTRUCTIONS FOR SELECTING LEVEL 3 RECOVERY OPTIONS.
ENTER COMMAND TO TOGGLE SELECTION.
ENTER GO. TO CONTINUE RECOVERY.

ABORT.
CHECKPOINT ALL DEVICES AND ABORT LEVEL 3 RECOVERY.
SELECTING *ABORT.* DESELECTS *ABORT,B.*

ABORT, B.
CHECKPOINT ALL NONBUFFERED DEVICES AND ABORT LEVEL
3 RECOVERY. SELECTING *ABORT,B.* DESELECTS *ABORT.*.

AUTOLOAD.
TOGGLE THE SELECTION OF BUFFER CONTROLLER AUTOLOADING.

GRENADE. X
TOGGLE THE SELECTION OF THE GRENADE FUNCTION. THE
GRENADE FUNCTION IS ISSUED ONCE THE CONTROLWARE IS
LOADED, CAUSING UNIT RESERVATIONS TO BE CLEARED ON
ALL 844 UNITS PHYSICALLY CONNECTED TO EACH CONTROLLER.

AUTO. :
TOGGLE THE SELECTION OF THE DSD AUTO COMMAND.

Figure 2-8. Level 3 Deadstart Right Screen Display

Entering a command will toggle the level 3 deadstart selections. The ABORT command
checkpoints all the devices and aborts level 3 recovery. Selecting the ABORT command
automatically deselects the ABORT,B command. The ABORT,B command checkpoints all
the nonbuffered devices and aborts level 3 recovery. Selecting the ABORT,B command
automatically deselects the ABORT command. The AUTOLOAD command toggles the
selection of buffer controller autoloading. The GRENADE command toggles the selection of
the grenade function. The AUTO command toggles the selection of the DSD AUTO
command. Refer to table 2-1 for more information about the AUTOLOAD and GRENADE
commands. When you are done making changes, enter

GO.

to continue the deadstart recovery. If you choose not to display the level 3 options, the
default values are used.

A level 3 recovery deadstart is impossible after:

¢ An attempted checkpoint recovery (level 1).
¢  An aborted level 0 (initial) deadstart.

¢ The MREC utility (refer section 8, K-Display Utilities) has been run for the machine to
be deadstarted while in multimainframe mode.
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It is recommended that you stop system activity prior to beginning the system deadstart
procedure. To accomplish this, enter the following DSD commands:

Command Description

EM. Displays the disk status display (E,M).

UNLOCK. Unlocks the system console. This command is necessary only if the
system console is locked.

CHECK POINT Provides for termination of job processing and for writing the contents

SYSTEM. of central memory tables to mass storage. For a complete description of
this process, refer to the CHECK POINT SYSTEM command in
section 5, DSD Commands.

STEP. Prevents the system from processing PP requests. This stops all central
memory input/output (I/O) operations. You should enter the STEP
command after all device checkpoints are completed. Determine
checkpoint status from the disk status display (E,M) (refer to the NOS
Version 2 Operations Handbook).

NOTE

To recover interactive users after a level 3 recovery, sense switch 1 must be set in the IAF
procedure. Sense switch 1 is set by default in the released IAF procedure.
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Level 1 Recovery Deadstart

Usually you perform a level 1 recovery deadstart to resume normal processing following .
maintenance procedures. The system, all jobs, and all active files are recovered from
checkpoint information on mass storage.

NOTE

A level 1 recovery deadstart is not intended to be a recovery process after a system/
equipment malfunction. You should never attempt it after a level 3 recovery deadstart fails.

Level 1 recovery is also useful in system test situations. If two systems are being alternated,
separate mass storage devices and tapes? must be available for both systems. Tapes are not
repositioned after a level 1 deadstart. Thus, if a job was previously assigned to the tape unit
that has been used for deadstarting, the job cannot be recovered. The tape unit should be
left unloaded after recovery until it is no longer assigned to the job (job aborted).

The following rules apply when performing a level 1 recovery deadstart.

e The DSD command CHECK POINT SYSTEM must have been successfully completed
immediately before the end of the last NOS operating period.

¢ The contents of the extended memory must not be destroyed from the time of the
CHECK POINT SYSTEM command.

¢ Memory dumps must be completed before level 1 recovery deadstart begins since
memory confidence testing destroys the contents of both central memory (except on
CYBER 180-class machines) and PPs.

¢ The mass storage equipment configuration must be the same as specified during the
most recent level 0 deadstart; that is, the same EQPDECK must be used.

¢ The system devices (mass storage devices on which the system library resides) must be
the same as or fewer than those specified during the most recent level 0 deadstart.

It is recommended that you stop system activity before beginning the system deadstart
procedure. To accomplish this, enter the following DSD commands:

Command Description

UNLOCK. Necessary only if console is currently locked.

CHECK POINT Provides for termination of job processing and for writing the
SYSTEM. contents of central memory tables to mass storage.

STEP. Prevents the system from processing PP requests. This stops all

central memory I/O operations.

2. Separate tapes are necessary only if tape jobs are being checkpointed.
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Level 2 Recovery Deadstart

Usually you perform level 2 recovery deadstart in system test situations; it is not
recommended for the normal production environment. If you select level 2 recovery, all jobs
and active files are recovered from checkpoint information on mass storage as in level 1
recovery. However, no attempt is made to recover the system. Instead, the system is loaded
from the deadstart file as in level 0 deadstart. In all other respects, level 2 recovery is
identical to that described for level 1, and all level 1 rules apply.
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Level 0 Initial Deadstart

Use level 0 or initial deadstart in cases where a recovery deadstart is not possible. This is a
complete or initial load from the deadstart file. Only preserved files, which include
permanent files, queued files, and system dayfiles, are recovered (preserved files are
recovered on all levels of system deadstart). Because memory confidence testing destroys the
contents of central memory (except on CYBER 180-class machines) and PPs, all memory
dumps must be completed before deadstart begins.

NOTE

If the machine is the first machine being deadstarted in a shared device multimainframe
environment, you must enter a PRESET command (refer to section 13, Multimainframe
Operations).

Error Processing

If no CTI display appears when you initiate a deadstart, perform the following steps as
needed. After each step, reinitiate the deadstart to see if the problem has been eliminated.

Deadstart from tape:3

1. If the unit select switch on the deadstart tape unit is not on (tape does not move), check
the channel, controller, and unit selections on the deadstart panel or display to ensure
they are set correctly.

2. If the unit select switch is on, the correct unit was selected; however, check word 11 of
the deadstart panel or display to ensure it is set correctly.

3. Ensure that a 7-track tape is not mounted on a 9-track drive or vice versa. Also, ensure
that a deadstart tape is not mounted on a tape unit that does not support the density of
the deadstart tape.

4. Ensure that the deadstart tape is an I-format unlabeled tape.

5. Ensure that the card reader and tape unit (667 or 669 only) are not on the same channel
and that the card reader is not on a channel with a PP. Also, ensure that two or more
units do not have the same physical unit number.

6. If still no display appears after initiating the deadstart, there might be a parity error on

one of the first records of the deadstart tape or the magnetic tape controller might have
detected a channel parity error on a CYBER 170 Computer System.

3. When deadstarting a CYBER 180-class machine, the disk containing the CIP module must be used.
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Error Processing

Deadstart from disk:

1. Ensure that disk power is on and the disk is ready for operation.
2. Ensure that the disk has the CIP module loaded.

3. Ensure that the deadstart panel or display is set correctly.

4. Select an alternate channel.

5. If still no display appears after initiating the deadstart, there might be a parity error on
one of the first records of the deadstart file or the disk controller might have detected a
channel parity error on a CYBER 170 Computer System.

For a proper understanding of the problems that can occur during deadstart, you should be
familiar with several basic concepts. For example, because most errors that occur involve
mass storage devices, you should be familiar with their use in the system. Each mass
storage device has a label that contains descriptive information about its contents. For
certain levels of recovery deadstart, this information must be consistent with corresponding
information either contained in central memory or provided through deadstart procedures.
Conflicts can result in the system issuing deadstart error messages. An attempt is made to
recover all mass storage devices defined in the EST during all levels of system deadstart.

Recovery Functions

The specific recovery function performed depends upon the level of deadstart selected. The
table on the following pages describes the recovery function performed for each deadstart
level and the types of errors you can encounter. The system response to errors and the
recommended action are also listed.

Refer to the NOS Version 2 Operations Handbook for information concerning all deadstart
messages.
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Recovery Function

Level of
Deadstart

Description of Error

Type of Device

Systen Regponse to Bryor

Action

Read and verify the
label on each mass
storage device
ageinst that
speciffed by the EQ
definition for the
device in EQPDECK.

0

Device being recovered is
uot ready and, therefors,
¢annot be read.

Read error occurred when
attempting to read label
(paricy erxror, surface
error, and €0 on).

label verification error,
The label was read but
could aot be verified.
For example, label
indicates device is £irst
wait of a three-unit
nultispindle pack (DK-3),
but not ell elements of
the configuration are
present.

Bad label. Information
Tead was not recognized
as a label sector.

Removable.

Nonremovable .

All.

Nonsysten device,

System device
{nonremovable with
gystem tesidence).

Nongystem davice,

System device
(nonramovable with
system residence).

Brror code NR and status U set in
MST; device is left unavailable.

Wait and retry. BError message
appears on the tight screen
display.

Advance to next track and tty to
read, A predeternined number of
tracks sre seatrched if error
persists, If thie number is
erceeded, the device 1s treated
as 1€ 3 bad label existed. Refer
to the description of bad label
error, below.

Error code CE and status U set in
MST; device is left unavailable.

- If permanent files do not
teside on the device, it is
fnitialized automatically
using parameters in existing
label.,

- L€ permanent files reside on
the device, the following
nessage appears on the right
console display and deadscare
processing halts.

CONTINVING DESTROYS PFS
RECOVERY OF DEVICE
IMPOSSIBLE.

Error code LE and status U set in
NST; device is left unavailable.

Device is initialized
automatically. Any permanent
files that reside on device are
lost.

None .

Check to eagure that all
nonremovable devices are
ready,

Hone .

Examine E,M dieplay after
deadstart is complete to
determiae corrective
action.

None,

Type GO, or PAUSE. to
proceed. 1f GO.

is entered, the device
18 inftialized using
parameters in existing
label (permanent files
will be lost), or
redeadatart without the
system on this device.

DPevice owst be inicfalized
after deadstart if it is
to be used (refer to DSD
command INITIALIZE in
section §).

None.
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Recovery Function

Level of
Deadstarty

Description of Error

Type of Device

Systen Response to Error

Action

Chatn removable
devices with
consecutive physical
unit numbers
(applies oaly to
844-21 (D1 or DK)
and 845=41/44 (DJ

or DL). This will
allow a multispiadle
pack (for example,
DK-3) to be mounted
on devices defined
in EST as single
gpindle devices

(for example, DK-1),
Definition for
devices in EST is
changed to reflect a
wulrispindle device.

I, 2,3

0, 1,2

Label verification error.
The label was read but
¢ould not be veriffed.
Por example, label
fudicaces device fs fivrst
unit of a three-unit
multispindle pack {(DR-3),
but units 2 of 3 and/or 3
of 3 are not present.

Label verificacton error.
Label on remaining
spindles of aultigpindle
pack could not be
verified,

Removable (no active
divect access Files).

Nonremovable or
ramovabla with active
divect access files,

Renovable .

Error code indicates cause of
evror and status U set in MST;
device 18 left unavatlable.

The following message appears on
the right console display and
deadstare processing halts.

ERROR ON DEVICE WITH
ACTIVE FILES.

Active direct access files
are attached when checkpoint
18 taken (level 1 or 2) or
when deadstart is initiated.
Te i3 assuwed that all
removable devices have active
direct access files.

All units are returned to their
original status in EST and device
with label specifying multispindle
pack is left unavailable (U status
set im MST), The labels on
renaiaing devices that vere
chained are then checked to
deternine if they are valid.

Exanine E,M display after
deadstart {8 cowplete to
determina corrective
action.

Perform level 0 deadstart
or redefine configuration
to match chat of system
being recovered.

Examine the E,M display
after deadstart is
complete to determine
corrective action.
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Recovety Function

Level of
Deadstart

Description of Brror

Type of Device

Systea Response to Error

Action

Read TRT into
central memoty.

Edit TRL to remove
nonpecmanent file
laformation.

Inftiate deadstart
sequencing job,

0,4, 2

TRL could not be tead
succeasfully.

TRL could not be read
successfully.

EBdit was not successful.
This could be caused by
specifying a new SPF/SLP
entry (flawed track)
APRDECK.

Deadstart sequencing job
could not be Initigeed
because I/0 errors were
encountered on a mass
storage device,

All.

Reaovable (no active
direct access files).

Honremovable or
temovable with active
direct access files.

All.

Nonremovable,

The following wessage appears on
the right console display and
deadstart processing halts.

LENGTH OF DEVICES TRT BAD -~
RBOOVERY OF DEVICE
INPOSSIBLE.

Error code TL and status U s¢t in
MST; davice ts left unavailable,

The following message appears ow
the right console display and
deadstart processing halts.

LENGTH OF DEVICES TRT BAD,

The following message appears oo
the right console display and
deadstart processing halts.

PERM. FILE LINKAGE ERROR
RECOVERY OF DEVICE
IHPOSSIBLE.

The following massage appears on
the right console display aud
deadstart processing hales.

DEADSTART SEQUENCING FAILED.

Type GO,SYS. or PAUSE,SYS.
to proceed. 1If GO.

is entered, the device

is inlttalized using
parameters in existing
label; perpanent files
will be lost.

Exanine the £,M display
after deadseart is com=
plete to deternine cor-
receive action.

Perforu level ¢ deadstert
snd fnitislize the device.

Type GO,5YS. or PAUSB,SYS.
¢to proceed, If GO.

is entered, the device

ifs {nictalized using
parameters in extsating
label; petwanent files
will be lost. [If SPF/SLF
entxy was specified,
redeadetart and omit
SPP/SLF entry.

Examine che A,E; E,E; and
E,H displays to determine
the failing device(s).
Attempt an express
deadstart dunp for later
analysis. Turo off the
failing device(s) and
redeadstare. Per 4
files on che failing
device(g) are losot.
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Recovery Function

Level of
Deadstart

Description of Ervor

Type of Device

Systen Response to Error

Action

Verify all mags
storage devices in
system tO ensure
permanent file
integrity.

Clear interlock data
for direct access
files.

3

Deadstart sequencing job
could not be initiated
because I/0 ervors vere
encountered on a nass
storage device.

Two devices in sawe family
have the same device
number or che saoe bits
gat in the device wmask,

or two auxiliary devices
have the same packname.

Pailute to read legal
systen sector. The TRT
iadicates track is
beginning of direct access
chain but first sector was
not a system sactor.

Ronrerovable.

Systen device
(nonremovable with
aystem veeidence).

Nonsysteu device.

All.

The following message appears on
the right console display and
deadstart processiag halts.

DBADSTART SEQUENCING PAILBD.

The following measage appaars ou
the right console display and
desdstart processing hales.

EQest EQest
DN,
CONFLICT ING DM,
M.

est) and est, ate the EST
ord}.nals of the conflicting
devices.

Error code DN, DM, or PN and
atatus U set in MST; both of the
devices are left unavailable.

Increnent count of direct access
files in error. The nessage
appears in the dayfile in the
following Forust,

EQest files PRESBRVED

FILE ERRORS.

est BST ordinal of
device,

Eiles Huaber of files
in error.

Exenine the A,K; E,B; and
E,H displays to determine
the failing device{e).
Attempt an express
deadstart dump for later
analysis. Restart the
level 3 recovery deadstart
and euter ABORY or ABORT,B
to checkpoint the devicea
and abort. Turn off the
fatling device(s) and
redeadstart. Permanent
files on the failing
device(s) ave lost.

Pecform ona of the
following:

= Remove one of the
specified devices
and redesdstart.

- Redeadstart and
logically turn off one
of the specified devices
(via EQPDECK eatry).

Examine the B,M display
after desdstact is
conplete to determine the
type of error. Bither -
renove, or logically turn
off one of the devices;
the remaining device is
recovered sutomatically.

Examnine dayfile after
deadstart completes,
Message described in
preceding colum indicates
the number of dirace
access files im error.
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Recovery Fumction

Lavel of
Deadstart

Description of Error

Type of Device

System Responss to Errox

Action

Recovering queucd
files.

Interlock daca spectfied
file was in WRITE mode and
last sector for file in
IRT was not an EOI sector.

Last sector of file
specified by TRT is not
an ECL sectot.

All,

All,

Clear interlocks for file amd
rewrite system sector. Issue
the following mesaage to €rTOT
log and system dayfile:

LENGTH ERRCR filenama uindex.

filename Name of file on
which error was
encountered,

uindex User index of file
owner.

Also, increment count of direct
access file errors. The following
pessage appears in the system
dayfile.

EQest count DIRECT ACCESS
FILE ERRORS.

ast EST ordinal of
devica.
ecount Total number of

length errovrs,

The following message is issuved
to the dayfile and error log:

QF LENGTH ERROR filname.

fitname Nawe of file being
recovered.

The following message is issued
to the dayfile at the end of
cecovery:

RQest count QUEUED FILE

ERROR COUNT.

est 2ST ordinal of
device.

count File count,

Exsaine system and error
log dayfilas after
daadstare completes. The
noabac of LENGTH ERROR
messages issued and the
count of DIRECT ACCBSS FILE
BERRORE ghould mstch.

To recover files in error:
1. AITACH,oldff{lenane.
2. PURGE,oldfilename,

3. DEFINE,newfilename
with oldfilename.

&, COPY,oldfilename
to newfilenane.

or
CHANGE ,01df11ename/CE.

The utility QREC issues
messages to the systen
dayfile indicating the
location and job name of all
tiles Lo ervor during the
requeue operation.

The nessage formst is:

filname  TKxxxx LENGTH
ERRBOR.,
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Recovery Function

Level of
Deadstart

Desctiption of Error

Type of Davice

System Response to Error

Action

Recovery of pulti-
mainframe link
device.

0

0, 1,2, 3

0, 1,23

Extended wemory resident
table contsinfing machine
IDs of active matuframes
fa fulld.

A valid label track
for extendad wemory
was not found within
predetermined limits.

Machine ID selected 1if
CMRDECK 18 ian use.

The machine ID as
maintained in (MR was not
found {o the extendad
nemory resident table.
This indicates that
extended menory has been
changed,, either abnormally
or by the execution of
MREC on another machine.

Error exit was taken while
attempting to execute
instruction accessing
exteaded memory,

Extendad menory,

Extended memory,

Bxtended wemory,

Extended aemory.

Extended aemory.

The following message appeare on
the tight coasole dieplay and
deadstart procesaing halets.

MAXIMUM NUMBER MIDS ACTIVE

The following message appears oun
the right console display and
deadstart processing halta,

EXTENDED MEMORY LABEL TRACK
NOT FOUND

The following message appears on
the right comsole display and
Jdeadscart processing halts.

MID CURRENTLY ACTIVE

The following massage appears oa
the right conscle display and
deadstart processing halcs.

MID UNDEFINED I[N EXTENDED
MEMORY .

The following mesaage appears on
the right console display and
deadstart processiag halts,

EXTENDED MEMORY READ/WRITE
PARITY ERRORS.

1. Verify that the cortect
sachine ID is specified
in the CMRDECK,

2. Run MREGC on active
uwachine for specified
machine 1D Lf not
initial deadstart.

Pexform a laval O

deadatart wich INITIALIZE
and FRESET selected Lf no
other machines are active,

Either redeadstart
apecifying a different
machine ID or, if the
correct machine ID was
entared, run MREC on
another machine.

Perform & level 0
deadstart.

Infotrw a customer engineer.
Recovery is jmpossidle.
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Error Processing

Error Idle Recovery

Setting the device error idle status helps to prevent error propagation by inhibiting new file .
assignment on the device and by inhibiting any new PFM, PFLOAD, or QLOAD activity

from occurring on the device. The error idle status is indicated by the EI error code on the

EM display. Error idle status is set when:

¢ Mass storage read or write errors occur in the catalog or permit chains.

¢ There is an incorrect user index in the permit sector.

¢ Direct or indirect access files are too long or too short.

Correcting the error idle condition requires total initialization of the affected device. This

can be accomplished online for a removable device, but must be performed during a level 0
deadstart for a nonremovable device. Suggested recovery procedures follow.

Removable Device

1. Dump inactive queued files, if present on the device (QDUMP).
2. Dump permanent files (PFDUMP).

3. Perform a total initialization of the device (INITIALIZE, AL, est.). If the error idle status
was caused by a mass storage error, the appropriate track should be flawed.

4. Reload inactive queued files, if applicable (QLOAD).

5. Reload permanent files (PFLOAD). .

Nonremovable Device

1. Dump queued files (QDUMP).

2. Terminate any dayfiles that must be saved (DFTERM).

3. Dump permanent files (PFDUMP).

4. Idle the system and perform a level 0 deadstart.

5. Perform a total initialization of the device affected by the error idle condition
(INITIALIZE,AL,est.). If the error idle status was caused by a mass storage error, the
appropriate track should be flawed.

6. Reload queued files (QLOAD).

7. Reload permanent files (PFLOAD).
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Deadstart decks are text records that reside on the deadstart file. This section describes the

following deadstart decks. |

Deck Description

CMRDECK Central memory resident deck.
EQPDECK Equipment deck.

APRDECK Auxiliary mass storage parameter deck.
IPRDECK System installation parameter deck.
LIBDECK System library deck.

the deadstart decks.

This section contains detailed information about how you can modify the released versions of

60459300 Y
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CMRDECK

CMRDECK

The central memory resident deck (CMRDECK) resides on the deadstart file as a text record
that is processed during system initialization. It contains entries defining the following types
of information.

¢  Central memory.
¢ Table sizes.
¢ Configuration information not oriented to equipment.

The deadstart file can contain up to 100¢ CMRDECKs. Having several CMRDECKs on the
same deadstart file is advantageous because one file can deadstart several configurations.
You can obtain a listing of all CMRDECKS by accessing the system file SYSTEM with an
ASSIGN or COMMON command, then using the T parameter on the CATALOG command
(refer to the NOS Version 2 Reference Set, Volume 3 for more information concerning these
commands). CMRDECKs are named CMRDnn, where nn is from 00 to 77g.

You can modify the released settings of the CMRDECK in two ways: type a new entry when
the CMRDECK is displayed during deadstart, or create a new deadstart file. The usual
method of modifying a CMRDECK follows.

1. Deadstart, using the released deadstart file, and select the CMRINST and the
CMRDECK to be displayed (refer to section 2, Deadstart).

CMRINST lists all valid CMRDECK entries. Default values, described in this section,
are assumed if the entries do not appear in the CMRDECK being used. If either
CMRDECK or CMRINST overflows two screens, you can page the display.

2. Modify the released version of CMRDECK by entering the changes or additions from the
system console while either the CMRDECK or CMRINST is displayed. Each console
entry supersedes the value currently specified in the CMRDECK (or the default value).

NOTE

The modified CMRDECK remains in effect only until the next deadstart is performed,
except for a level 3 deadstart. That is, changes to the CMRDECK are not recovered
across level 0, 1, and 2 deadstarts unless a new deadstart file is created to reflect them.

3. To expedite subsequent deadstarts, modify the CMRDECK on the deadstart file using
SYSGEN (refer to the NOS Version 2 Installation Handbook).

When constructing or modifying a CMRDECK, separate parameters with commas and
terminate each entry with a period. When an error exists in an entry in a CMRDECK on the
deadstart file, the CMRDECK is displayed and the error is indicated. This occurs even if you
do not select the display CMRDECK option.
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Central Memory Descriptions

The general function of central memory description entries is to assign the amount of central
memory to be used for central memory resident (CMR) and the amount to be used for job
processing. The simplified relationship is: the more central memory that is assigned to
tables in CMR, the less is available for job field lengths.

If you will run only a few batch jobs, fewer control points may be required. Thus, you could
decrease the control point area in CMR, which requires 200g words per control point.

The following entries are specified in the SET program with the released default values listed.

Released
Entry Default
Format Value

Significance

BSP=option. Y

CLT=number. 0

60459300 Y

Specifies whether NOS should build the SCI parameter
table. If the table is built by NOS, then one copy of SCI
services MDD mode and the NOS/VE console in a
dual-state environment.

NOTE

For compatibility, if NOS 2.6.1 level 700 is run in a
dual-state environment with a NOS/VE system which is
pre-1.3.1 level 700, then you must enter the BSP entry
in order to use MDD.

option Description

Y If Y is specified, the SCI parameter table is
built in the NOS CMR.
N If N is specified, the SCI parameter table is

not built in the NOS CMR unless the NOS
console is a CC598B or CC634B. In this case,
the table is always built.

Specifies the octal number of common library table (CLT)
entries allowed. The number can range from 0 to 7777.

The first entry in the table is reserved for the system; so
you should equate CLT with the number of entries you
want, plus 1. For example, if you want three entries,
enter CLT=4.

Common library table entries are described in the
IPRDECK entry COMLIB.
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Released

Entry Default

Format Value Significance

DFT=mode. Depends on The dedicated fault tolerance (DFT) entry specifies
mainframe whether to run DFT in dedicated mode or in
model nondedicated mode. In dedicated mode, the DFT PP

DUALCPU=option. V

EJT=number.

EMB=number.

6204

2004
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is loaded during the NOS deadstart process and DFT
resides in the PP for the life of the system. Dedicated
mode allows the halt-on-error hardware feature of the
models 960, 990, 994, and 995 to be used. It also
results in capturing the relevant data about
hardware errors closer to the actual point of failure.
In nondedicated mode, DFT is called to process
mainframe errors when necessary. The default for
models 960, 990, 994, and 995 is DFT=Y; the default
for all other models is DFT=N.

mode Description

D If D is specified, DFT runs in dedicated
mode. DFT also runs in dedicated mode if
the VE CMRDECK entry is specified (other
than VE=%),

N If N is specified, DFT runs in nondedicated
mode (unless the VE CMRDECK entry is
specified).

The DUALCPU entry specifies whether the second
CPU on a dual-state CYBER 960-32 is to be used
only by NOS or only by NOS/VE. This entry is valid
only on a CYBER 960-32.

option Description
N The second CPU is used only by NOS.
v The second CPU is used only by NOS/VE.

Specifies an octal number of entries for the executing
job table (EJT). The system uses the EJT entries to
keep track of executing jobs.

The maximum value for number is 7777g; the
minimum value is 3.

Specifies the number of CM words for the error
message buffer (EMB). Error messages are placed in
the EMB before being written to one of the system
dayfiles.

The maximum value for number is 7777g; the
minimum value is 200g.
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Entry
' Format

Released
Default
Value

CMRDECK

Significance

EQP=number.

FNT=number.

FOT=number.

| 60459300 Y

Number of
CMRDECK

23,

104

Specifies the number of the EQPDECK to use at
deadstart. The EQPDECK contains equipment
assignments. Up to 1003 EQPDECKSs can exist on a
deadstart file; the number can range from 00 to 77,.

If an EQP entry is not included in the CMRDECK, the
system uses the EQPDECK with the same number as
the CMRDECK being used.

Sets the octal number of entries allowed in the system
file name table (FNT). The system FNT contains the
system file and all fast-attach files.

Determine the necessary number of FNT entries by
using the formula:

number = SY+RS+ (VL+PR) *FM+SFA

Variable Description
SY Number of system files.

RS Number of resource files.
VL Number of VALIDUs files per family.
PR Number of PROFILa files per family.

FM Number of families that can be active at
any one time.

SFA Site defined fast-attach files.

For a system installed with the released defaults and
with no additional files added to the system FNT by local
code, the maximum number of FNT entries necessary is
2014.

The maximum value for number is 7777g; the minimum
value is 3.

Sets the number of entries in the family ordinal table
(FOT). Each family is allowed one entry in the table.
The first entry in the FOT is reserved for system use.
The system uses family name and user index for job
ownership and file routing. The family ordinal is a 6-bit
number that corresponds to a particular family name.
The FOT maintains the family name to family ordinal
relationship. If a family is unloaded and later reloaded,
it continues to use the same family ordinal.

The maximum value for number is 100g; the minimum
value is 3. The size of the FOT need not be the same for
each mainframe in a multimainframe environment.
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Entry
Format

Released
Default
Value

INB=number.

IPD=number.

LDT=number.

LIB=number.

MID=id.
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0

First
IPRDECK on
deadstart file

Significance .

Specifies a block of memory for site use. The size of the
installation block can range from 0 to 77774 central
memory words.

Specifies the number of the IPRDECK to use at
deadstart. The IPRDECK contains installation
parameters. Up to 1003 IPRDECKS can exist on a
deadstart file; the number can range from 00 to 77,.

If an IPD entry is not included in the CMRDECK, the
first IPRDECK on the deadstart tape is processed and is
not displayed.

Specifies the number of central memory words allocated
to the LID table. The minimum value is 0; the maximum
value is 16610g. The value to be specified can be
determined by using this formula:

(3+1id) *pid

Parameter Description

lid Maximum number of LIDs allowed per
PID.

pid Total number of PIDs in all networks
defined on this mainframe.

One central memory word is always allocated for the .
LID table header.

As an example, assume lid=5 and pid=6. By using the
formula, you come up with (3+5)*6=48. Adding one word
for the LID table header makes 49, or 613, central
memory words that should be allocated to the LID table.

Specifies the number of the LIBDECK to use at
deadstart; the number can range from 00 to 77.
LIBDECK is a directive record used by SYSEDIT.

Specifies the 2-character machine identification (id) that
is associated with the mainframe. The id characters
must be alphanumeric.
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Released
Entry Default
. Format Value Significance

MINCM=size. 14004 Reserves an amount of central memory to be used by
NOS when running in dual state with NOS/VE. The
VEMEM utility can help you determine how NOS and
NOS/VE will share central memory (refer to the DUAL
installation procedure in the Special Product Installation
Information chapter in the NOS Version 2 Installation
Handbook for more information about VEMEM). (UEM
is defined in the extended memory equipment EST
entry). The remaining central memory is available for
use by NOS/VE. Use the VE CMRDECK entry to reserve
central memory for NOS/VE if UEM is defined. The
minimum and default value for size is 1400,.

Parameter Description

size The size of central memory to reserve in
words/100g. Size is a 1- to 4-digit octal "
value (1- to 5-digit octal value for a model
865, 875, or CYBER 180-class machine)
that restricts the actual central memory
size. The value cannot be 0 and cannot
exceed the total number of words of
memory present in the machine. Refer to
table 3-1.
Size CM Words CM Words
. {(Octal) (Octal) (Decimal)
1400 140000 49152
2000 200000 65536
3000 300000 98304
4000 400000 131072
6000 600000 196608
10000 1000000 262144
14000 1400000 393216
20000 2000000 524288
24000 2400000 655360
30000 3000000 786432
34000 3400000 917504
40000 4000000 1048576
44000 4400000 1179648
50000 5000000 1310720
54000 5400000 1441792
60000 6000000 1572864
64000 6400000 1703936
70000 7000000 1835008

74000 7400000 1966080
100000 10000000 2097152
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Released
Entry Default
Format Value Significance .
NAME-=date NETWORK Specifies the system date line, which is displayed on the
line. OPERATING  system console display and on the terminal when an
SYSTEM interactive user logs in to the system.
Parameter Description
date line Alphanumeric string; must be fewer than
39 characters. If the date line is not
i terminated with a period, one will be
| appended. If the date line is 38
| characters, the last character must be a
period.
NCP=number. 12 Sets the number of control points available for job

processing. Refer to Job Control Information later in this
section for a discussion of the proper number of control
points to select.

Parameter Description

number Number of control points available in
central memory; number can be from 2 to
344
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Released

Entry Default
Format Value Significance
OPSECM=n. 0 Specifies the operating system security mode. The site
security administrator supplies the value for this entry.
Refer to the NOS Version 2 Security Administrator’s
Handbook for information on this entry.
n Description
Oor Sets the system to unsecured mode.
omitted
1 Enables multilevel security. The values of the
system access level limits can be set by the
SECURES IPRDECK entry or by the console
command. The SECURES console command
can be used to raise or lower system access
level limits.
2 Enables multilevel security. The values of the
system access level limits are set by the
SECURES IPRDECK entry. The SECURES
console command can be used to raise but not
to lower system access level limits.
3 Enables multilevel security. The values of the
system access level limits are set by the
SECURES IPRDECK entry only; the
SECURES console command is not allowed.
PCP=number. 0 Sets the number of pseudo-control points available for
job processing. Refer to Job Control Information later in
this section for a discussion of the proper number of
pseudo-control points to select.
Parameter Description
number Number of pseudo-control points available
in central memory; number can be from 2
to 348‘
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Released
Entry Default
Format Value Significance .

PPU=pp;,, All available Toggles the active status of the physically available PPs!

PPg,---sPPp- PPs are active except for PPs 1, 2, and 10, which are always active.
Active means the PP is available for system use; inactive
means it is not available for system use. The PPU entry
is not in the released CMRDECK; therefore, all available
PPs are active. PPU is a toggle entry: each entry
changes the active status of the PPs.

Parameter Description

PpP; Number of the PP; from 0 to 115 and 20g
to 315. Specifying an asterisk (*) on the
entry instead of pp; toggles the status of
PPs 204 to 314.

This entry may be useful if PP memory is failing or if a
channel is causing problems on its associated PP. For
example, the following entry deactivates PP 3 and PP 4
(assuming no other entries have been made for PP 3 and
PP 4).

PPU=3,4.

QFT=number. 6204 Sets the number of entries allowed for the queued file
table (QFT). The system uses the QFT to manage all
files in the input and output queues. number is a 1- to
4-digit number from 3 to 7777, .

1. A PP that has been turned off by CTI is physically unavailable and cannot be turned on by the PPU entry.
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Entry
Format

Released
Default
Value

CMRDECK

Significance

VE=size.
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*

For NOS and NOS/VE dual state only. Sets the size of
central memory reserved for NOS/VE, in octal words
divided by 1000g. You must specify this value if NOS
UEM is defined by either the XM or EQ EQPDECK
entry. Otherwise, you can set VE to zero and specify the
amount of memory reserved for NOS with the MINCM
entry. For a list of memory sizes, refer to table 3-1.

NOS/VE requires at least 6.5 megabytes of central

memory. On a machine with more than 128MB of |
central memory, NOS can use only the first 128MB for |
CM and UEM. Memory in excess of 128MB can be used |
only by NOS/VE.

The VEMEM utility can help you determine how
NOS/VE and NOS will share central memory (refer to
the DUAL installation procedure in the NOS 2
Installation Handbook for more information about
VEMEM).

If you do not want to run NOS/VE in dual-state mode,
use VE=* or omit the VE entry.

On a dual-CPU CYBER 180-class machine, NOS cannot
use the second CPU if dual-state mode is selected by the
VE entry. This is because NOS/VE does not support
dual-state operation in the second processor.

To cause NOS to use both CPUs on a dual-CPU CYBER
830 or 960-32 mainframe, omit the VE entry (or specify
VE=*) in the CMRDECK.

To cause NOS to use both CPUs on a dual-CPU CYBER
860- or 990-class mainframe, select an OS LOAD STATE
of NOS-NOS/BE DUAL CPU on the Operator
Intervention menu under CIP. When this OS LOAD
STATE is selected, the VE entry is not accepted from the
CMRDECK.

For all other CYBER 180-class machines, NOS cannot
use the second CPU.
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Released
Entry Default
Format Value Significance
VERSION=name. NOS 2.8.5 851 Specifies the system version that is displayed on

the system console display. Specify an
alphanumeric string fewer than 18 characters. If
name is not terminated with a period, one will
be appended. If name is 17 characters, the last
character must be a period.

The operating system version number should be
in character positions 5 through 7 of the name
parameter, since the value in character positions
5 through 7 is available to users through the
CCL symbolic name VER.

Table 3-1. Table of Central Memory Sizes

CM Words CM Words CM Words
Size! (Octal) (Decimal)  (Hexadecimal) CM Megabytes?
400 400000 131072 20000 1 MB
1000 1000000 262144 40000 2 MB
2000 2000000 524288 80000 4 MB
4000 4000000 1048576 100000 8 MB
10000 10000000 2097152 200000 16 MB
20000 20000000 4194304 400000 32 MB
40000 40000000 8388608 1000000 64 MB
100000 100000000 16777216 2000000 128 MB
200000 200000000 33554432 4000000 256 MB
400000 400000000 67108864 8000000 512 MB

1. Value specified for size on the VE entry.

2. MB represents megabytes. One megabyte is 1,048,576 8-bit bytes, which is equivalent
to 100,000 hexadecimal 8-bit bytes or 131,072 60-bit words.
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EQPDECK

The equipment deck (EQPDECK) resides on the deadstart file as a text record that is
processed during system initialization. It contains entries defining the following types of
information.

¢ Dayfile buffer size.

¢ Hardware configuration.

¢ File residence on mass storage devices.

¢  Permanent file family residence.

¢ Multimainframe configurations.

e Software attributes associated with hardware (such as forms code).

An EQPDECK entry is described under the type of information it defines.

The deadstart file can contain up to 1003 EQPDECKSs. Having several EQPDECKSs on the
same deadstart file is advantageous because one file can deadstart several configurations.
You can obtain a listing of all EQPDECKSs by accessing the system file SYSTEM with a
COMMON command, then using the T parameter on the CATALOG command (refer to the
NOS Version 2 Reference Set, Volume 3 for more information concerning these commands).
EQPDECKSs are named EQPDnn, where nn is from 00 to 77g.

You can modify the released settings of the EQPDECK in two ways: type a new entry when
the EQPDECK is displayed during deadstart, or create a new deadstart file. The usual
method of modifying an EQPDECK follows.

1. Deadstart, using the released deadstart file, and select the EQPINST and the
EQPDECK to be displayed (refer to section 2, Deadstart).

EQPINST lists all valid EQPDECK entries. Default values, described in this section, are
assumed if the entries do not appear in the EQPDECK being used. If either EQPDECK
or EQPINST overflows two screens, you can page the display.

2. Modify the released version of EQPDECK by entering the changes or additions from the
system console while either the EQPDECK or EQPINST is displayed. Each console
entry supersedes the value currently specified in the EQPDECK (or the default value).

NOTE

The modified EQPDECK remains in effect only until the next level 0, 1, or 2 deadstart is
performed. That is, changes to the EQPDECK are retained across a level 3 deadstart,
but not across a level 0, 1, or 2 deadstart (unless a new deadstart file is created to reflect
them).

3. To expedite subsequent deadstarts, modify the EQPDECK on the deadstart file using
SYSGEN (refer to the NOS Version 2 Installation Handbook).

Several equipment status displays are available during deadstart (refer to section 2,
Deadstart).
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When constructing or modifying an EQPDECK, the following restrictions apply:

(such as assigning it for permanent file, system, or temporary file use). If you redefine the
EQ entry (by clearing the entry and retyping a new entry or by changing the device type
in the entry), reenter all other assignments for that equipment. If you need to modify an
EQ entry, you need only enter the changes rather than reentering the entire entry. You
do not need to reenter other assignments for that equipment. This is especially useful
for changing channels or units and for reconfiguring around hardware malfunctions.

¢ The equipment assignment entry (EQ) must precede any other assignments for a device ‘

Example:

The following mass storage assignments are in the EQPDECK. |
EQ7=DI, ST=ON, UN=60, CH=1.
PF=7,F, 125,125, SYSTEM, 3,200. |
If you want to specify unit 70 rather than 60, you need only enter:
EQ7=DI,UN=70.
You do not need to modify the PF entry.
¢ EST ordinals range from 1 to 7775. This range depends on the value of ESMX (refer to
PPCOM parameters in the NOS Version 2 Installation Handbook). Ordinals 1 through 4
are reserved for pseudoequipment EST entries that are automatically defined by the
system and cannot be changed. Ordinal 5 is reserved for extended memory if it is used

as a link device in a multimainframe environment (refer to EQ — Extended Memory EST
Entry later in this section). Otherwise, EST ordinal 5 can be used for any equipment

°

* The device from which you are deadstarting must be defined.
¢ Commas must separate parameters.
¢ A period must terminate each entry.

¢ Except where explicitly specified that controllers and/or equipment can be shared
between mainframes, assume they cannot be shared. For example, NOS does not support
sharing a two-channel tape controller between mainframes; nor does it support sharing
mass storage controllers, except as specified in section 13, Multimainframe Operations.

When an error exists in an entry in an EQPDECK on the deadstart file, the EQPDECK is

displayed and the error is indicated. This occurs even if you do not select the display
EQPDECK option or if you enter GO after displaying the EQPDECK.
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EQPDECK

One of the functions of dayfile description entries is to assign the amount of central memory
to be used for buffers. The more central memory assigned to dayfile buffers in CMR, the less
central memory available for job field lengths.

If, for example, you need a large portion of central memory to run a job, it might be
advisable to decrease the size of the dayfile buffers area in CMR to accommodate that job.
However, when dayfile buffers are smaller, the information stored in them is written to mass
storage more often, which requires more system overhead.

The following entries are specified in the SET program with the released default values listed.

Released
Default
Entry Format Value Significance
ACCOUNT=est,length. 4004 Sets the residence of the account dayfile and

60459300 Y

the length of the account dayfile buffer.

The account dayfile is an accounting record
containing information such as type and
quantity of resources used, and job and
execution times. This account information is
written to the central memory account dayfile
buffer during job processing; the central
memory buffer is written to mass storage
when it is full. The account dayfile buffer
resides in CMR in the dayfile buffer area.

Parameter Description

est The 1- to 3-digit octal
equipment status table (EST)
ordinal of the equipment on
which the account dayfile is to
reside. A null value means the
system uses the first system
device it can find. If the
existing account dayfile is
recovered, the account dayfile
buffer resides on that
equipment and the est
parameter is ignored.

length The 3- or 4-digit octal length of
the account dayfile buffer in
CMR; must be a multiple of

100g and less than or equal to
10004
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EQPDECK
Released
Default
Entry Format Value

DAYFILE=est,length. 4004

ERRLOG=est,length. 1004
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Significance .

Sets the residence of the system dayfile and
the length of the system dayfile buffer.

The dayfile buffer contains the dayfile
information, which is maintained in the same
way as the account dayfile buffer. It resides in
CMR in the dayfile buffer area.

Parameter Description

est The 1- to 3-digit octal EST
ordinal of equipment on which
the dayfile is to reside. A null
value means the system uses
the first system device it can
find. The residence of this
dayfile is normally determined
by the recovery of the existing
dayfile. Use this parameter if
no system dayfiles are
recovered.

length The 3- or 4-digit octal length of
the system dayfile buffer in
CMR; must be a multiple of
100g and less than or equal to

1000, .

Sets the residence of the error log and the
length of the error log buffer.

The error log is a record of hardware error and
status messages. This information is
maintained in the same way as the account
dayfile buffer.

Parameter Description

est The 1- to 3-digit octal EST
ordinal of equipment on which
the error log is to reside. A null
value means the system uses
the first system device it can
find. If the existing error log is
recovered, the error log buffer
resides on that equipment and
the est parameter is ignored.
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Released
Default
Entry Format Value Significance
ERRLOG=est,length.
(Continued) Parameter Description
length The 3- or 4-digit octal length of
the error log buffer in CMR;
must be a multiple of 100g and
less than or equal to 10004.
- MAINLOG=est,length. 400¢ Sets the residence of the binary maintenance

log and the length of the binary maintenance
log buffer. The binary maintenance log is a
record of hardware diagnostic information.

Parameter

Description

est

length

The 1- to 3-digit octal EST
ordinal of equipment on which
the binary maintenance log is
to reside. A null value means
the system uses the first
system device it can find. If the
existing binary maintenance log
is recovered, the binary
maintenance log buffer resides
on that equipment and the est
parameter is ignored.

The 3- or 4-digit octal length of
the binary maintenance log
buffer in CMR; must be a
multiple of 100g and less than
or equal to 1000g.
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General Description of Equipment Assignment Entries
The general format of the EQ entry is:

EQest=type,keywordl=value1,...,keyword n=valuen.
Keyword=value entries are order independent.

Depending on the type of equipment being defined, certain keywords are required, while
others are optional, as shown in table 3-2.

You can redefine an EST entry by entering an EQ entry for the EST ordinal with a different
equipment type. This action clears the original entry before creating the new entry. You can
also modify an EST entry by entering an EQ entry with the same equipment type and only
the keyword(s) you want changed.

Clear EST Assignment Entry
Use the following entry to clear an assignment that currently exists for an EST ordinal.

Clearing the assignment does not clear flaw entries for that equipment. The EQest=0 entry
is not required when you are assigning the EST entry to a different type of equipment.

EQest=0.
or
EQest=.

Parameter Description

est EST ordinal of the equipment; est can be from 5 to 777,
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Table 3-2. Required and Optional Keywords

Equipment Required Optional
Type Keywords Keywords
AT CH,UN,LS,PA,DR ST

cC EQ,CH ST,IB

CM EQ,CH CW.,IB

CP EQ,CH ST,ID,FC,IB
CR EQ,CH ST,ID,IB

CT CH,UN ST

DB UN,CH ST,AP,IB

DC UN,CH ST,AP,IB

DD UN ST,AP,IB

DE SZ ST,MA,ET,IB
DF UN,CH ST,AP,IB,AP,MC,IB
DG UN ST,AP,IB

DH UN,CH ST,AP,IB

DI UN,CH ST,AP,IB

DJ UN,CH ST,AP,IB

DK UN,CH ST,AP,IB

DL UN,CH ST,AP,IB
DM UN,CH ST,AP,IB

DN EQ,UN,CH ST,AP,IB

DP SZ,CH ST,MA,ET,AP,MC,IB
DQ UN,CH ST,AP,IB

DR UN,CH ST,AP,IB
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Table 3-2. Required and Optional Keywords

Equipment Required Optional

Type Keywords Keywords

DV UN,CH ST,AP,IB

DwW UN,CH ST,AP,IB

EA-EH EQ,UN,CH ST,AP,IB

EI-EN EQ,UN,CH ST, AP,PN,IB
EO-EP EQ,UN,CH ST,AP,IB

ES EQ,UN,CH ST,AP,PN,IB

EU EQ,UN,CH ST,AP,PN,IB

EV EQ,UN,CH ST,AP,PN,IB

EW EQ,UN,CH ST,AP,PN,IB

LR EQ,CH ST,ID,FC,TN,PS,IB
LS EQ,CH ST,ID,FC,TN,PS,IB
LT EQ,CH ST,ID,FC,TN,PS,IB
LX EQ,CH ST,ID,FC,IB

LY EQ,CH ST,ID,FC,IB

MP CH ST,IB

MT EQ,UN,CH,TF ST,IB

NC CH ST,IB

ND EQ,CH,PIND,NT ST,IB

NP EQ,CH,PI,ND,SA ST,IB

NT EQ,UN,CH,TF ST,IB

oD EQ,UN,CH ST,IB

RM CH,PT ST,IB

RP CH ST,IB

SS EQ,UN,CH ST,IB

TT EQ,CH ST,PT,IB

** WO W1
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Equipment Assignments: Nonmass Storage

The following EST entries are described in this subsection.

Nonstandard equipment
Pseudoequipments

Unit record equipment
Magnetic tape equipment
Mass Storage Extended Subsystem equipment
Stimulator equiément
Network processing unit
CDCNET device interface
Network access device
Two-port multiplexer
MAP III or IV equipment
6683 Satellite Coupler

CYBERPLUS ring port equipment

Nonstandard Equipment EST Entry

EQPDECK

The nonstandard equipment EST entry allows you to define nonstandard equipment or to

add

site debugging modifications.

Use the following format to enter the actual octal value that is to reside at that EST ordinal.

EQest=**,Wy=valuey, W =value,

Parameter Description

est

value;

EST ordinal of the equipment; est can be from 5 to 777;.
The 1- to 20-digit octal value; this value is entered in the EST word i for

the specified ordinal. The word is right-justified and zero-filled if value; has

fewer than 20 digits.

60459300 Y
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Pseudoequipments

The system automatically defines EST ordinals 0 through 4 as pseudoequipment EST
entries; they cannot be used for other equipment definitions. You cannot declare, change, or
remove pseudoequipments.

EST Ordinal

Description

Ordinal 0 (RD)

Ordinal 1 (DS)
Ordinal 2 (NE)

Ordinal 3 (TE)

Ordinal 4 (TT)

This ordinal reserves an EST entry and MST entry to be used for
device reconfiguration.

This ordinal represents the system display console.

The system uses 2 internally to signify that a file is assigned, but that
no space exists on the device. If a read is tried, end-of-information
(EOI) status occurs. If a write is attempted, the data is discarded.

For example, you can use ordinal 2 with the permanent file utility
(PFDUMP) to validate the integrity of a permanent file device, without
taking the time to actually create a dump file on tape. In this case,
enter:

X.DIS.
ASSIGN,NE, TAPE.
PFDUMP.

This causes all dump data to be discarded, even though the permanent
file device is read and informative messages about the permanent file
device are issued to the system console. These messages are described
in the NOS Version 2 Operations Handbook.

If an association is established between file name and volume serial
number with an ASSIGN, LABEL, REQUEST, or VSN command, the
system automatically enters EQ3 in the file’'s FNT/FST entry. When a
tape having the desired volume serial number is assigned to the file,
the system replaces EQ3 in the file’s FNT/FST entry with the EST
ordinal of the tape unit on which the tape is mounted. If a file that has
had the file name and volume serial number association established by
a VSN command is returned prior to attempting to assign the tape
equipment to the file, the FNT/FST entry is canceled.

The system assigns to this equipment a file used for either input from
or output to an interactive terminal. This allows the system to
determine whether a file requires the special handling needed to
accomplish terminal input/output. Byte 4, set by the NAMIAF
IPRDECK entry, contains the number of network terminals.
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Unit Record Equipment EST Entry

A unit record equipment EST entry defines channel connected card readers, card punches,

and line printers.

Unit record equipment connected to RHF or PSU through communications ports are defined
in the network configuration files rather than with individual EST entries.

EQest=type, ST=status, TN=tn, EQ=eq, CH=ch, ID=id, FC=fc, PS=ps, IB=ib.

or

EQest=type-P, ST=status, TN=tn, EQ=eq, CH=ch, ID=id, FC=£fc, PS=ps, IB=ib.

Parameter Description

est EST ordinal of the unit record equipment; from 5 to 777,.
type Unit record equipment type; NOS supports the following unit record
equipments:
type  Equipment
CR Card reader 405-3447/3649
cp Card punch 415-3446/3644
Ccp Card punch 415-30
LR Line printer 580-12
LS Line printer 580-16
LT Line printer 580-20
LX Line printer 5870
LY Line printer 5970
P Specifies that a 580 printer is equipped with a programmable format
controller.
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Parameter Description

TN=tn Print train for local batch line printer; from 1 to 7. NOS supports the
following print trains.
tn__ Print Train Description
0 595-1/596-1 CDC graphic 63/64-character set.
1 595-1/596-1 CDC graphic 63/64-character set.
4  595-6/596-6 ASCII graphic 95-character set or ASCII graphic
63/64-character set.
5  595-5/596-5 ASCII graphic 63/64-character set.
6  595-6/596-6 ASCII graphic 95-character set.
7  595-6/596-6 ASCII graphic 95-character set or ASCII graphic

63/64-character set.

If you set a nonsupported print train value, tn defaults to a supported
value. If you omit tn or specify 2 or 3, the actual value of tn is 1.

If an invalid external characteristic (EC)? is specified, the queued file
processor cannot output the file. The following shows which files will print
and which files will not print for a given print train selection.

Print Train Will Print File Will Not Print File
Selected With Specified EC With Specified EC
0 None, B4, B6 A4, A6, A9
1 None, B4, B6 A4, A6, A9
4 None, A4, A6, A9 B4, B6
5 None, A4, A6 B4, B6, A9
6 A9 None, B4, B6, A4, A6
7 None, B4, B6, A4, A6,
A9
ST=status Specifies whether unit record equipment is available for system use; enter

one of these values:

status Description

ON Unit record equipment is available.
OFF Unit record equipment is ignored during system operation.

2. Refer to the NOS Version 2 Reference Set, Volume 3 for a discussion of the ROUTE command EC parameter.
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Description

EQ=eq

CH=ch

ID=id

FC=fc

60459300 Y

Controller number for equipment; from 0 to 7. To determine the number
for most unit record equipment, look at the dial switch on the controller.
To determine the equipment number for an LX printer, use the following
equation:

eq * 2 + 1 = addr

where addr is the 5870 host address obtained from the 5870 installer.

Number of channel to which unit record equipment is connected; from 0 to
13g and from 204 to 33g.

NOTE

If you want to use a card reader to perform a coldstart on a 66x tape
controller, the card reader must be available on channel 124, 13;,
328, or 338

To ensure that all printers are restored to their original states (such as 8
lines per inch and aute page eject) after a master clear has been issued, all
unit record equipment should be available on dedicated channels. If it is
not, printers revert to 6 lines per inch, and no auto page eject status after a
master clear is issued. '

The 1- or 2-digit octal numeric identifier assigned to the device; from 0 to
67g. This id is assigned to any output created by a job. For card readers,
all jobs loaded from this card reader are assigned the identifier id.

The 2-character optional forms code assigned to a line printer or card
punch. If the forms code is not present, the forms code field is cleared. The
forms code must either be null (not specified) or in the range from AA to 99.

NOTE

The forms code cannot be assigned to a card reader.
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Parameter Description

PS=ps Paper size, L or S, for local batch line printer. Default is L.

pPs Description
L Long (11 inch) paper will be mounted.
S Short (8 1/2 inch) paper will be mounted.

IB=ib The 1- to 4-digit octal value; this value is entered in the installation byte
for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.

Examples: -

EQ11=CR, ST=ON, EQ=4,CH=12.

EQ11=CP, EQ=5,CH=12, ST=0ON.

EQ20=LR, ST=0ON, CH=12, EQ=6, ID=15, FC=AA.
EQ21=CR, ID=15, ST=0ON, EQ=7,CH=12.
EQ22=LT-P, TN=6, ST=0ON, EQ=2, CH=12.
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Magnetic Tape Equipment EST Entry

The released tape subsystem supports a maximum of 16 magnetic tape units. You can
change this value with the MUNIT parameter of COMSMTX; refer to the NOS 2 Installation
Handbook. As a minimum, NOS requires one 639, 667, 669, 677, 679, or 698 magnetic tape
unit. The format of the entry is:

EQest=AT, ST=status, CH=ch, /ch,, UN=un, LS=1sm, PA=panel, DR=dr.

or

EQest=CT-n, ST=status, CH=ch,/ch,,UN=un.

or

EQest=MT-n, ST=status, EQ=eq, UN=un, CH:chJ_/chz ,TF=tf, IB=ib.

or

EQest=NT-n, ST=status, EQ=eq, UN=un, CH=ch1/ch2 ,TF=tf, IB=ib.

Parameter Description

est EST ordinal of the tape unit; from 5 to 7775. Refer to the AT, CT-n, MT-n,
or NT-n parameter.

AT Equipment type:

CT-

MT.I:1 e AT specifies Automated Cartridge Subsystem (ACS) tape units (5682

or tape units attached to a 5477 Automated Cartridge Subsystem).

NT-n

60459300 Y

¢ CT specifies Cartridge Tape Subsystem (CTS) tape units (standalone
5682 tape units).

¢ MT specifies 7-track reel tape units.
¢ NT specifies 9-track reel tape units.

n is the total number of tape units connected to the controller. For CTS
tape units, n can be from 1 to 20g. For 677, 679, and 698 units connected to
a 7021-31/32 controller, n can be from 1 to 20g. For 667 and 669 units
connected to a 7021-21/22 controller, n can be from 1 to 10g.

The system automatically generates n EST entries with consecutive EST
ordinals beginning with the ordinal specified in the est parameter. The n
units begin with the unit number specified in the UN=un parameter.

For either ACS tape units or 639 units, n should not be specified. If you
specify n for 639 units, specify a value of O (zero).

For more information on configuring CTS and ACS tape units, refer to
section 22,
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Parameter Description

NOTE

To clear a CT-n, MT-n, or NT-n assignment, enter an EQest=0 entry for
each unit. For example, to clear EQ50=MT-4,ST=0N,..., enter:

EQ50=0.
EQ51=0.
EQ52=0.
EQ53=0.

ST=status Indicates whether the tape unit is available for access; enter one of these
values:

status  Description
ON Magnetic tape unit is available for access.

OFF Magnetic tape unit is ignored during system operation.

DOWN  All access to the magnetic tape unit is inhibited for the
operating system and user jobs. Specify DOWN if the equipment
is malfunctioning and access is not desirable, or if the unit is to
be used by NOS/VE in a dual-state environment (ACS, CTS, and
9-track units only).3

CH=ch, Number of the channel(s) to which the tape unit is connected, from 0 to 13g
and from 20g to 33;.

A controller can be connected to one or two channels, depending on the
controller model. However, a maximum of two channels can be handled
regardless of the number of controllers.

UN=un Number of the lowest numbered magnetic tape unit to be processed; units
must have consecutive physical unit numbers; from O to 7 for 667 and 669
units, or from 0 to 17 for 677, 679, 698, and 5682 units. The unit number
is on the front of the tape unit, either as a switch or a label.

LS=lsm Index of the library storage module (LSM) containing the tape unit; from 0
to 17g. This parameter is specified only for ACS tape units.

PA=panel Index of the LSM panel containing the tape unit; from 0 to 13g. This
parameter is specified only for ACS tape units.

3. If a magnetic tape unit is accessible from more than one mainframe, concurrent use must be disabled. For reel tapes, use one of
these methods: set access switches on the tape controller so that only one mainframe can access the unit at any time or make sure
that the EST entry for each shared unit is defined as ON in only one of the mainframes. For cartridge tapes, make sure that the EST
entry for each shared unit is defined as ON in only one of the mainframes.
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Parameter Description

DR=dr Index of the tape unit (tape drive) in the LSM panel; from 0 to 3. The
. index indicates the position of a cartridge tape unit in a cartridge tape
cabinet. If the panel contains only two tape units, their indexes must be 0
and 2. This parameter is specified only for ACS tape units.

EQ=eq Controller number for the tape unit; from 0 to 7. This number is usually 0
unless the controller is switched to a different number. Ask your customer
engineer for the correct number if you are unsure. This parameter is
omitted from the EST entry for ACS and CTS tape units.

TF=tf Hardware features available. This parameter specifies the following
hardware characteristics of the tape unit(s) being defined; select one option.
This parameter is omitted for both ACS and CTS tape units.

The following options apply to 677/679/698 units:

tf Description

ATS The unit(s) being defined cannot process 6250-cpi
group-encoded (GE) tapes. If the system detects a unit with
this capability, it automatically changes this value to
ATSGE or CMTGE, indicating the availability of the GE

feature.
ATSGE The unit(s) being defined can process 6250-cpi GE tapes.
or Specify this value (ATSGE for 679; CMTGE for 698) only if
CMTGE a unit being defined has the capability of processing GE

tapes but is down. In such a case, the system would not be
able to connect to the unit to determine the availability

. of the GE feature.

The following options apply to 667/669 units:

tf Description

MTS  The FCOs needed to implement the block identification feature
have been installed in the 7021 controller for the unit(s) being
defined. If the controller is a two-channel model, the block
identification feature must have been implemented on both
channels.

The following options apply to 639 units:

tf Description
IST Specify TF=IST.

IB=ib The 1- to 4-digit octal value; this value is entered in the installation byte
for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.
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Mass Storage Extended Subsystem EST Entry

The Mass Storage Extended Subsystem (MSE) hardware consists of a 7991 storage module
and a 7990 controller.

A mainframe that runs SSSLV in slave mode must have an MSE EST entry, even though no
MSE hardware is actually configured for this mainframe. A mainframe that runs SSEXEC

in master mode must have an LBC EQPDECK entry with a controlware type of N8 or M8
specified.

The MSE EST entry format is:

EQest=SS, ST=status, EQ=eq, UN=un, CH=ch, IB=ib.

Parameter Description

est EST ordinal of the 7990 controller; from 10g to 777.

SS Indicates a 7990 controller.

ST=status Specifies whether the 7990 controller is available for use; enter one of these
values:

status Description
ON 7990 controller is available.
OFF 7990 is ignored during system operation.

EQ=eq Logical controller number.

This number sets the controller location in the unit device table within
SSEXEC’s memory. Enter one of these values:

eq Description
0 First 7990 controller.
2 Second 7990 controller.
4 Third 7990 controller.
6 Fourth 7990 controller.
UN=un 7991 storage module unit number; must be 0 (zero).
CH=ch Number of the channel to which the 7990 controller is connected; from 0 to
13g and from 20g to 33g. You can specify up to two channels.
IB=ib The 1- to 4-digit octal value; this value is entered in the installation byte

for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.
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Stimulator Equipment EST Entry

‘ NOS IAF supports a stimulator called STIMULA. However, there are other stimulators such
as PACER that can use this EST entry. (PACER is a product that can be ordered from the
‘ Special Products Library.)

The format of the EST entry used by the interactive subsystem during stimulation is:

EQest=TT, ST=status, EQ=eq, CH=ch, PT=1ines, IB=ib.

Parameter Description

est EST ordinal of the interactive stimulator; from 5 to 777.
TT Indicates an interactive stimulator.
ST=status Specifies whether the interactive stimulator is available for use; enter one

of these values:

status Description
ON Stimulator is available.
OFF Stimulator is ignored during system operation.

EQ=eq Number of the controller; from 0 to 7. Refer to the description of the
channel parameter.
CH=ch Number of the channel; from 0 to 13g and from 20g to 33g. The
channel/controller combination must not have any equipment attached to it.
‘ PT=lines Number of lines to stimulate; from 1 to 10004. If this parameter is omitted,
. 100g is used.
IB=ib The 1- to 4-digit octal value; this value is entered in the installation byte

‘ for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.
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Network Processing Unit EST Entry

A total of 16 NPU, MDI, and MTI ESTs can be available (ST=ON) at the same time.
The format of the EST entry is:

EQest=NP, ST=status, EQ=eq, PI=pip, CH=ch, ND=node, SA=sa, IB=ib.

Parameter Description

est EST ordinal of the NPU; from 5 to 777,.

NP Indicates a 255x NPU.

ST=status Specifies whether the NPU is available for use; enter one of these values:

status Description

ON NPU is available.
OFF NPU is ignored during system operation.
EQ=eq Number of the controller for the NPU; from 0 to 7.
PI=pip Peripheral interface program index, which determines which copy of the PP

driver drives this NPU; from 1 to 4. Up to four EST entries can have the
same PIP index (that is, one PP can drive a total of four front ends
consisting of NPUs, MDIs, or MTIs).

CH=ch Number of the channel to which the NPU is connected; from 0 to 135 and
from 20g to 33;.

ND=node Node number of the coupler associated with the NPU being defined; from 1
to 3774. This value is the same as the NODE parameter on the COUPLER
statement in the network configuration file definition. For the procedure to
assign this value, refer to the Network Definition Language Reference
Manual.

NOTE

The node parameter is specified as an octal value on the NPU entry. The
NODE parameter is specified on NDL statements as a decimal value.
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Parameter Description

SA=sa System autostart module (SAM) flag (refer to CCP in the NAM Host
Application Programming Reference Manual). This parameter is required.

sa Description
ON SAM is present on the NPU.

OFF SAM is absent. The host attempts to load the system autostart
module program (SAM-P) to the NPU if the NPU is down.

If an NPU is channel-connected to a single host in a single-host network,

the NPU does not need a SAM. However, if an NPU is channel-connected

to two hosts, the NPU should have a SAM; otherwise, both hosts might

attempt to reload SAM-P if the NPU is down. This requires operator

intervention to resolve the problem. The NPU EST entries for both hosts |
should specify SA=ON.

IB=ib The 1- to 4-digit octal value; this value is entered in the installation byte
for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.

Example:

Assume that three NPUs exist on channels 4, 5, and 6, all with controller 7. The NPUs are
connected to coupler nodes 2, 8, and 11, respectively. The NPU on channel 5 has a system
autostart module; the others do not. The first two NPUs are to be driven by the same PP.
The EST entries for these NPUs follow.

EQ70=NP, ST=ON, CH=4, EQ=7, PI=1,ND=2, SA=0FF.
EQ71=NP, ST=0ON, CH=5, EQ=7, PI=1,ND=10, SA=0ON.
EQ72=NP, ST=ON, CH=6, EQ=7, PI=2,ND=13, SA=0FF.

The NDLP input for the network configuration would include the following statements (refer
to the Network Definition Language Reference Manual for a complete description of these
statements).

CPL1: COUPLERNODE=2, HNAME=HOST1.
CPL2: COUPLERNODE=8, HNAME=HOST1.

CPL3: COUPLERNODE=11,HNAME=HOSTI1.

The node parameter of the EST entry and NODE on the COUPLER statement have the
same numeric values, in this case 2, 8 (10g), and 11 (13g).
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CDCNET Device Interface EST Entry

Each mainframe device interface (MDI) or mainframe terminal interface (MTI) in a ‘
CDCNET network that is connected to a CYBER mainframe must have an EST entry. A

total of 16 MDI, MTI, and NPU ESTs can be available (ST=ON) at the same time. The

format of the EST entry is:

EQest=ND, ST=status, EQ=eq, PI=pip, CH=ch, ND=node, NT=node, IB=ib.

Description

Parameter
est
|
|
|

ND
ST=status

CH=ch
ND=node*

NT=node?

|

|

|
EQ=eq
PI=pip
IB=ib

EST ordinal of the MDI or MTI; from 5 to 777.
Indicates an MDI or MTI.

Specifies whether the MDI or MTI is available for use; enter one of these
values:

status Description
ON MDI or MTI is available.
OFF MDI or MTI is ignored during system operation.

Number of the controller for the MDI or MTI; from O to 7.

Peripheral interface program (PIP) index, which determines which copy of
the PP driver drives this MDI or MTI; from 1 to 4. Up to four EST entries
can have the same PIP index (that is, one PP can drive a total of four front
ends consisting of MDIs, MTIs, or NPUs).

Number of the channel to which the MDI or MTI is connected; from 0 to
134 and from 20g to 33g. .

Node number of the coupler associated with the MDI or MTI being defined;
from 1 to 377,.

Node number of the MDI or MTI; from 1 to 3774. This node number
identifies the Control Data Network Architecture (CDNA) transport
function.

The 1- to 4-digit octal value; this value is entered in the installation byte
for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.

4. The procedure for assigning node numbers and creating network configuration file definitions is described in the Network ‘
Definition Language Reference Manual.
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The node numbers assigned to an MDI or MTI must be consistent with those assigned to a
255x NPU network configuration defined through NDL. To minimize the impact on existing
255x NPU networks, assign node numbers as follows:

1. Assign the lowest node numbers to NPU coupler nodes.

2. Reserve node numbers subsequent to those assigned in step 1 for NPU nodes.

3. Assign the remaining node numbers to MDI or MTI coupler nodes.

4. Reserve one node number to identify the CDNA transport function.

Network Access Device EST Entry

The format for the network access device (NAD) EST entry is:

EQest=NC, ST=status, CH=ch, IB=ib.

Parameter Description

est EST ordinal of the NAD; from 5 to 777g.

NC Indicates a NAD,

ST=status Specifies whether the NAD is available for use; enter one of these values:
status _Description
ON NAD is available.
OFF NAD is ignored during system operation.

CH=ch Number of the channel to which the NAD is connected; from 0 to 13g and
from 204 to 33.

I1B=ib The 1- to 4-digit octal value; this value is entered in the installation byte
for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.
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Two-Port Multiplexer EST Entry

The two-port multiplexer (TPM) must be described in the EST to allow use of the Remote
Diagnostic Facility (RDF) on models 865 and 875 and CYBER 180-class machines.

The format of the TPM EST entry is:

EQest=RM, ST=status, PT=pt, CH=ch, IB=ib.

Parameter Description

est The 1- to 3-digit octal EST ordinal of the TPM; 5 to 777,.

RM TPM equipment type.

ST=status Specifies whether the TPM is available for use; enter one of these values:
status Description
ON TPM is available.
OFF TPM is ignored during system operation.

PT=pt Port number to be used by RDF; 0 or 1. RDF normally uses port 1. RDF
and the system console cannot use the same port number.

CH=ch Channel number on models 865 and 875 and CYBER 180-class machines;
channel 15 is required.

IB=ib The 1- to 4-digit octal value; this value is entered in the installation byte

for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.
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MAP III or IV Equipment EST Entry

. The MAP III or IV equipment EST entry allows use of the matrix algorithm processor (MAP).
The format of the MAP III or IV EST entry is:

EQest=MP, ST=status, CH=ch, IB=ib.

Parameter

Description

est
MP
ST=status

CH=ch

IB=ib

EST ordinal of MAP; from 5 to 7775.
Indicates MAP equipment.
Specifies whether the MAP is available for use; enter one of these values:

status Description
ON MAP is available.
OFF MAP is ignored during system operation.

Number of the channel to which the MAP is connected; from 0 to 13g and
from 20g to 33g.

The 1- to 4-digit octal value; this value is entered in the installation byte
for the specified EST ordinal. Refer to EST Formats in the NOS Version 2

Systems Programmer’s Instant.

6683 Satellite Coupler EST Entry

. The 6683 satellite coupler EST entry allows use of the NOS-SCOPE 2 Station Facility. The
format for the entry is:

EQest=CC, ST=status, EQ=eq, CH=ch, IB=ib.

Parameter

Description

est
CC

ST=status

EQ=eq
CH=ch

IB=ib
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EST ordinal of 6683 coupler; from 5 to 777.

 Indicates 6683 coupler.

Specifies whether the 6683 coupler is available for use; enter one of these
values:

status Description
ON 6683 coupler is available.
OFF 6683 coupler is ignored during system operation.

Controller number for equipment; from 0 to 7.

Number of channel to which coupler is connected; from 0 to 135 and from
20g to 33.

The 1- to 4-digit octal value; this value is entered in the installation byte
for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.
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CYBERPLUS Ring Port EST Entry

The CYBERPLUS ring port equipment EST entry allows use of the CYBERPLUS
Subsystem. The format of the entry is:

EQest=RP, ST=status, CH=ch, IB=ib.

Parameter Description

est EST ordinal of the ring port; from 5 to 777.

RP Indicates ring port.

ST=status Specifies whether the ring port is available for use; enter one of these
values:
status _Description
ON Ring port is available.
OFF Ring port is ignored during system operatidn.

CH=ch Number of the channel to which ring port is connected; from 0 to 135 and
from 20g to 334. This parameter is required.

IB=ib The 1- to 4-digit octal value; this value is entered in the installation byte

for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.
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Optical Disk EST Entry

. The optical disk EST entry allows use of optical disk units from Large Storage
Configurations, Incorporated. You can have both standalone optical disk units and multiple
units housed in a jukebox. The format of the entry is:

EQest=0D, ST=status, CH=ch, EQ=eq, UN=un, IB=1ib.

Parameter Description

est EST ordinal of the optical disk unit; from 5 to 777.
OD Indicates optical disk unit.
ST=status Specifies whether the optical disk unit is available for use; enter one of

these values:

status Description
ON Optical disk unit is available.
OFF Optical disk unit is ignored during system operation.

DOWN All access to the optical disk unit is inhibited for the operating
system and user jobs. Specify DOWN if the equipment is
malfunctioning and access is not desirable.

CH=ch Number of the channel to which the optical disk unit is connected; from 0
to 13g and from 20g to 33g.
EQ=eq Optical disk formatter (equipment) number for this unit; from 0 to 7.
) UN=un Optical disk control module (unit) number; from 0 to 17g. Use unit
0 numbers 0 to 7 for standalone optical disk units. Use unit numbers 104 to
174 for optical disk units housed in a jukebox.
IB=ib The 1- to 4-digit octal value; this value is entered in the installation byte

| for the specified EST ordinal. Refer to EST formats in the NOS Version 2
Systems Programmer’s Instant.

o
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Equipment Assignments: Mass Storage

This subsection describes the following EST entries and mass storage equipment

assignments.

Equipment Entry
Disk equipment EQ
Control module EQ
Extended memory EQ
Mass storage allocation control MSAL
Down channel entry DOWN
UP channel entry UP
Permanent files device PF
System library device SYSTEM
Alternate system library device ASR
System checkpoint file device SCKP
Default family name FAMILY
Removable device REMOVE
Shared device SHARE
Independent shared device ISHARE
Load buffer controllers LBC
Extended memory allocation XM

‘ UEM equipment initialization UEMIN

i Set access level limits ACCESS

| Set disk thresholds THRESHOLD
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NOS Mass Storage Concepts

Following are descriptions that define the NOS mass storage terminology and summarize the
kinds of mass storage equipment assignments that can be specified in the EQPDECK. Table
3-3 summarizes the various functions that a particular mass storage device can serve. For
example, if a device is an alternate system device (listed under the Alternate System column
in table 3-3), then it cannot be a system device; it can contain temporary files, direct access
files, and indirect access files; it can be a master device or a nonmaster device; it cannot be
removable; it can be either an auxiliary device or a family device; and it can be a shared
device or a link device.

Alternate System Device

Whereas a system device contains all the routines in the system library, an alternate system
device contains copies of selected system library routines. The ASR entry in the EQPDECK
(refer to ASR — Alternate System Library Device Assignment Entry later in this section)
specifies which mass storage devices are to be alternate system devices; the *AD LIBDECK
entry on the deadstart file specifies which system library routines are to reside on these
alternate system devices. During system processing, the routines on the alternate system
device are used instead of the ones on the system device.

This feature allows each routine in the system library to reside on the mass storage device
that is most appropriate to the routine’s use. For example, instead of using an 844 system
device, a routine that is frequently used could use extended memory, which has a faster
transfer rate, as an alternate system device.

NOTE

Use care when specifying alternate system devices. A mistake could result in no alternate
system device defined. For example, suppose you specify the following in your EQPDECK:

ASR=7.
ASR=11.

and you specify the following in the corresponding LIBDECK:

*AD, 5, ABS/COMPASS
*AD, 11, PP/1S8J

Since the system could not match equipment numbers between the EQPDECK and the
corresponding LIBDECK, the system library routine COMPASS will not be on equipment 7
or 5. However, 1SJ will be on equipment 11 as specified.
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Table 3-3. Mass Storage Functions for Various Device Types

Other
Possible
Functions Type! Type? Typed Type? Type® Typeé Type’ Type? Type?
Alternate system No - Yes Yes Yes Yes Yes Yes Yes
device
System device - No Yes Yes Yes Yes Yes Yes Yes
Contain Yes Yes - Yes Yes Yes Yes Yes Yes
temporary files
Contain direct Yes Yes Yes - Yes Yes Yes Yes Yes
access files
Contain indirect Yes Yes Yes Yes - Yes Yes Yes Yes
access files
Master device Yes Yes Yes Yes Yes Yes Yes Yes Yes
Nonmaster Yes Yes Yes Yes No No Yes Yes Yes
device
Removable No No No Yes Yes Yes No Yes No
device
Nonremovable Yes Yes Yes Yes Yes Yes Yes Yes Yes
device
Auxiliary device  Yes Yes Yes Yes Yes - No Yes Yes
Family device Yes Yes Yes Yes Yes No - Yes Yes
Shared device Yes Yes Yes Yes Yes Yes Yes - -
Link device Yes Yes Yes Yes Yes Yes Yes - -
1. System.
2. Alternate system.
3. Containing temporary files.
4. Containing direct access files.
5. Containing indirect access files.
6. Auxiliary.
7. Default family.
8. Shared.
9. Link.
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Alternate Permanent File Family

More than one permanent file family can exist in a system: one default permanent file family
and one or more alternate permanent file families. One permanent file family is defined as
the default family by the EQPDECK FAMILY entry (refer to FAMILY — Default Family
Name Assignment Entry later in this section). If another system’s permanent file family is
introduced, it is an alternate permanent file family; it can be added without interrupting the
default permanent file family’s operation.

This is a useful feature if a site has more than one system or has groups of installations. If
one system fails, its permanent files can be accessed from another system.

As an example, a site with two systems might run with the mass storage configuration
shown in table 3-4.

Table 3-4. Mass Storage Configuration for Two Systems at One Site

Access
System Ordinal Device Spindles Used Contents
X 7 844 2 A Direct access files
Y 7 844 2 B Direct access files

If system Y became inoperative, the B access could be connected to system X. This could be
done without interrupting operations of system X.

The EQPDECK entries in system X would be:

Entries Comments
EQ7=DI,ST=0N,UN=0/1,CH=0/3. Defines access A.
EQ10=D1,ST=0FF,UN=0/1,CH=1/4. Defines access B.

REMOVE=10. Allows introduction of access B into system X

during operation.

The EQPDECK entries in system Y would be:

Entries Comments
EQ7=DI,ST=0ON,UN=0/1,CH=1/4. Defines access B.
EQ10=DI,ST=0FF,UN=0/1,CH=0/3. Defines access A.

REMOVE=10. Allows introduction of access A into system Y

during operation.
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To allow for introduction of an alternate permanent file family:

1. Define the equipment to be introduced or removed in the EQPDECKSs for both systems
(refer to the previous example).

2. Specify all of the equipment that may be introduced or removed during system
processing as removable,

3. When you want to introduce the equipment into a system, use the ON operator
command to indicate that the equipment that was set to the OFF position in the system
in operation is now available. This introduces the alternate permanent file family.

4. Enable the validation files for the family by entering X.ISF(FM=familyname). Refer to
section 20, System File Initialization.

Auxiliary Device

An auxiliary device is a mass storage device that is not part of a family. It is a supplementary
permanent file storage device, which may be privately owned (PRIVATE) or may be shared
by many users (PUBLIC). An auxiliary device resides on either a removable or nonremovable
device. On the permanent file entry (PF) for an auxiliary device (for both a removable device
and a fixed device without packs), a pack name is specified instead of a family name.

Refer to the NOS Version 2 Reference Set, Volume 3, for additional information about
private and public auxiliary devices.

As an example, four 844 spindles to be used as a public auxiliary device could be defined as
follows:

EQ6=DI, ST=ON,UN=1-4,CH=2.
PF=6, X, name.

Private auxiliary devices can be created only after the system is up and running. An
operator can make a public device a private device by entering the INITIALIZE command
with the UN and TY=X parameters (refer to section 8, K-Display Utilities).
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Family Device

A family device is a mass storage device that is part of a family. It can be either a removable
device or a nonremovable device. The only difference between the two is that a
nonremovable device containing permanent files can also contain a copy of the system library
and/or temporary files. Refer to Alternate Permanent File Family earlier in this section.

On the PF entry, the family name is important if two systems’ permanent files are to run on
the same system. A user can only use one family of permanent files at one time; if the user
does not specify one, the default FAMILY entry is used.

A family device can contain direct and indirect access files. These files are defined in the
NOS Version 2 Reference Set, Volume 3. The files that are allowed are set by the device
mask and secondary mask on the PF entry.

Link Device

Either extended core storage or extended semiconductor memory or STORNET is the
medium through which several computer systems are linked to form a multimainframe
operating environment (shared MMF). The link device contains the information necessary to
manage the mass storage that can be shared by more than one mainframe. For a description
of shared mass storage, refer to SHARE — Shared Device Entry and ISHARE - Independent
Shared Device Entry later in this section.

Master Device

The master device contains all of the permanent file catalog entries, indirect access files, and
file permits for a specific user. If permanent file access is required, the user’s master device
must be available on the system, unless all access is to be to an auxiliary device. The user
index and family name uniquely describe a user’s master device.

Each master device is organized into five logical sections.
1. Allocation information.

A master device, like all mass storage devices, maintains device labels and track
reservation tables (TRTSs).

The device label contains information describing the device, such as family name and
user mask, as well as locations of permit and catalog information and indirect access
files. Refer to the INITIALIZE — Initialization Entry later in this section.

The TRT is the key to allocating information on the master device and to describing the
physical layout of data on the device. Refer to APRDECK later in this section.

2. Catalog information.

Catalog entries are used to determine the locations and attributes of permanent files.
The catalogs for a master device are allocated to contain catalog entries for a specific
group of user indexes. A particular catalog track may contain entries for many users,
the number depending upon the number of catalog tracks defined for the device. The
user index provides the mechanism for differentiating between user’s files on a
particular catalog track.
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3. Permit information.

Users can explicitly or implicitly allow other users to access their permanent files. Refer
to the PERMIT command in the NOS Version 2 Reference Set, Volume 3. Information
describing the permission for all permanent files is in the permit file. Catalog entries
contain a relative sector address within this permit file for permissions that have been
granted for the file.

4. Indirect access files.

The master device contains all of the user’s indirect access files. These files can be
accessed by commands that generate working copies for manipulation by the user.

5. Direct access files.

Direct access files can reside either on the master device or on another device in the
family, depending on the device masks specified on the PF entries. Direct access files are
files that can be accessed at their location on mass storage. A working copy is not
generated, so any updates or alterations made to the files are permanent.

Multispindle Device

To accommodate files that are larger than one device, you can specify multispindle device
assignments. Up to eight spindles of 844 disk drives or up to three spindles of 885 disk
drives can be included in the equipment definition of one logical device, when the device is
first defined. All spindles must be available for access whenever the device is accessed.

Multispindle devices are treated as one logical device, having a track size equal to n times
the single-spindle track size (n is the number of spindles in the device). The tracks of an
n-spindle device are broken down into n equally-sized segments, each having a length equal
to the single-spindle track size. Each segment is contained on a different physical unit.

844 Expander

A nonexpanded controller can have up to eight disk drives connected to it. Each of the
connection paths is called a port and is identified by a port number ranging from 0 to 7. An
expander (10304 extender) is a hardware device that can be connected between controllers
and 844 disk drives to increase the number of disk drives that each controller can access.

The expander can be used only with 844-21 drives, although all equipment definitions and
equipment driving software support the 64-drive addressing scheme for both 844-21 (DI/DK)
and 844-41 (DJ/DL) type equipment.

Each expander consists of either two or four expansion elements. An expansion element
connects to a single controller port and forms a connection path from that port to from one
through eight disk drives. The connection paths between an expansion element and the eight
possible disk drives are called ranks and are identified by a rank number ranging from 0 to
7. Two expanders with four expansion elements each can be connected to a single controller
to allow that controller to access a maximum of 64 disk drives. Each expansion element,
however, is logically independent and, as such, could be connected to any port of any
controller.
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A single controller maximum configuration can be visualized as an 8- by 8-square
checkerboard with each square representing one of 64 disk drives (figure 3-1).

Controller Port

0 i 2 3 4 5 6 1

0 00 0l 02 03 04 05 06 07

1 10 11 12 13 14 15 16 17

Expander Rank 29 2l 22 23 24 25 26 27

3o 31 32 33 34 35 36 37

40 41 42 43 44 45 46 47

60 | 61 62 63 | 64 | 65 | 66 87 .4
™~ Unit Numbers
70 7 72 73 4 75 76 7’{:” {octal)

2
3
4
S 50 51 52 53 54 55 56 57
6
7

L port Digit
—Rank Digit

Figure 3-1. Expander Addressing Map

A column of squares in figure 3-1 represents all the drives that are accessed through a single
controller port. A row of squares represents all the drives that have the same expander rank.
Each disk drive that can be accessed by the controller is addressed by a 6-bit unit number.
The rightmost 3 bits of this unit number select to which of the eight controller ports the
drive is connected. The leftmost 3 bits of the unit number select to which of the eight ranks
on an expansion element the drive is connected. This unit number is specified as a 2-digit
octal number in the mass storage equipment EST entry (refer to EQ - Disk Equipment EST
Entry later in this section). The right digit (port digit) of the unit number is the port number
and the left digit (rank digit) is the rank of the unit in the particular expansion element.

If two disk drives are vertically adjacent on the expander addressing map (figure 3-1), their
unit numbers are considered to be vertically ordered; that is, both drives are connected to
the same expansion element, both have the same port number, and their rank numbers
differ by one (refer to example 1).

If two disk drives are horizontally adjacent on the expander addressing map (figure 3-1),
their unit numbers are considered to be horizontally ordered; that is, both drives have the
same rank number, and their port numbers differ by one (refer to example 2). The special
case of rank numbers of 0 for two horizontally adjacent drives is equivalent to the definition
of consecutive unit numbers for other equipment.

All drives connected to a controller, either directly or through an expansion element, are
supported as single-unit or multiunit logical devices. Unit numbers can range from 0 to 77g,
rather than from 0 to 7, as for other equipment. Thus, a maximum of sixty-four 844 disk
drives connected to a single controller can be addressed. However, a maximum of eight units
can be specified per multiunit device. In addition, all units of a multiunit device must be
connected to the same channel and, therefore, to the same controller.
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Figure 3-2 illustrates a configuration in which two expansion elements and 20 disk drives
are connected through one controller. An expansion element with eight drives is connected to
port 0, an expansion element with six drives is connected to port 1, and six drives are
connected to six ports (ports 2 through 7). Each disk drive is shown as a square with its
appropriate unit number inside. This configuration is used in the following three examples
to illustrate multiunit device assignments. The controller is assumed to be connected to
channel 1. Refer to EQ —~ Disk Equipment EST Entry later in this section for specific
information on assigning these devices.

Controller Port
0 1 2 3 4 5 ] 7

0 00 01 02 03 04 05 06 07

1 10 11

Expander Rank 20 21

30 31

40 41

60

2
3
4
5 50 51
6
7

70

Figure 3-2. 844 Expander Configuration With 20 Drives
NOTE

The following examples illustrate multiunit device assignment of devices. For a description
of the mass storage EST entry in the EQPDECK, refer to EQ — Disk Equipment EST Entry
later in this section.
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Figure 3-3 illustrates a possible configuration for a three-unit vertically adjacent multiunit
device. This device could be assigned in the EQPDECK, specifying EST ordinal 6, as:

EQ6=DI, ST=ON,UN=50/60/70,CH=1.

Expander Rank

Controller Port

0 1 2 3 4 5 i
o loo [or |o2 [o03] 04 | o5 07
1 10 11
2 20 21
3 30 31
4 40 41
5 50 51
6 60
7 70 ] Vertically Adjacent Three-Unit Device

Example 2:

Figure 3-3. Vertically Adjacent Three-Unit Device

Figure 3-4 illustrates a possible configuration for a two-unit horizontally adjacent multiunit
device. This device could be assigned in the EQPDECK, specifying EST ordinal 7, as:

EQ7=DI, ST=ON, CH=1,UN=40-41.

Expander Rank

Controller Port

0 1 2 3 4 5 8 7
0 00 01 02 03 04 05 06 07
1 10 11
2 20 21
3 30 31
4 40 41 }-«+——— Horizoatally Adjacent Tv:ro—Unit Device
5 50 51
6 60
7 70

60459300 Y

Figure 3-4. Horizontally Adjacent Two-Unit Device
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Example 3:

Figure 3-5 illustrates a possible configuration of 20 disk drives into seven devices. These
devices could be assigned in the EQPDECK as follows:

EQ6=DI, ST=ON,UN=60,CH=1.
EQ7=DI, ST=ON,UN=70,CH=1.
EQ10=DI, ST=ON,UN=50-51,CH=1.

EQ11=DI, ST=ON,UN=10/20/30/40,CH=1.
EQ12=DI,ST=ON,UN, 11/21/31/41,CH=1.

EQ13=DI, ST=ON, UN=0-3,CH=1.
EQ14=DI, ST=ON, UN=4-7,CH=1.

Devices on ordinals 6 and 7 are defined as single units. These units may be initialized online

into a two-unit device if they are also defined as removable.

Controller Port

0 1 2 3 4 5 6 7
EQ13 EQl4
0 00 01 02 03 04 05 0(:" 07
1 10 1
Expander Rank 2 20 21
EQ11 EQ12
3 30 31
4 40 41
5 Q10 {] 50 51
6 EQ Il 60
7 BQ7 { 70

Figure 3-5. Hardware Configured into Seven Devices
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Nonremovable Device

A nonremovable device cannot be physically removed during system operation. It can
contain a copy of the system library, which means it is a system device; it can also be
available for temporary files. It may or may not contain permanent files.

Removable Device

A removable device can be logically or physically added or removed during system operation
without causing system malfunction.

A device is specified as removable with the REMOVE entry in the EQPDECK. During
deadstart, a removable device is recovered just as is any other mass storage device, if the
status is on. If the device is not available, then the status is displayed for the operator (E,M
display).

Removable devices can contain permanent files but cannet contain the system library or
temporary files, because a device containing active files (such as temporary or library files)
cannot be removed from the system. A removable device can be either an auxiliary device or
an alternate permanent file family device.

Shared Device
A shared device contains permanent files that can be accessed by more than one mainframe.
To have these permanent files accessible to the mainframe, the device must be defined as

shared in the mainframe. Refer to SHARE — Shared Device Entry and ISHARE —
Independent Shared Device Entry later in this section.

A shared device can be removable. However, when unloading a shared device, it must be in
global unload status before you remove it. Refer to the DSD commands UNLOAD and
MOUNT in section 5 for more information concerning removable shared devices.

System Device

The system device is a nonremovable device on which the system library resides. It can also
contain permanent and temporary files.

Temporary File Device

The temporary file device is a nonremovable device on which the following temporary system
files reside:

¢ Library files
e Local files

e Queued files
* Rollout files
¢ System files

¢ Timed/event rollout files
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Buffered Disks

Buffered disks are those disks for which the system provides an extended memory data
buffer. The following buffered disks are supported on the mainframes indicated:

e The 819 Disk Storage Subsystem is available only on model 176. The buffer is kept in
LCME.

¢ The 885-42 Disk Storage Subsystem is available on all models except CYBER 180-class
machines and model 176. The buffer is kept in ESM.

¢ The 895 Disk Storage Subsystem is available on all CYBER 180-class machines except
models 810, 815, 825, and 830. The buffer is kept in UEM.

e The 887, 9853, and 5830 Disk Storage Subsystems are available only on CYBER 860-,
960-, and 990-class mainframes with I4A IOU. The buffer is kept in UEM.

¢ Buffered disks are not available on models 810, 815, 825, and 830.

Using extended memory as a data buffer provides the following capabilities.

¢ The system treats the buffer as a disk cache so that multiple requests for a particular
disk data block can potentially be satisfied by doing only one disk read.

¢ The system buffers data to maintain maximum transfer rates regardless of the user’s
buffer size.

To maintain maximum transfer rates, a CPU program that resides in CPUMTR controls the
buffered disk I/O request processing. The system maintains the standard disk /O interface
to the user’s programs. '

The buffered disk error reporting process logs read/write errors in the binary maintenance
log. An unrecovered read/write error is also logged in the system error log and an error
message appears at the system control point. The binary maintenance log must be processed
by the Hardware Performance Analyzer (HPA) to get detailed information concerning
buffered device errors.

The amount of I/O buffer space in extended memory is important to system performance.
Refer to XM — Declare Extended Memory Space for Buffers or User Access later in this
section.

There may be situations when a particular user job runs slower with buffered disks. This
happens if the job issues CIO reads when a buffer is full or issues CIO writes when a buffer
is empty. (Both cases indicate inefficient programming techniques.) You can speed up the job
by entering the DSD command ENABLE LOGGING. The system will perform faster I/O and
issue warning messages to the job dayfile.

Disk Array Subsystem (DAS)

The 5830 Disk Array Subsystem (DAS) is a disk storage subsystem that provides great
storage capacity and operational speed. It consists of multiple disks in a storage cabinet.
You can configure from one to four disks as a logical device; logical devices of two or more
disks increase the storage capacity, operational speed, and/or data integrity.
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The following types of disk units can be installed in DAS: the 5832 Solid State Disk (SSD),
the 5833 Sabre, the 5838 Elite, and the 47444 3.5" disk. You can configure SSD units as
single units (1X) or as pairs of units driven in parallel (2X). You can configure the other disk
types in the following ways:

¢ As a single unit (1X)

¢ As a single unit with another unit used for parity (1XP)

¢ As a pair of units driven in paraliel (2X)

* As a pair of units driven in parallel with another unit used for parity (2XP)
¢  As three units driven in parallel with another unit used for parity (3XP)

¢ As four units driven in parallel (4X)

Parallel units increase the storage capaéity and operational speed. A parity unit ensures
data integrity if a unit in the logical device fails.

When you configure a device with a parity unit, the system redundantly records data on both
the parity unit and the nonparity unit(s). If a unit fails, the system continues to access data
on the remaining unit(s). After the failing unit is repaired and/or replaced and you enter a
RESTORE,est command, the system automatically restores data to the unit. While the data
is being restored, users have access to the data on the device, although the effective transfer
rate is somewhat degraded until the restoration is complete.

Disk Partitioning

On some large disk devices, NOS cannot access the entire physical device as a single logical
device. This is the result of the way NOS allocates space on mass storage devices; due to the
size of the fields in the various system tables, it is not possible to support a logical device
larger than 2 GB (2 Gigabytes).

In order to support physical devices larger than 2 GB, NOS uses a partitioning scheme. Each
physical device larger than 2 GB is partitioned into two or more logical devices. Each of
these logical devices is configured with its own EQPDECK entry, has its own EST entry, and
is treated by all system commands and displays as an independent device.

The number of partitions used for a physical device is fixed for each device type, and has
been chosen as the smallest number of partitions that keeps the size of each logical device
within the 2 GB limit.
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The following device types are supported as partitioned devices:

Type Description Size Partitions
EM DAS - 5833 SABRE 3XP 3.1GB 2
EN DAS - 5833 SABRE 4X 4.0 GB 2
EI DAS - 5838 ELITE 2X 3.3GB 2
EJ DAS - 5838 ELITE 2XP 3.3GB 2
EK DAS - 5838 ELITE 3XP 5.2 GB 3
EL DAS - 5838 ELITE 4X 6.7 GB 4
ES DAS - 47444 3.5" 2X 3.5GB 2
EU DAS - 47444 3.5" 2XP 3.5 GB 2
EV DAS - 47444 3.5" 3XP 5.2 GB 3
EW DAS - 47444 3.5" 4X 6.9 GB 4

Although these physical devices are larger than 2 GB, the logical devices in each case are 2
GB or smaller.

The logical devices that make up a partitioned device can be used for independent purposes.
They can be in separate families, and can be initialized at different times. However, if the
physical device is reformatted (by specifying the INITIALIZE,FP entry for any of the EST
entries that refer to the physical device), then all of the partitions are also reformatted and
initialized.

A partitioned device can be configured in the EQPDECK in either of two ways: with
individual EQPDECK entries for each partition, or with a single EQPDECK entry that
defines all of the partitions at once. In both cases, an EST entry is reserved for each partition.

The first example defines a 5838 ELITE 3XP device with three EQPDECK entries. The PN
parameter is used to specify the partition number.

EQ10=EK, ST=ON, CH=3A/11B, EQ=1, UN=0, PN=0.
EQ11=EK, ST=0ON, CH=3A/11B, EQ=1, UN=0, PN=1.
EQ12=EK, ST=ON, CH=3A/11B, EQ=1, UN=0, PN=2.

Although this example shows the three logical devices with sequential EST entries, this is
not required. These three devices could just as easily be defined as EST entries 10, 20, and
30 with definitions for other devices intervening between the EQPDECK entries for these
three devices.

The second example defines a 5838 ELITE 3XP device with one EQPDECK entry. The -3
syntax is used to indicate that three devices are being defined. The partition numbers used
for each device in this example are the same as those specified explicitly in the first example.

EQ10=EK-3, ST=ON, CH=3A/11B, EQ=1,UN=0.

This EQPDECK entry defines three EST entries: 10, 11, and 12. When creating an

EQPDECK with this syntax, take care to avoid reusing EST entries 11 and 12 for other
devices.
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Dual-Channel Access for 5830 and 9853 Subsystems
Dual-channel access has several advantages:

¢ Increased reliability—access to the disks can continue even when one channel/controller
is down.

¢ Increased performance—the system automatically distributes I/O requests to the two
channels to maximize effective throughput.

To configure dual-channel access for the 5830 and 9853 disk subsystems, the channel
addresses within the controller or control module must be set correctly. Refer to the
appropriate controller reference manual for a description of how to set channel addresses for
each subsystem.

For dual-channel access, both channels are connected to each controller, going from one |
controller to the next in a daisy-chain fashion. A request issued on a channel contains a |
channel address and is processed by one controller or the other based on the channel

addresses set within the controller for that channel.

The system sets the channel address in the request based on the equipment controller
number for the disk device as defined by the EQ keyword on the EQPDECK entry for that
device. Because only one EQ value is specified for each device, the channel address contained
in an I/O request for a dual-channel access device is the same regardless of the channel on
which the request is issued.

To support this convention and to ensure that a controller does not receive requests on more
than one channel at the same time, the channel addresses within the controller must be set
in the following way:

¢ Set the same channel address value for the first channel of the first controller and the
second channel of the second controller.

¢  Set the remaining channel addresses (the second channel of the first controller and the
first channel of the second controller) to some other value. You can use any value that
does not conflict with the address used for the active channel ports for this pair of

controllers or with the addresses of any additional controllers connected in daisy-chain
fashion.
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The following example illustrates a configuration for dual-channel access for a 5830 disk
subsystem.

In this example, the logical equipment entry for a 5833 device is defined with the following
EQPDECK entry:

EQ010=EC, ST=ON, EQ=0, UN=0, CH=1A/2A.

The 5830 subsystem is physically cabled as in figure 3-6.

Channel Channel
1A 2A

-— Equipment »

O * Numbers * 0

Controller Controller
DAS

Figure 3-6. Dual-Channel Access to 5830 Drives

This configuration correctly configures only one channel per controller. The equipment
number defined at each asterisk (*) can be any value other than zero (in this example) and
does not appear in the EQPDECK.

Because two channels are defined, a separate driver is initiated for each channel. An I/O
request for this disk can be processed by either driver, depending only on which driver sees
the request first. Except for error recovery, NOS does not initiate a request on one access
and complete that request on the alternate access. Error recovery can cause a disk request
to be processed on the alternate channel if the request cannot be successfully completed on
the original channel.
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Extended Memory Overview

. Extended memory (EM) refers to the five types of additional memory used by NOS to
supplement central memory space and connect mainframes. This extended memory can be
used to store programs and data, but not to execute programs. Shown below are the five
types of extended memory and the mainframes that support each type. Also shown are the
maximum EM size supported by each mainframe, how each mainframe connects to the
extended memory, and what buffered devices are supported for each EM type.

Extended Maximum Mainframe Buffered
Memory Mainframe Size Connection Device®
ECS All 2MW CPU port,6 DDP -

ESM Al 16MW CPU port,5 LSP 885-42

LCME 176 2MW CPU port 819

STORNET All 4MW LSP -

UEM 815,825,835,865,875 2MW No connection, 895, 887,
810,830 SMW part of mainframe’s 9853, DAS
840,845,850,855,860, 16MW main memory
870,910,960,970
990,994,995 SsMW

Physical Configuration

' Extended core storage (ECS) is an external memory available for all mainframes. ECS
connects to the mainframe using either a CPU port® or a distributive data path (DDP)
through a peripheral processor.

Extended semiconductor memory (ESM) is an external memory available for all mainframes.
ESM connects to the mainframe using either a CPU port® or a low-speed port (LSP) through
a peripheral processor.

Large central memory extended (LCME) is an external memory available only for model 176
mainframes. LCME connects to the model 176 using a central processor unit (CPU) port.

STORNET is an external memory available for all CYBER 170 and CYBER 180 mainframes.
STORNET connects to the mainframe using a low-speed port (LSP) through a peripheral
processor.

Unified extended memory (UEM) is a part of the mainframe’s main memory and is separated
from central memory by a partition defined at deadstart time by the site.

Al] extended memory except STORNET is accessed by special instructions. Instructions exist
for multiple word transfers (FORTRAN: Level 1 variables; COMPASS: RE/WE instructions)
and single word transfers (FORTRAN: Level 2 variables; COMPASS: RX/WX instructions).

‘ The multiple word transfers are available on all mainframe types; the single word transfers
are available only with LCME and UEM on models 176, 865, 875, and CYBER 180-class

i machines.
. 5. The buffered devices shown are not necessarily supported on all of the mainframe types indicated.
6. A CPU port connection is not available on CYBER 180-class machines. CPU port on model 176 machines can only connect to
LCME.
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Logical Configuration

Extended memory can be used for several purposes. The physical characteristics of the
various extended memory types differ, which affects the ways in which extended memory can
best be used. The possibilities are:

¢ To connect mainframes in a multimainframe environment (ESM, ECS, and STORNET).
¢ To store system routines and data files (all EM types).

e To supplement user central memory space (all EM types except STORNET).

e To provide a cache buffer for buffered I/O devices (LCME, ESM, and UEM).

ESM, ECS, or STORNET can be used as a link device to interconnect mainframes in a
multimainframe environment. UEM cannot be used as the link device since it is part of a
mainframe’s main memory. For additional information concerning multimainframe
operations, refer to section 13, Multimainframe Operations.

Extended memory can be used as a mass storage device. The following system files can be
made extended memory resident as opposed to using central memory or disk space.

System Files Description

Operating The alternate system residency EQPDECK entry ASR defines a device
system to be an alternate system device. LIBDECK directives specify which
system library routines are to be placed on the alternate system device.

Temporary and The EQPDECK entry MSAL, T=est. or MSAL,R=est., where est is the

rollout EST ordinal of the EM device, causes the system to use extended
memory as a mass storage device for temporary files or rollout files.

Secondary The EQPDECK entry MSAL,S=est., where est is the EST ordinal of the

rollout EM device, causes jobs that are less than a specified size to be rolled out

to extended memory. The IPRDECK entry SRST defines the size of the
rollout files allowed in extended memory.

System files should be placed in extended memory only if a performance improvement can be
gained. Whether performance improves or not depends on your production environment,
including memory and input/output requirements, available central and extended memory,
and available disk units and channels.

The amount of memory available to a user job can be increased by defining user-accessible
extended memory. NOS allows user data structures to reside in memory external to the job’s
field length. (Refer to COMPASS and FORTRAN reference manuals.)
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A portion of extended memory is reserved for users by the XM EQPDECK entry. The user’s
memory is reserved in allocation units dependent on the amount of user-accessible extended
memory defined at deadstart. The minimum allocation unit (user EM block size {M=million]
UEBS) varies as follows. Service limits are defined for the user in the IPRDECK in UEBS
units.

At least But less than Allocation unit (UEBS)
1000 words 1M words 1000g

1M words 2M words 2000¢4

2M words 4M words 40004

4M words 8M words 100004

8M words 16M words 200004

This means that if you define 3 million words of user-accessible extended memory and a user
executes RFL(EC=1), that user will be assigned 40004 words of extended memory.

Extended memory provides a cache buffer for buffered I/O devices. Space is allocated by the
system for buffered I/O with the XM EQPDECK entry. In most cases, system performance
improves as the amount of extended memory defined for buffered I/O increases. However,
ample space must be available for other uses.

CM and UEM Size Specification and Determination

When UEM is defined, its size is specified on the EQ EQPDECK entry for UEM. For models
865 and 875, the remaining memory is used for central memory. On CYBER 180-class
machines, the remaining memory is divided between native mode (NOS/VE or EI) and
central memory. If running in dual-state mode, the VE CMRDECK entry specifies the
memory for NOS/VE. If running NOS only, central memory size equals the total memory size
minus the EM size minus the EI size.

Simultaneous Use of Two Types of Extended Memory

NOS allows the simultaneous use of two types of extended memory in the following cases.

¢ Models 865 and 875 can access both UEM and ESM/ECS simultaneously. The
recommended use of this combination of extended memory is to define ESM/ECS for
system file residence and/or as a link device in a multimainframe environment and to
define UEM for user-accessible extended memory. Since the main memory size for
models 865 and 875 is limited to two million words, central memory space is given up for
any UEM defined. Also, since ESM/ECS is an external device, fewer memory conflicts
result when it is accessed rather than UEM.

In this case, an EQ entry is required in the EQPDECK for ESM/ECS as well as ASR and
MSAL entries, as desired. User access is restricted to UEM via the XM entry when the
EM parameter is specified.

e CYBER 180-class machines can also access both UEM and ESM/ECS/STORNET
simultaneously. The purpose of the ESM/ECS/STORNET access is to allow connection of
CYBER 180-class machines into a multimainframe environment. In this case, ESM/ECS
is defined in the EQPDECK as the link device and UEM is defined for system files, /O
buffers, and user-accessible extended memory.
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An EQ EQPDECK entry is required for both ESM/ECS/STORNET, but is not required
for UEM. The ESM/ECS/STORNET EQ entry defines the extended memory as a link
device via the LSP/DDP. The UEM EQ, if present, entry allows the use of extended
memory as a mass storage device. An XM entry allocates extended memory for buffered
I/O and user access.

Specifying Ranges of EST Ordinals

Several EQPDECK entries allow you to specify multiple EST ordinals in the same entry. For
example, instead of entering

REMOVE=6,7,10,11,12.
you can enter:
REMOVE=6-12.

Ranges of ordinals can be mixed with individual ordinals, such as:

REMOVE=6,10-16,23.

Empty ordinals within a range are ignored. For example, specifying a range of 6 through 12
will ignore an unassigned ordinal 7. However, inappropriate devices within a range or
specified individually (such as specifying a printer as a removable device) are diagnosed as
errors.

EQ — Disk Equipment EST Entry

The purpose of the mass storage equipment (EQ) entries is to describe all mass storage
peripheral equipment. This includes disk equipment and extended memory equipment. NOS
requires that at least 6 million words of mass storage be available.

There can be up to 200 logical mass storage devices, and therefore, up to 200 mass storage
EST entries (this number does not include ordinals 0 through 4, which are reserved for
specific uses). An entry, however, can refer to more than one physical unit. For example, two
885 spindles can be defined as either two logical devices with two EQ entries or as one
logical device with one EQ entry.

A unit is a dual-access unit if it is accessed by one mainframe through two different
controller-channel access routes. To define a unit as a dual-access unit with its EQ entry,
specify two channels. The channels should be from two controllers. Only one channel of a
dual-channel access controller is recommended for use on a single mainframe, since using
both channels of the controller results in a performance degradation rather than an
improvement. Therefore, if both channel accesses of a controller are physically connected to
the same mainframe, you should define only one of them on an EQ entry.

NOTE

A device’s EQ entry must precede any of the following entries for that device: ASR, MSAL,
REMOVE, PF, SYSTEM, FAMILY, INITIALIZE, SHARE, ISHARE, ACCESS, and
THRESHOLD. If you redefine a device’s EQ entry, then you must also redefine those entries.
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For some mass storage devices, it is possible to combine two or more physical devices into a
single logical device. The following table identifies the devices for which this is possible
(those devices with a value greater than one in the Units column). For more information on
configuring multispindle devices, see Multispindle Device earlier in this chapter.

For some mass storage devices, it is necessary to split one physical device into two or more
logical devices. The following table identifies the devices for which this is required (those
devices with a value greater than one in the Partitions column). For more information on
configuring multipartition devices, see Disk Partitioning earlier in this chapter.

The format of the EQ entry for disk units is:

EQest=type, ST=status, UN=units, CH=ch,pt,/ch,pt,, AP=ap, IB=ib, EQ=eq, PN=pn.
or

EQest=type-n,ST=status,UN=units,CH=ch,pt,/chypty,AP=ap,IB=ib,EQ=eq.

Parameter Description

est EST ordinal of the disk units; from 5 to 777g.

type Equipment type. The following disk units are supported by NOS.
type Equipment Units Partitions
DB7 885-42, 7155-401 1to3 1
DcC8 895, 7165 1to2 1
DD® 834, 7255-1 1to 8 1
DF10 887 (4K sector) 1to3 1
DG? 836, 7255-1 1t03 1
DH® 887 (16K sector) 102 1
DI 844-21, 7054/7154 (half track) 1to 8 1
DJ 844-41/44, 7054/7154, 7155-1 (half 1t08 1

track)

DK 844-21, 7154 (full track) 1to 8 1
DL 844-41/44, 7154, 7155-1 (full track) 1to 8 1
DM 885-11/12, 7155-1 (half track) 1to3 1

7. Not applicable for CYBER 180-class machines.

8. Applicable for CYBER 180-class machines except models 810, 815, 825, and 830. You must also
specify the UEM EQ entry and XM entry to define the I/O buffer area in UEM.

9. Applicable for models 810, 815, 825, and 830 only. You must also specify the control module EQ
entry.
10. Applicable only to CYBER 860-, 960-, and 990-class mainframes with 14A IOU.
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Parameter Description
type Equipment type. '
(Continued) type Equipment Units Partitions

DN11 9853 1 1

DQ 885-11/12, 7155-1 (full track) 1to3 1

DR CDSS II Disk Subsystem 1 1

DV1Z 819 (single-density) 1 1

DW12 819 (double-density) 1 1

EAll 5830 Disk Array Subsystem; one 1to 8 1

5832 SSD drive running in serial
mode.
| EB11 5830 Disk Array Subsystem; two 1to 6 1
‘ 5832 SSD drives running in parallel
‘ ~ mode.
ECl1 5830 Disk Array Subsystem; one 1to 2 1
5833 Sabre drive running in serial
mode.
ED!! 5830 Disk Array Subsystem; two 1to2 1
5833 Sabre drives: one for data and
one for parity.
EEll 5830 Disk Array Subsystem; two 1 1
5833 Sabre drives running in
parallel mode.

EF11 5830 Disk Array Subsystem; three 1 1
5833 Sabre drives: two for data and
one for parity.

EG!! 5830 Disk Array Subsystem; one 1 1
5838 Elite drive running in serial
mode.

EH!l 5830 Disk Array Subsystem; two 1 1

5838 Elite drives: one for data and
one for parity.

11. Applicable only to CYBER 860-, 960-, and 990-class mainframes with I4A 10U,
12. Applicable to model 176 only.
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type Equipment type.
(Continued)

type

Equipment

Units

Partitions _

EI13

EJ13
EK13

RL138

EM13
EN13

EO13
®

ES13
EU13
EV13

EW13

5830 Disk Array Subsystem; two
5838 Elite drives running in parallel
mode.

5830 Disk Array Subsystem; three
5838 Elite drives: two for data and
one for parity.

5830 Disk Array Subsystem; four
5838 Elite drives: three for data and
one for parity.

5830 Disk Array Subsystem; four
5838 Elite drives running in parallel
mode.

5830 Disk Array Subsystem; four
5833 Sabre drives: three for data
and one for parity.

5830 Disk Array Subsystem; four
5833 Sabre drives running in
parallel mode.

5830 Disk Array Subsystem; one
47444 3.5" drive running in serial
mode.

5830 Disk Array Subsystem; two

47444 3.5" drives: one for data and
one for parity.

5830 Disk Array Subsystem; two
47444 3.5" drives running in
parallel mode.

5830 Disk Array Subsystem; three
47444 3.5" drives: two for data and
one for parity.

5830 Disk Array Subsystem; four
47444 3.5" drives: three for data
and one for parity.

5830 Disk Array Subsystem; four
47444 3.5" drives running in
parallel mode.

13. Applicable only to CYBER 860-, 960-, and 990-class mainframes with I4A 10U,
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Parameter

Description

n

ST=status

Optional; the number of EST entries to be created by this EQPDECK
entry. If specified, n sequential EST entries are created, one for each
partition of the specified multipartition device. This parameter can be
specified only for a multipartition device, and must be equal to the
number of partitions in the physical device. For more information on
configuring multipartition devices, see Disk Partitioning earlier in this
chapter.

Specifies whether or not the equipment is available for access; enter one
of the following values:

status Description

DOWN  All access to the equipment is inhibited for the operating
system and user jobs. Specify DOWN if the equipment is
malfunctioning and access is not desirable, or if the
equipment is to be used by NOS/VE in a dual-state
environment (applies only to disks DJ, DL, DM, and DQ).

IDLE New files are not assigned to a device with IDLE status
unless no suitable alternative device exists, but you may
continue to access files already on the device as if the device
had a status of ON.

OFF No user jobs can access the equipment; however, system
utilities are permitted to access the device, so it can be
dumped or loaded.

ON The specified equipment is generally available.

If the equipment is removable and is not available at deadstart, the
system determines it is unavailable, even if its EQ status entry specifies
ON. If INITIALIZE is entered, the equipment is not initialized until it
is set to ON status. During system operation, the operator can initiate
access to this device by entering the ON command.

If the equipment can be used with either one of two different systems
(removable devices, not dusl access), define the status of the EQ entry
as ON in the system to which it is currently available for access; define
the status of the EQ entry as OFF in the system to which it is not
currently available for access.

Use the ST=DOWN parameter to prevent NOS from using disks that
are to be used by NOS/VE. This applies only to disks DJ, DL, DM, and
DQ (these disks may be defined in the NOS EQPDECK if NOS/VE is to
use them).
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Description

. UN-=units
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Defines unit number(s). Unit numbers are configuration dependent.
For 834 or 836 units, unit numbers are generated as follows:

unit number = (control module physical equipment
number)*105+(834 or 836 disk physical unit number)

For example, in UN=10 the 1 is from the EQ=1 parameter in the
control module entry and the 0 is the physical unit number of the
disk drive.

For 819 units, unit numbers are either from 0 to 3, if on FLPP channels
2 and 3, or from 4 to 7, if on FLPP channels 6 and 7.

For 844 units, unit numbers are from 0 to 77g.

For 885 units, unit numbers are from 40g to 77.

For CDSS II units, unit numbers are from 404 to 455 and from 504 to
554.

For 887 units, unit numbers are from 0 to 7.
For 895 units, unit numbers have the following format:

unit number = shxxxx

where:

s = storage control address (0 or 1).

h = head of string controller address (0 or 1).

xxxx = spindle number (0 to 17g).
For DAS units of type EA, EC, EG, and EO, unit numbers are from 0 to
37g. For DAS units of other types, unit numbers are from 0 to 7; the unit
number specified is the unit number of the first unit of the device (that

is, the unit in string zero). Refer to the 5830 Disk Array Subsystem
Configuration Guide for more information on configuring DAS devices.

For 9853 units, unit numbers are from O to 7.

You can define the 834, 836, 844, 885, 887, 895, and 583x physical units
with a separate EQ entry for each unit, or, if more contiguous storage is
needed than is possible with one unit, you can define more than one
physical unit as one logical device with one EQ entry. If the EQ entry
defines more than one unit of a multispindle device, specify unit
numbers as UN=un;—un,, if units are contiguous, or as
UN=un,/uny/.../un,, if units are noncontiguous. For 834, 836, and 385x
units, all units must be on the same control module (controller).
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Parameter

Description

UN-=units

CH=Ch1

pty

(Continued)

For example, three 885 units (0, 1, and 2) to be accessed as three units
are defined as follows:

EQest=DM, ST=status, UN=0,CH=ch, AP=ap.
EQest=DM, ST=status,UN=1,CH=ch, AP=ap.
EQest=DM, ST=status, UN=2,CH=ch, AP=ap.

Three 885 units (0, 1, and 2) to be accessed as one logical unit are
defined as follows:

EQest=DM, ST=status,UN=0-2,CH=ch, AP=ap.
or
EQest=DM, ST=status,UN=0/1/2,CH=ch, AP=ap.

An advantage to accessing the three units as one logical unit is that less
space is used in CMR. A disadvantage is that if any of the units
malfunctions or is destroyed, all units are affected.

For all devices except 819, 834, 836, 887, DAS, and 9853, the number of
the NIO (nonconcurrent) channel or channels to which the controller is
connected; from 0 to 135 and from 204 to 33g.

For 819 disks, the channel pair for input/output(I/O) multiplexer
(primary access); enter one of these values:

ch; Description

2 Channels 2 and 3.

4 Channels 4 and 5.

6 Channels 6 and 7.

For 834 and 836 disks, the channel number is specified on the control
module EQ entry.

For 887, DAS, and 9853 disks, the CIO (concurrent) channel number
from O to 115. The first and second channel numbers must be different.

For an 895 disk, either a nonconcurrent or concurrent channel; A
concurrent channel is specified by Cch,, or Cchy. For example,
CH=02/C03 defines the channel pair as nonconcurrent channel 02 and
concurrent channel 03. Use of a concurrent channel frees up two
nonconcurrent PPs for each channel that is moved to the concurrent I/O
subsystem (CIO). If an 895 is used to deadstart, one channel access to
the 895 must remain on a noncurrent channel.

For 887, DAS, and 9853 disks only, the channel port (A or B) for the
first channel. Default is port A.
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Description

® -

pto
AP=ap

IB=ib

EQ=eq

PN=pn
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Indicates dual-access unit; connect ch; and ch, to different controllers.
The system balances channel activity on dual-access units.

For 819 disks, the secondary access channel pair; one of the values
described for ch,.

For 834 and 836 disks, dual access is indicated on the control module
EQ entry.

For 887, DAS, and 9853 disks, the concurrent channel number for the
second channel; from 0 to 114. The first and second channel numbers
must be different.

For 887, DAS, and 9853 disks only, the channel port (A or B) for the
second access channel. Default is port A.

The 1- or 2-digit octal number that indicates which APRDECK to use. If
AP=ap is omitted, the first APRDECK, APRDO0O, is assumed.

The 1- to 4-digit octal value; this value is entered in the installation
byte for the specified EST ordinal. Refer to EST Formats in the NOS
Version 2 Systems Programmer’s Instant.

Control module (controller) number for the DAS or 9853 disk. Control
module numbers are from 0 to 7.

Partition number of this logical device within a multipartition physical
device. For a device with n partitions, the value specified for pn can
range from 0 to n—1. For more information on configuring
multipartition devices, see Disk Partitioning earlier in this chapter.
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EQ — Control Module EST Entry

An 834 or 836 Disk Storage Subsystem consists of from one to eight 834 or from one to three
836 disk units and the corresponding control modules. To be operational, both the disk units
and the control modules must be defined in the EQPDECK. The EQ entry for the 834 or 836
disk units is described under EQ — Disk Equipment EST Entry earlier in this section. The
description of the EQ entry for a control module follows.

A control module for the 834 or 836 Disk Storage Subsystem is a controller that drives up to
four 834 or three 836 disks and that interfaces with the operating system using one or two
7255-1 adapters (one per channel). The control module EQ entry is used to:

e Specify the channels to be used to access the 834 or 836 drives defined on the control
module. Channel entries are not allowed on the 834 or 836 disk unit EQ entries.

¢ Specify what level of controlware is to be loaded into the control module during
deadstart or when you use a LOADBC command.

¢ Allow maintenance access to a control module without affecting other control modules on
the same channel(s).

The format of the control module entry is:

EQest=CM, EQ=eq, CH=ch, /ch,,CW=cw, IB=ib.

Parameter Description

est EST ordinal of the control module; from 5 to 777.

EQ=eq Physical equipment number of the control module; from 0 to 7. Each
control module must be assigned a unique equipment number.

CH=ch; Number of the channel to which the control module is connected; from 0 to
135 and from 20g to 334.

fchy Indicates a dual-access control module; from 1 to 135 and from 204 to 33g.

CW=cw Indicates the control module type and whether controlware is to be installed

in the control module during deadstart. The control module load sequence
takes at least 15 seconds for each control module. It is advised that you
load controlware only when necessary. cw can be one of these values:

cw Description

CM Control module for 834 disk. Install controlware (default).

NCM Control module for 834 disk. Do not install controlware.

C2 Control module for 836 disk. Install controlware.

NC2 Control module for 836 disk. Do not install controlware.

IB=ib The 1- to 4-digit octal value; this value is entered in the installation byte
for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.
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EQ — Extended Memory EST Entry

NOS supports the following types of extended memory.
¢ Large Central Memory Extended (LCME)

¢ Extended Core Storage (ECS)

¢ Extended Semiconductor Memory (ESM)
¢ Unified Extended Memory (UEM)

¢ STORNET

Refer to the Extended Memory Overview earlier in this section for an explanation of the
various physical and logical configurations using extended memory. Also refer to the
Examples of EQPDECK Entries for Extended Memory to see examples of how to use
EQPDECK entries to define extended memory for both single mainframe and
multimainframe configurations.

You can use extended memory as an alternate system residency for often accessed system
routines. The faster access may result in a performance improvement. However, you should
use caution when placing system routines in UEM to avoid possible performance degradation
instead of an improvement. This can happen because a portion of central memory is reserved
for UEM and therefore that portion is unavailable to users. Also, accessing the system
routines that reside in UEM may require additional CPU overhead. Use the ACPD and
PROBE utilities (refer to TRACER/PROBE Utilities, section 21) to determine the impact on
system resources when using UEM.

NOTE

If extended memory is not included in the hardware configuration, do not make an extended
memory EST entry.

The format of the entry is:

EQest=type, ST=status, MA=mode, ET=xmem/ddp/nc, SZ=size, CH=ch,/ch,, AP=ap,MC=mc, IB=ib.

Parameter Description

est EST ordinal of the extended memory equipment; from 5 to 777;. If you are
using extended memory as a link device in a multimainframe environment,
est must be ordinal 5. Otherwise, extended memory can be defined as any
EST ordinal in the given range.

type Extended memory equipment type; enter one of these values:

type Description
DE DDP or LSP is not available.
DP DDP or LSP is available (not applicable for UEM).

60459300 Y Deadstart Decks 3-69



EQPDECK

Parameter

Description

ST=status

MA=mode

ET=xmem/
ddp/nc

Specifies whether extended memory is available for access; enter one of
these values:

status  Description
ON Extended memory is available.

OFF Extended memory is ignored during system operation.

Maintenance mode (not applicable for UEM). If you specify MA=ON, online
extended memory diagnostics are allowed to reference the half of extended
memory that is placed in maintenance mode at the controller. The other
half of extended memory is available to the system. The size of available
physical extended memory is divided by 2 at deadstart.

When you initially place an extended memory device in maintenance mode,
all mainframes using the extended memory must initialize it. When you
place ECS in maintenance mode, you must also make the PRESET entry
for multimainframe operation. Refer to INITIALIZE and PRESET later in
this section. If you omit the MA=mode parameter, the default is MA=OFF.

If you use part of extended memory in maintenance mode and you have
ESM, you must also use the MC=mc parameter to define which
maintenance port to use.

Type of large memory and ddp. If you specify ddp, you must also specify
xmem. If this parameter is not specified, E1/D1 is assumed.

xmem Description

E1 ECS I for all mainframes.
E2 ECS II for all mainframes.
LE LCME only for model 176.

EM UEM for models 865 and 875 and CYBER 180-class machines.
Type must be DE. The system ensures that the sum of memory
words specified by the MINCM CMRDECK entry and specified by
this entry for UEM is present.

ES ESM for all mainframes.

SN STORNET for all CYBER 170 and CYBER 180 mainframes.

ddp Description

D1 DC135 DDP. Default for xmem of E1 or E2,

D2 DC145 (parity enhanced) DDP, or ESM low-speed port (LSP).
Default for xmem of ES and SN.

nc Description

NC Indicates type DP does not have a CPU coupler. NC is not valid

for xmem of DE. Default for xmem of SN.
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Parameter Description

SZ=size Size of extended memory in words/1000g. This value must not be larger
than the size of the physical memory that is present.

¢ For ECS II and LCME, size can range from a minimum of 10g to a maximum of 10000g.

¢ For STORNET, size can range from a minimum of 10g to a maximum of 20000g.

¢ For ESM, size can range from a minimum of 10g to a maximum of 100000g.

¢ For UEM, size can range from a minimum of 104 to a maximum of (1000004-CM size).

NOTE

Since CIP uses a small amount of CM, you may need to make allowances for CIP when
you enter a value for size.

¢ For ECS I, size is one of the values in the following table:

Size ECS1

(Octal) Available Number of Banks
400 125K14 1

1000 250K 2

2000 500K 4

4000 1000K 8

10000 2000K 16

The following table shows the value in EM words (both octal and decimal) and megabytes for

a given value of size:

Size EM Words EM Words

(Octal) (Octal) (Decimal) EM Megabytes
10 10000 4096

400 400000 131072 1MB
1000 1000000 262144 2 MB
2000 2000000 524288 4 MB
4000 4000000 1048576 8 MB
10000 10000000 2097152 16 MB
20000 20000000 4194304 32 MB
40000 40000000 8388608 64 MB
100000 100000000 16777216 128 MB .

14. K is 1000 60-bit words.
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Parameter

Description

CH=ch, /ch,

AP=ap

MC=me

IB=ib

Numbers of the channels to which the DDP or low speed port is connected;
from 0 to 13g and from 204 to 33;.

If the equipment type is DE, do not specify a channel parameter. If a
channel parameter is specified, the system recognizes the DE entry as a DP
entry.

If the equipment type is DP, specify either one or two channels. The second
channel cannot be 0 (zero). If a DDP or low speed port is present, the
loading of CPU programs residing in ECS or ESM still occurs via the CPU.
A DDP or low speed port must be connected to a channel by itself.

The 1- or 2-digit octal number that indicates which APRDECK to use. If
you omit AP=ap, the first APRDECK, APRDO00, is assumed.

Number of the channel to which the maintenance port is connected; from 1
to 13g and from 20g to 335. Channel 0 cannot be used for the maintenance
port. This channel is for ESM only and must be specified for proper
reporting of ESM errors.

The 1- to 4-digit octal value; this value is entered in the installation byte
for the specified EST ordinal. Refer to EST Formats in the NOS Version 2
Systems Programmer’s Instant.
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Examples of EQPDECK Entries for Extended Memory

The following examples show the EQPDECK entries that are necessary to define extended
memory in various configurations.

Single Mainframe Examples

The EST ordinal of extended memory equipment ranges from 5 to 777g. For single
mainframe configurations, extended memory can be defined as any EST ordinal in the given
range. For these examples, the machine identifier of the mainframe is assumed to be AA.

Example 1:

This example shows a CYBER 170 mainframe with ESM connected via the high-speed port.

ESM can be used as a mass storage device, user-accessible extended memory, and for 885-42
disk I/O buffers.

EQ6=DP, ET=ES, ST=0N, $2=10000, CH=32. (Define 2 million words of ESM.)
MSAL, S=6. (Define ESM as secondary rollout device.)
ASR=6. (Define ESM as alternate system

residency device.)

XM=AA, 3000,1000. (Allocate 3000000 octal words for 885-42
I/O buffers and 1000000 octal words for
user-accessible extended memory.)

Example 2:

This example shows a CYBER 180-class machine with part of its mainframe memory defined
as UEM, which can be used as a mass storage device, for user-accessible extended memory,
and for 887, 895, or 9853 disk I/O buffers.

EQ7=DE, ST=ON, ET=EM, S2=2000. (Define 1/2 million words of memory as
UEM.)
XM=2A, 1000,200. (Allocate 1000000 octal words for 895,

887, or 9853 I/O buffers and 200000 octal
words for user-accessible extended
memory.)

NOTE

If you are running a dual-state system, the VE CMRDECK entry affects the amount of
memory available for NOS and thus for UEM.
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Example 3:

This example shows a CYBER 180-class machine where UEM is used only for user-accessible
extended memory, not as a mass storage device or for I/O buffers. No EQ entry for UEM is
necessary in this case.

XM=AR, ,200. (Allocate 200000 octal words for
user-accessible extended memory.)

Example 4:

This example shows a CYBER 170 model 865 or 875 mainframe with no ESM. Part of the
mainframe memory is defined as UEM and is used as a mass storage device and for
user-accessible extended memory. UEM cannot be used for 885-42 disk I/O buffers.

EQ11=DE, ST=ON, ET=EM, $2=2000. (Define 1/2 million words of UEM.)
MSAL, S=11. (Define UEM as secondary rollout device.)
ASR=11, (Define UEM as alternate system

residency device.)

XM=2A, ,200. (Allocate 200000 octal words for
user-accessible extended memory.)

Example 5:

This example shows a CYBER 170 model 865 or 875 mainframe with no ESM (as in example
4) except that UEM is used only for user-accessible extended memory and not as a mass
storage device. No EQ entry for UEM is necessary in this case.

XM=AA, ,200. (Allocate 200000 octal words for
user-accessible extended memory.)
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Example 6:

This example shows a CYBER 170 model 865 or 875 mainframe with ESM connected via the
high-speed port. ESM is used as a mass storage device, for 885-42 I/O buffers, and for
user-accessible extended memory. No UEM is defined.

EQ10=DP, ST=ON, ET=ES, SZ=10000,CH=7. (Define 2 million words of ESM.)
MSAL,S=10. (Define ESM as secondary rollout device.)
ASR=10. (Define ESM as alternate system

residency device.)

XM=AA,3000,1000. (Allocate 3000000 octal words for 885-42
I/0O buffers and 1000000 octal words for

user-accessible extended memory in
ESM.)

Example 7:

This example shows a CYBER 170 model 865 or 875 mainframe with ESM connected via the
high-speed port. ESM is used as a mass storage device and for 885-42 disk I/O buffers. Part
of the mainframe’s memory is defined as UEM and used for user-accessible extended memory.

You have the option on CYBER 170 model 865 and 875 mainframes to define user-extended
memory either in ESM or UEM. If ESM is present, as indicated by an EQ entry for it, then
user-accessible extended memory resides in ESM by default. However, you can force

user-accessible extended memory to reside in UEM with the EM parameter on the XM entry.
885-42 disk I/O buffers must reside in ESM.

EQ10=DP, ST=ON, ET=ES, $2=10000, CH=7 . (Define 2 million words of ESM.)
MSAL, S=10. (Define ESM as secondary rollout device.)
ASR=10. (Define ESM as alternate system

residency device.)

XM=AA, 3000,1000, EM. (Allocate 3000000 octal words for 885-42
I/O buffers in ESM and 1000000 octal
words for user-accessible extended
memory in UEM.)
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Multimainframe Examples

For all multimainframe configurations, the extended memory link device must be defined as
the equipment with EST ordinal 5. The machine identifiers of the connected mainframes are
assumed to be AA and AB. The following examples do not show the SHARE EQPDECK
entries that are required to indicate multimainframe operation.

Example 1:

This example shows two CYBER 170 mainframes linked to ESM via high speed ports. In
addition to being the link device, ESM can also be used as a mass storage device, for 885-42
disk I/O buffers, and for user-accessible extended memory.

EQ5=DP, ST=ON, ET=ES, SZ=10000, CH=5. (Define 2 million words of ESM.)

XM=AA, 1000,200. (Allocate 1000000 octal words for 885-42
I/O buffers and 200000 octal words for
user-accessible extended memory in ESM
for machine AA.)

XM=AB, ,400. (Allocate 400000 octal words for user-
accessible extended memory in ESM for
machine AB.)

The EQPDECK entries for the linked mainframe would be the same as shown above; the
link device (ESM) is defined as equipment 5 and both XM entries must be present.
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This example shows two linked CYBER 180-class machines connected to ESM via low-speed
ports. Part of the mainframe memory for machine AA is defined as UEM, which is used as a
mass storage device, for 895, 887, or 9853 disk I/0 buffers, and for user-accessible extended
memory. On CYBER 180-class machines, user-accessible extended memory and 887 or 895
disk I/O buffers must reside in UEM; they cannot reside in ESM.

EQ5=DP, ST=ON, ET=ES/D2/NC, SZ=10000,CH=4.

EQ6=DE, ST=ON, ET=EM, SZ=2000.

MSAL, S=6.

ASR=6.

XM=AA,1000,200.

(Define ESM as the link device. NC
indicates that there is no CPU access to
ESM.)

(Define 1/2 million words of UEM;
without this EQ entry, UEM can be used
only for user-accessible extended
memory.)

(Define UEM as secondary rollout device.)

(Define UEM as alternate system
residency device.)

(Allocate 1000000 octal words for 895,
887, or 9853 I/0 buffers and 200000 octal
words for user-accessible extended
memory in UEM.)

The EQPDECK for the linked CYBER 180-class machine AB might look like the following.
This mainframe has part of its memory defined as UEM used only for user-accessible

extended memory.
EQ5=DP, ST=ON, ET=ES/D2/NC, S2=10000, CH=4.

XM=AB, ,200.

(Define ESM as the link device.)

(Allocate 200000 octal words for
user-accessible extended memory in
UEM. Since no EQ entry is present for
UEM, it cannot be used as a mass
storage device or for I/O buffers.)

The XM entries appear only in the EQPDECK for the machine where the memory is being
allocated. Do not place them in the EQPDECKs of any linked mainframes.
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Example 3:

This example shows a CYBER 170 mainframe connected to ESM via a high-speed port
linked to a CYBER 180-class machine connected to ESM via a low-speed port. .

EQPDECK for CYBER 170
EQ5=DP, ST=ON, ET=ES, $Z=10000, CH=5.
MSAL, S=5.

ASR=5.

XM=AA,1000,400.

EQPDECK for CYBER 180

EQ5=DP, ST=ON, ET=ES/D2/NC, S2=10000, CH=4.

EQ6=DE, ST=ON, ET=EM, SZ=2000.

MSAL, S=6.

ASR=6.

XM=AA,1000,400.

XM=AB, 1000,200.
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(Define ESM as the link device.)
(Define ESM as secondary rollout device.)

(Define ESM as alternate system
residency device.)

(Allocate 1000000 octal words for 885-42
I/O buffers and 400000 octal words for
user-accessible extended memory in
ESM.)

(Define ESM as the link device.)

(Define 1/2 million words of UEM;
without this EQ entry, UEM can be used
only for user-accessible extended
memory.)

(Define UEM as secondary rollout device.)

(Define UEM as alternate system
residency device.)

(Linked 170 XM entry must be present to

define user-accessible extended memory
and 885-42 1/0 buffers in ESM.)

(Allocate 1000000 octal words for 895,
887, or 9853 I/O buffers and 200000 octal
words for user-accessible extended
memory in UEM. This entry cannot be in
the 170 EQPDECK.)
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This example shows a CYBER 170 model 865 or 875 connected to ESM via a low-speed port
linked to a CYBER 180-class machine also connected to ESM via a low-speed port. This
configuration allows continued system operation if the high-speed port to ESM from the

CYBER 170 model 865 or 875 was down.

EQPDECK for CYBER 170 model 865 or 875

Note that ESM cannot be used for user-accessible extended memory or for 885-42 I/O buffers

if a high-speed port is not present.

EQ5=DP, ST=ON, ET=ES/D2/NC, SZ=10000, CH=4.

EQ11=DE, ST=ON, ET=EM, S2=2000.

MSAL, S=11

ASR=11.

XM=AA,,200.

EQPDECK for CYBER 180

EQ5=DP, ST=ON, ET=ES/D2/NC, §2=10000,CH=4.

EQ6=DE, ST=ON, ET=EM, S2=2000.

MSAL, S=6.

ASR=6.

XM=AB, 1000, 200.
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(Define ESM as the link device; NC
indicates that there is no CPU access.)

(Define 1/2 million words of UEM. This is
allowed; in contrast to example 8 earlier,
because ESM has no CPU access.)

(Define UEM as secondary rollout device.)

(Define UEM as alternate system
residency device.)

(Allocate 200000 octal words for
user-accessible extended memory in
UEM. This entry cannot be in the 180
EQPDECK.)

(Define ESM as the link device.)

(Define 1/2 million words of UEM;
without this EQ entry, UEM can be used
only for user-accessible extended
memory.)

(Define UEM as secondary rollout device.)

(Define UEM as alternate system
residency device.)

(Allocate 1000000 octal words for 895,

-887, or 9853 I/O buffers and 200000 octal

words for user-accessible extended
memory in UEM. This entry cannot be in
the 170 EQPDECK.)
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MSAL — Mass Storage Allocation Control Entry

The MSAL entry assigns job files of the specified type to the mass storage devices defined by
the specified EST ordinal.

The format of the MSAL entry is:

MSAL, t=estq,est,, ..., est,.

Parameter

Description

t

est:

File type; one of these values:

Description

LGO files.

Job dayfiles.

Input files.15

Local files.

Output files.14
Primary files.

Rollout files.
Secondary rollout files.

H®»n®m"Wor - oWl

Temporary files.

EST ordinal of a nonremovable mass storage device, from 5 to 575. Ranges
of ordinals can be specified.

NOTE

In most cases, using ESM or UEM as a secondary rollout device improves
system performance. On the other hand, depending on the mainframe type,
the size of the jobs being rolled out, and the secondary rollout sector
threshold IPRDECK and DSD SRST command), CPU overhead may
increase significantly. Using central memory for pseudo-control points
instead of using the same memory as UEM for secondary rollout is
normally preferable because of reduced CPU overhead. Use the ACPD and
PROBE utilities (refer to TRACER/PROBE Utilities, section 21) to
determine the best use of system resources.

15. Routing a file to queues changes a file’s type, not its residency. Thus specifying an MSAL,I=est or MSAL,O=est entry does not

necessarily force all input or output queued files to the specified devices.
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Secondary rollout files are rollout files whose size in sectors is smaller than a threshold
specified by the IPRDECK or DSD entry SRST. These files are rolled out to devices specified
by the MSAL,S= entry. All files selected for rollout that are equal to or greater in size than
the threshold are rolled out to devices specified by the MSAL,R= entry. The default value of
SRST is 0 (zero); thus, no secondary rollout files exist unless this value is changed. A
possible use of this feature is:

Entries Comments

EQPDECK

EQ5=DP, ST=ON, SZ2=1000, CH=27. - Specify equipment 5 as extended memory with a DDP.

MSAL, S=5. Direct secondary rollout files to extended memory.
IPRDECK
SRST=20 Set threshold count so that no large rollout files are

rolled out to extended memory.
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DOWN — Down Channel Entry

The DOWN entry disables the use of channels at deadstart before the system attempts to .
use them to access devices connected to them. If a channel is the only remaining access to a

device, it may not be downed unless that device is defined as DOWN. The DOWN entry does

not apply to either the deadstart channel or the CIP channel.

The DOWN entry format is:

DOWN, CH=chq,ch,, ..., ch,.

Parameter Description

chy Number of the channel; from 0 to 13g and 20g to 33g. A concurrent channel
is indicated by a C prefix (Cchi).

Example:

The following entry sets DOWN status for both nonconcurrent channel 23
and concurrent channel 4.

DOWN, CH=23,C4.

UP — Up Channel Entry

|

‘ The UP entry allows resumption of normal use of channels that have been disabled by a
| previous DOWN entry.
|

The UP entry format is:

UP,CH=ch,,ch,, ..., ch,.

Parameter Description

ch, Number of the channel; from 0 to 135 and 204 to 33g. A concurrent channel
is indicated by a C prefix (Cchi).

Example:

The following entry clears DOWN status of both nonconcurrent channel 23
and concurrent channel 4.

UP,CH=23,C4.

3-82 NOS Version 2 Analysis Handbook 60459300 Y



EQPDECK

PF — Permanent Files Device Assignment Entry

Before initializing a mass storage device (with the INITIALIZE entry in the EQPDECK), add
a PF entryl6 for that device to the EQPDECK anywhere after the device’s EQ entry. The PF
entry information becomes part of the device’s label when it is initialized during deadstart;
this label is recovered during subsequent deadstarts. For subsequent deadstarts, it is not
necessary that the PF entry be part of the EQPDECK on the deadstart file; if it is, it is
ignored. Refer to the INITIALIZE entry for the default PF entries.

If the unit is a family device, the format is:

PF=est, type,dm, sm, name, device, nc.

If the unit is an auxiliary device, the format is:

PF=est, type, name, nc.

Parameter

Description

est

type

sm

EST ordinal of the device; from 5 to 777g.
Type of device; one of these values:

type Description

F Family device. It can contain indirect access files if the dm
parameter is from 1 to 377g. It can contain direct access files if
the sm parameter is from 1 to 3774. It is a master device if the
dm parameter is specified.

X Auxiliary device, which can contain both direct and indirect
access files. X must be specified on a unit’s PF entry if any of the
auxiliary device commands are to be used for the device.

Specifies the unit’s device mask; from 0 to 377g. Set according to
information under Device Masks in section 17, PF Utilities. Omit this
parameter if the device is an auxiliary device.

The device mask for a permanent file device defines the groups of users
whose catalogs reside on the device for a particular family,

Specifies the unit’s secondary mask; from 0 to 377g. Set according to
information under Device Masks in section 17, PF Utilities. Omit this
parameter if the device is an auxiliary device.

This parameter controls the residence of direct access files in the same way
that dm controls the residence of indirect access files.

16. Refer to table 3-5 for dependencies.
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Table 3-5. PF Entry Parameter Settings (type, dm, name, device, and sm)

Type of Files Permitted | |
PF Device on Device type dm name device sm |
Auxiliaryl Indirect and/or direct X Omit pack Omit Omit |
Family Direct only F 0 family 1-77g 1-377g

Indirect only F 1-377g family 1-77g 0

(master device)

Indirect and direct F 1-377g family 1-77g  1-377;

(master device)

1. If the device is to be a private auxiliary device, enter the INITIALIZE command after
deadstart and specify the user name. Refer to section 8, K-Display Utilities, for the

procedure.
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Parameter Description

. name Designates either the name of the family to which the unit belongs or its
pack name if it is an auxiliary device; from 1 to 7 alphanumeric characters.
Do not use the family name 0: it is reserved.

The family name describes the permanent file devices available to a user.1?
A family may consist of from 1 to 63 logical devices; however, the master
devices within the family must have device masks totaling 377, if all
possible user indexes are to be accommodated.

Usually a system runs with one family of permanent file devices available.
But you can activate additional families on a system, in order to allow the
users of these families to access their permanent files through an alternate
system. This might be helpful if one system supplies backup service to
another system. When more than one family is active on a system, users
with matching user indexes access the same permanent files on a public
auxiliary device. You can avoid this situation by predetermining a range of
user indexes for each family running on a system. When a new family is
introduced into a system, its user indexes should be checked against those
of the family or families currently running and any matching indexes
should be changed. Refer to the IPRDECK entry COMLIB later in this
section.

The pack name is the unique 7-character name associated with an
auxiliary device. An auxiliary device is a self-contained permanent file
device: all permanent files (whether direct or indirect access) represented
by the catalogs on the device reside on that device. To access a file on an
auxiliary device, users must specify the pack name as part of the

. permanent file request. The pack name is used instead of the usual
algorithm for determining catalog location (user masks and family name).
An auxiliary device can be private or public. Any user who knows the pack
name and has the appropriate permissions and validations can access files
on an auxiliary device. Only the owner user name can create files on a
private auxiliary device (perform DEFINE, SAVE, or REPLACE requests).

device Number of the device in the family; from 1 to 775. Omit this parameter if
the device is an auxiliary device.

A permanent file that does not reside on the master device has a device
number in the catalog entry or on the master device. The device number
specifies on which alternate device within the family the file resides.

17. If not otherwise specified, the default family name becomes part of the tape label information. It is checked and verified if the
user specifies the FA=A parameter on a command. Refer to the NOS Version 2 Reference Set, Volume 3 for a discussion of FA=A.
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Parameter Description
ne Number of catalog tracks (optional) used only for master devices; from 1 to
200g. This value must be a power of 2. If you do not specify nc, one of the
following default values (based on the equipment type) is supplied.
Default nc _Equipment Type
10 819 DV/DW
40 834 DD
40 836 DG
40 844-21 DI/DK
40 844-41/44 DJ/DL
10 885-11/12 DM/DQ
10 885-42 DB
10 887(4K) DF
10 887(16K) DH
10 895 DC
10 DAS EA-EW
10 9853 DN
10 CDSS II DR
4 Extended DE
memory
4 ECS or ESM DP
with DDP
1 Private device
Examples:

PF=6,F, 125,125, SYSTEMN, 3,200.

PF=17,X, PACK.
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SYSTEM — System Library Device Assignment Entry

. The SYSTEM entry specifies which mass storage devices are to contain copies of the NOS
system library from the deadstart file. A system device can be any disk storage device as
well as extended memory.

1 Throughput can be greatly improved by specifying more than one system device. For
example, if two system devices are specified and they are on different channels, the time
required to access system programs can be reduced. When the channel for one system device
is busy, the other is accessed. Also, if hardware problems occur on one system device, the
other system device can still be accessed. A good general rule is to have one copy of the NOS
system library per pair of channels with a maximum of three copies. This allows alternate
access to the system library while saving mass storage space.

The following restrictions apply.

¢ The EQ entry for a system device cannot have the status set to OFF,

e A REMOVE entry cannot exist in the EQPDECK for a device being specified as a system
device.

¢ Ifmore than one device is specified as a system device, all devices specified must be of the
same type and have the same number of spindles. For example, if there are two system
devices and the equipment EST ordinal for one of them specifies DI (single spindle), the
equipment EST ordinal for the other one must also specify DI (single spindle).

¢ If no devices are specified as system devices, the system library resides on the first
nonremovable mass storage device.

. e An ASR entry cannot exist in the EQPDECK for a device being specified as a system
device.

The SYSTEM entry format is:

SYSTEM=est,,est,, ..., est. .

Parameter Description

est; EST ordinal of the device to contain a copy of the system library on the
deadstart file; from 5 to 375 . The EQ entry must be set to ON status. One
or more ordinals can be specified with one SYSTEM entry. Ranges of
ordinals can be specified. The maximum number of system devices allowed
depends upon the value of MXSY (refer to COMSMSC Parameters in the
NOS Version 2 Installation Handbook).
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ASR — Alternate System Library Device Assignment Entry

This entry specifies which mass storage devices are to be alternate system devices. An
alternate system device is a mass storage device on which duplicate copies of system routines
can be placed by the system, either for faster access than is possible from a system device or
because they are frequently used programs. The following restrictions apply.

¢ The device must be a mass storage device, including extended memory.
¢ The device cannot be a removable device.
¢ The device cannot be a system device.

When loading a system routine, the system will access the routine from the alternate system
device if practical. However, if the alternate system device is down or its access is more
congested than the system device, the system will access the routine from the system device.

The procedure for selecting the records to be placed on the alternate device is in LIBDECK.
The ASR entry format is:

ASR=estq, esty, ...,est,.

Parameter Description

est; EST ordinal of mass storage device to be used as an alternative system
device; from 5 to 37g. Ranges of ordinals can be specified.

SCKP — System Checkpoint File Device Assignment Entry

The SCKP entry specifies on which mass storage devices the checkpoint file is to reside. This
entry is processed during a level 0, 1, or 2 deadstart. If no checkpoint devices are defined,
the checkpoint file will reside on the first default mass storage device.

A level 0 deadstart clears the checkpoint status on all mass storage devices. To clear the
checkpoint status for a specific mass storage device, use the RESET entry.

The SCKP entry format is:

SCKP=eSt1, est2 Ry eStn.

Parameter Description

est; EST ordinal of the mass storage device to be defined as a system
checkpoint file device; from 5 to 777g. Ranges of ordinals can be specified.
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FAMILY — Default Family Name Assignment Entry

The FAMILY entry defines the default family. The family that is to be defined as the default
family may reside on more than one device. The EST ordinal of any device within the family
can be specified on the FAMILY entry, except in the following situation. If the member of
the family whose device mask will have bit 27 (2005 in mask) set is being initialized, the
FAMILY entry must specify the ordinal of this device. In all cases, the FAMILY entry must
follow the EQ entry for the device specified.

The following restrictions apply.

¢ The status parameter for a default family device’s EQ entry cannot be set to OFF.

¢ A REMOVE entry cannot exist in the EQPDECK for a device being specified as a default
family device.

The FAMILY entry format is:

FAMILY=est.

Parameter Description

est EST ordinal number of the mass storage device that the system
automatically uses to determine your family when you do not specify a
family name at login or job initiation; from 5 to 777,.

REMOVE — Removable Device Assignment Entry

If a mass storage device is to be considered removable, you must specify it as such at
deadstart with the REMOVE entry. This allows it to be introduced or removed during
system operation. A device specified as removable cannot also have associated with it an
ASR, SYSTEM, MSAL, FAMILY, DAYFILE, ACCOUNT, ERRLOG, or MAINLOG entry
(refer to Dayfile Descriptions earlier in this section for the last four entries).

The format is:

REMOVE=est,, est,, ..., est,.

Parameter Description

est; EST ordinal of mass storage device that is to be removable; from 5 to 777.

One or more ordinals may be specified with one REMOVE entry. Ranges of
ordinals can be specified.
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SHARE — Shared Device Entry

This entry identifies the rotating mass storage devices to be shared through a link device
(ECS, ESM, or STORNET) by from two to four mainframes in a multimainframe complex.
The tables necessary for the management of these devices (MST, TRT, MRT, and DAT) are
maintained on the link device. The presence of the SHARE entry implies a multimainframe
complex; shared status will be set for the link device. If the link device is the only device to
be shared, it must be specified in the SHARE entry. If the SHARE entry is specified, the
ISHARE entry must be omitted. Refer to PRESET — Preset the Link Device Entry later in
this section.

Following is a list of the equipment types that can be shared.

Equipment Type

ECS without DDP or DE

ESM without LSP

ECS with DDP or DP

ESM with low-speed port (LSP) or

STORNET

844-21 DI/DK

844-41/44 DJ/DL

885-11/12 DM/DQ

CDSS II Disk Subsystem DR

5830 Disk Array Subsystem EA-EW
The format of SHARE is:

SHARE=est:1, est2 oo ey estn.

Parameter Description

est; EST ordinal of the mass storage device being shared; from 5 to 7774 (EST
ordinal 5 is reserved for the link device). Ranges of ordinals can be
specified.

Refer to section 13, Multimainframe Operations, for suggestions on shared device
configurations.

3-90 NOS Version 2 Analysis Handbook 60459300 Y




EQPDECK

MAXSHARE — Maximum Shared Device Entry

This entry defines the maximum number of shared devices in a linked multimainframe
complex. This number is needed to determine the size of the tables to be allocated in
extended memory when a PRESET is performed.

The MAXSHARE entry is only required if some shared devices are not configured in the
EQPDECK for all the mainframes in the complex. If this entry is not specified, the default is
the number of shared devices configured on this mainframe, as specified by the SHARE entry.

The format for the MAXSHARE entry is the following:

MAXSHARE=n, b.

Parameter Description

n The total number of devices to be shared by any of the mainframes in the
complex.
b The total number of buffered devices to be shared by any of the

mainframes in the complex. This parameter is optional.
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ISHARE — Independent Shared Device Entry

This entry identifies the rotating mass storage devices that are to be independently shared .
by from 2 to 16 mainframes in a multimainframe complex. The tables necessary for the

management of these devices (MST, TRT, MRT, and DIT) are maintained on the shared

device. You cannot designate ECS or ESM in an ISHARE entry. When the ISHARE entry is

specified, the SHARE entry must be omitted. Refer to PRESET — Preset the Independent

Shared Device Entry later in this section.

Listed are the equipment types that can be independent shared devices.

Equipment Type

834 DD
836 DG
844-21 DI/DK

844-41/44 DJ/DL
885-11/12 DM/DQ
CDSS 11 DR

The ISHARE entry format is:

ISHARE=est,,est,, ..., est,

Parameter Description

est; EST ordinal of the mass storage device being shared; from 5 to 777.
Ranges of ordinals can be specified, as described under Specifying Ranges
of EST Ordinals earlier in this section.

Refer to section 13, Multimainframe Operations, for suggestions on shared device
configurations.

3-92 NOS Version 2 Analysis Handbook 60459300 Y



LBC — Load Buffer Controllers Entry

EQPDECK

This entry identifies the type of controlware to be installed on the specified disk channels.
Depending on the specified parameters, this entry can identify the channels as having

half-track or full-track controlware but not install the controlware.

Unless you specify the LBC entry, the system examines the mnemonics of the device in the
EQPDECK entry and causes the default version of controlware to be installed as follows:

Device Type Controlware Version Number
DB18 MAT722
DC19 MA464
DD20 MA462
DG18 MA462
DI MAT710
DJ MA710
DK MA401
DL MA401
DM MAT721
DQ MAT721

Use the LBC entry to override these defaults. The LBC entry format is:

LBC, type,Cq,Cp,...,Cp-
Parameter Description
type Controlware to be installed; one of these values.

type Description

CC
CN

FM
FT

Install 7165 controller with full-track (MA464) controlware.
Identify channel(s) as having full-track 7165 controller, but do

not install the controlware.

Install controller with full-track (MA721) controlware.
Install controller with full-track (MA401) controlware.

18. Not applicable for CYBER 180-class machines.

19. Applicable for CYBER 180-class machines except models 810, 815, 825, and 830.

20. Applicable for models 810, 815, 825, and 830 only.
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Parameter Description

type (Continued)

type Description
HT Install controller with half-track (MA710) controlware.

ID Install 7255-1 adapter with full-track (MA462) controlware.
M8 Install 7990 controller with MB466 controlware.
NC Null controlware; used to clear an erroneous LBC entry and

restore the default controlware setting.
NF Identify channel(s) as having full-track controller, but do not
install the controlware.

NH Identify channel(s) as having half-track controller, but do not
install the controlware.

NI Identify channel(s) as having full-track 7255-1 adapter, but do
not install controlware.

NM Identify channel(s) as having full-track 7155-1 controller, but do
not install the controlware.

NN Identify channel(s) as having NADs, but do not install the

controlware.

NP Identify channel(s) as having 7155-401 controller, but do not
install the controlware.

NX Identify channel(s) as having 5870 printer, but do not install the
controlware.

N8 Identify channel(s) as having 7990 controller, but do not install
the controlware.

PH Install 7155-401 controller with MA722 controlware.

SD Suppress default controlware; used to suppress controlware

loading for CDSS units defined as DQ devices.

c Disk channels; type determines if controlware is installed on these
channels.
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The controlware version number that can be loaded into the adapter or controller types is:

Adapter

Controller Controlware Version Number
7054 MAT710

7152 MAT710, MA401

7154 MA710, MA401

7155-1 MA721

7155-401 MA722

7165 MA464

7255-1 MA462

7990 MB466

XM — Declare Extended Memory Space for Buffers or User Access

The XM entry reserves space for I/O buffers and causes initialization of tables for user access
to extended memory.

NOTE

Except on models 865 and 875, the assignment of user access to extended memory forces jobs
using user access to use CPU 0. This prevents CPUMTR from being locked out during large
block transfers to or from extended memory on dual-CPU mainframes.

The XM entry is required if the system contains user-accessible extended memory or buffered
devices. If UEM is to be used only for user-accessible extended memory, you do not need to
specify an extended memory EST entry in the EQPDECK. To access UEM, it must be
enabled (refer to the USER EXTENDED MEMORY IPRDECK entry later in this section).
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The XM entry format is:

XM=id, iob, uec, EM.

Parameter

Description

id

iob

uec

EM

Identifier of the mainframe that will access the reserved extended memory
space; id is required.

If an XM entry refers to shared extended memory (ECS or ESM as a link
device), the XM entry must be present in the EQPDECKSs of all linked
mainframes. If an XM entry refers to nonshared extended memory (UEM),
the XM entry must be present only in the EQPDECK for its own
mainframe. '

Number of words/1000g reserved for buffers for DB, DC, DF, DH, DN, DV,
or DW devices; from 40g to 37770g. This value is limited by the amount of
memory available; either physically present or logically available (allocated
in the CMRDECK and EQPDECK entries). The optimum number of words
to reserve is the amount left after the alternate system library and
user-accessible extended memory are taken into account. If no buffered
devices are defined, enter 0.

Number of words/1000g of extended memory to reserve for user access;
maximum value is 77740g. This value is limited by the amount of memory
available; either physically present or logically available (allocated in the
CMRDECK and EQPDECK entries).

For models 865 and 875 and CYBER 180-class machines, user-accessible
extended memory can be allocated in UEM without allocating UEM as an
equipment. If you want only user-accessible extended memory in UEM,
clear or do not specify an extended memory EST entry in the EQPDECK
and enter XM with the uec size and the EM keyword.

For models 865 and 875, if you specify EM, user-accessible extended
memory is allocated in UEM regardless of the presence of ECS or ESM; if
you omit EM, user-accessible extended memory is allocated in the device
defined in the extended memory EST entry.

UEMIN — UEM Equipment Initialization

The UEMIN entry enables full initialization for UEM equipment during a level 0 deadstart.
It is equivalent to an INITIALIZE AL est entry. The UEMIN entry can be included as part
of the EQPDECK on the deadstart file or it can be entered ffom the system console at
deadstart time. If the UEMIN entry is being used, the EQ entry for the DE equipment is
required. If you enter UEMIN when it’s already set, it disables the automatic initialization
of UEM. The UEMIN format is:

UEMIN.
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ACCESS — Set Access Level Limits

The ACCESS entry allows you to specify equipment access level limits for mass storage,
magnetic tape, two-port multiplexer, stimulator multiplexer, and unit record type equipment.
This entry is invalid for other types of equipment. This entry determines the upper and
lower limits for the range of access levels of the data allowed to be read from or written to
the equipment. The default equipment access level limits are zero; no secure data can be
read from or written on the equipment. Values for this entry should be supplied by a site
security administrator.

If you want the equipment access level limits specified by this entry to become the device
access level limits for mass storage equipment, that equipment must be initialized. Refer to
the NOS Version 2 Security Administrator’s Handbook for more information about
equipment access and device access level limits.

This entry is ignored if the system is running in unsecured mode.
The format of the ACCESS entry is:

ACCESS, lower, upper, ordlist.

Parameter Description

lower Access level name specified in deck COMSMLS (refer to the NOS Version 2
Installation Handbook) corresponding to the desired lower limit.

upper Access level name specified in deck COMSMLS corresponding to the
desired upper limit.
ordlist One or more EST ordinals, separated by commas, or a range of ordinals as

described in Specifying Ranges of EST Ordinals earlier in this section.
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THRESHOLD — Set Disk Thresholds

The THRESHOLD entry enables you to set threshold values for the disk storage devices
specified by EST ordinals. The system uses these threshold values as limits when monitoring
disk verification failures, available disk space, and disk error processing. If a threshold value
is exceeded, the system performs a corrective action, such as notifying the operator or
restricting activity on the affected disk. The format of the THRESHOLD entry is:

THRESHOLD, type=value, ordlist.

Parameter Description

type You can specify one of the following threshold typeé. Refer to the DSD
THRESHOLD command in section 5 for additional information.

type Description

VF Verification failure threshold (default).
RA Restricted activity threshold.
LS Low space threshold.
RE Recovered error threshold.
UE Unrecovered error threshold.
value The threshold value can range from 0 to 3777g. If the value parameter is

omitted, the following default values are used.

type value

VF 0
RA 1/8 of the number of tracks on the device.
LS 1/16 of the number of tracks on the device.
RE 50g
UE 0
ordlist Enter one or more EST ordinals, separated by commas, or a range of
ordinals as described in Specifying Ranges of EST Ordinals earlier in this
section.
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EQPDECK Entries Made Only During Deadstart

The following entries are valid only from the system console at deadstart time. They cannot
be included as part of the EQPDECK on the deadstart file.

AUTOLOAD — Toggle Autoloading

The AUTOLOAD entry toggles the selection of buffer controller autoloading for all
7054/7154/7152/7155/7165 controllers and the 7255 adapter. The AUTOLOAD format is:

AUTOLOAD.

GRENADE — Clear Unit Reservations

The GRENADE entry causes unit reservations to be cleared on all 844 units physically
connected to each 7054/7154/7152/7155 controller and any 834 or 836 units connected to a
7255 adapter. The GRENADE format is:

GRENADE.

INITIALIZE — Initialization Entry

To use a mass storage device that is defined with an EQ entry, it must have a label. A label
is written on a device when you initialize it by using either the INITIALIZE command,
during system operation, or the INITIALIZE entry in the EQPDECK, when it is displayed at
the system console at deadstart time.

A mass storage device’s label is contained on a logical track (usually track 0). It contains
information about the allocation and characteristics of a device (and its units, if there is
more than one unit on a device). This information is in the form of a label sector for the first
unit, a TRT for the device, and a label sector for each unit.

Initialization does not automatically occur at each deadstart because mass storage device
labels are recovered during all deadstarts. Therefore, initialize a device only in the following
situations.

¢ To add a new mass storage device (no label exists on the device) use the INITIALIZE
entry.

¢ If parts of the label on a permanent file device have been destroyed by maintenance
operations (permanent files having been dumped to another device before diagnostics
were run), use the INITIALIZE entry during deadstart to write a new label. Then reload
the permanent files.

¢ If a device (usually a private auxiliary, public auxiliary, or alternate permanent file
family device) is added to a system during operation, use the DSD INITIALIZE command
to initialize it if it does not have a valid label on it when it is added to the system.

¢  When an extended memory device is initially placed in maintenance mode, all
mainframes using extended memory must initialize it (the maintenance mode parameter
is described under EQ — Extended Memory EST Entry earlier in this section). You must
also enter the PRESET entry for multimainframe operation.
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During a deadstart, the INITIALIZE entry has the following characteristics.

¢ During a level 0 deadstart, it can be entered at the system console only when the
EQPDECK is displayed. It can be entered anywhere after the EQ entry for the device.

If it is placed in the deadstart file EQPDECK, the system issues the error message
INCORRECT ENTRY when the EQPDECK is read from the tape.

¢ A total initialization (op=AL) assumes that no valuable information exists on the device
and creates a new label. When the new label is created, all previously existing
information on the device, except CTI, CDA, HIVS, and MSL, is lost.

¢ If the EQ status for the device is OFF when INITIALIZE is entered, initialization of the
device occurs whenever the device is set to ON status by the operator with the DSD ON
command during normal system operation.

e If the device is not a master device, INITIALIZE (op=AL) only writes a label; if it is a
master device, then it also initializes the catalog track and writes EOls at the beginning
of the permit track, the indirect access track (data chain), and each catalog track.

¢ During a deadstart initialization (op=AL), all law reservations specified for a device are
lost and must be reentered, except for 844 type devices with factory-formatted disk packs.

¢ During an initialize format pack (op=FP) for an 895 disk, NOS only formats those
cylinders it plans to use in large record format. NOS does not format the disk cylinders
occupied by CIP.

¢ During an initialize format pack (OP=FP) for a 583x device, the system first checks the
current format of the device. If the device is formatted correctly, the system reformats
the device only if FORCED FORMATTING is enabled. FORCED FORMATTING is
enabled by default. To disable FORCED FORMATTING, enter the DISABLE, FORCED
FORMATTING command either in the IPRDECK or from DSD.

NOTE

If a disk deadstart is in progress, the deadstart disk cannot be initialized. An attempt to
initialize it will result in the system issuing the error message INCORRECT ENTRY.

The format of INITIALIZE is:

INITIALIZE, op, esty,est,, ..., esty

Parameter Description

op Level of initialization; one of these values:

op Description
AF Initialize account dayfile.
AL Total initialization. For an 895 disk, the AL parameter is

equivalent to the FP parameter if an initial install of CIP was
done or if CIP was released.
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Parameter Description

op (Continued)

op Description
DF Initialize system dayfile.
EF Initialize error log.

FP Initialize format pack (an automatic selection of Al also occurs).
This option applies to 844, 895, and 583x disks only.
MF Initialize binary maintenance log.

PF Initialize permanent files.
QF Initialize queued files.

est; EST ordinal of mass storage device to be initialized; from 5 to 777g.

If the ordinal refers to a family permanent file device, then family name,
device number, and mask (if it is a master device) are specified on the PF
entry.

If it is an auxiliary device, the pack name is specified on the PF entry.

Total initialization (op=AL or FP) is the only initialization that is independent of the content
of the pack, if the initialization occurs during deadstart. If the initialization is done while
the system is running, it is applied to the device after the check mass storage (CMS) routine
has recovered it. If CMS cannot recover the device, the initialization is similar to a deadstart
initialization (that is, all information on the device is lost).

The device number, family name, and device masks can only be changed during a total
initialization. Since all devices may contain permanent files, you should include a PF entry
for a device when performing a total initialization. If you do not, the device is assigned a
default family name, device number, and device masks. It is possible that these parameters
may conflict with other devices in the system. If a conflict occurs, resolve it by using PF
entries.

If you initialize a nonremovable device without a PF entry, the device mask and secondary
mask default to 377g for the smallest EST ordinal larger than 5. For all other equipment,
including equipment 5, the default masks are set to 0 (zero). The default family name is
SYSTid (where id is the machine identifier). The default device numbers begin at 1 and
increase by 1 (starting with EST ordinal 5) for each device that you initialize without a PF
entry.

The INITIALIZE entry operates in conjunction with the dayfile entries DAYFILE,
ACCOUNT, ERRLOG, and MAINLOG (refer to Dayfile Descriptions earlier in this section) to
determine where the dayfiles actually reside. The following examples illustrate the various
cases. Assume that the system has three mass storage devices (EST ordinals 6, 7, and 10).
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Example 1:
For this example, no dayfile entries are made and no previous dayfiles exist.

The following EQPDECK entry is made.

INITIALIZE,AL,6,7,10.
All dayfiles reside on ordinal 6.
Example 2:

In this example dayfile entries are made, but no previous dayfiles exist.
The following EQPDECK entries are made.

DAYFILE=6,200.
ACCOUNT=7,200.
ERRLOG=10.
MAINLOG=10,200.
INITIALIZE,AL,6,7,10.

In this case, the dayfiles reside on the indicated devices (system dayfile on ordinal 6, account
dayfile on ordinal 7, error log and binary maintenance log on ordinal 10). The default buffer
length is used for the error log buffer.

Example 3:
In this example, dayfile entries are made and previous dayfiles do exist.
Assume that the EQPDECK entries in example 2 are used.

Since a total initialization has been done on each device, no dayfiles are recovered. They
reside on the indicated devices.

Example 4:

In this example, dayfile entries are made, previous dayfiles exist, but no dayfile initialization
entries are made.

The following EQPDECK entries are made.

DAYFILE=6.
ACCOUNT=7.
ERRLOG=10.
INITIALIZE, PF, 6.

The dayfiles may already reside on the specified devices, or they may reside on some
combination of the possible devices. In either case, since no dayfile initialization entries are
made, the old dayfiles are recovered. The residence of these dayfiles is governed by the
residence of the old dayfiles. The PF initialization entry returns all permanent file space and
relabels the device based on the recovered device parameters. The dayfiles and queued files
on this device are not affected by this entry.
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Example 5:

In this example, dayfile entries are made, previous dayfiles exist, no dayfile initialization
entries are made, and duplicate dayfiles are in existence.

Assume that the EQPDECK entries in example 4 are used.

For the dayfiles that do not have duplicates, the residence is defined by the current residence
of the files, not the EQPDECK entries. But assume that an error log is recovered from
ordinals 6 and 10. In this case, the most recent file becomes the active error log. Its previous
residence overrides the EQPDECK entry. The other file becomes an inactive error log (an
entry exists in the mass storage table of the device pointing to the inactive file, but the file is
not in use by the system).

To produce an inactive error log, the site must run in the following manner.

1. Assume an 844 disk subsystem with two or more spindles is being used. Run with unit 1
equated to EQ6 and unit 0 unused.

2. Redeadstart, equate unit 0 to EQ6, and do not use unit 1.
3. Redeadstart, equate unit 0 to EQ6, and unit 1 to EQ7.

Since unit 0 has the most recent copy of the error log, this copy would become an active error
log and the copy on unit 1 would become an inactive error log.

Example 6:

In this example, dayfile entries are made, the previous dayfiles from example 2 exist, and
initialization entries are made.

The following EQPDECK entries are made.

DAYFILE=7.
ACCOUNT=7.
ERRLOG=10,300.
MAINLOG=10.
INITIALIZE,DF, 6.
INITIALIZE, QF, 6.

In this case, the account dayfile is recovered and continued on ordinal 7. The binary
maintenance log is recovered and continued on ordinal 10 with a CM buffer length of 100.
The error log is recovered and continued on ordinal 10 with a CM buffer of 3005 words. The
system dayfile space on ordinal 6 (from example 2) is released and the new system dayfile
starts on ordinal 7. The QF initialization entry releases all space reserved by queued files on
ordinal 6.

The CM buffer length is not affected by dayfile recovery. It is always specified by the values
defined in the EQPDECK entries. If no buffer length entries exist, the system default values
are used.
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PRESET — Preset the Link Device Entry

This entry defines allocation space and initializes the tables (MST, TRT, MRT, BAT, BRT,
and BDT) on the link device that are required for management of shared multimainframe
mass storage devices. The entry is valid only for level 0 deadstarts by the first mainframe in
the multimainframe complex to deadstart.

Once PRESET is issued, the SHARE entry is disabled. Therefore, all SHARE entries must
precede the PRESET entry. The PRESET entry has the format:

PRESET.

PRESET — Preset the Independent Shared Device Entry

This entry presets the independent shared devices in a multimainframe complex. The MST,
TRT, MRT, and DIT are maintained on the mass storage device itself and are not affected by
the PRESET entry. This entry is used in conjunction with the ISHARE entry. It is valid
only on a level 0 deadstart by the first mainframe in the multimainframe complex to
deadstart. All ISHARE entries must precede the PRESET entry.

The format is:

PRESET=estq, est,, ..., esty.

Parameter Description

est; EST ordinal of the ISHARE device; from 5 to 777g. Ranges of ordinals can
be specified, as described under Specifying Ranges of EST Ordinals earlier
in this section.

Refer to section 13, Multimainframe Operations, for suggestions on shared device
configurations.

WARNING

If a PRESET is entered for a device that is already in use by a second machine in a
multimainframe complex, system failures may occur on both machines, and data on the
device may be destroyed.

If a PRESET is entered for a device while a second machine in a multimainframe complex is
down, and if that second machine later attempts to perform a level 3 deadstart and use that
device, system failures may occur on both machines, and data on the device may be destroyed.

RESET — Reset Device Attributes

The RESET entry rescinds all device-related attributes resulting from entries such as
REMOVE, SYSTEM, MSAL, and so on. It restores the values specified with the last EQest
entry encountered. The format is:

RESET=estq,est,, ..., est,.

Ranges of ordinals are not allowed; each ordinal must be entered individually.
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The auxiliary mass storage parameter deck (APRDECK) is a text record on the deadstart file
that is processed during system initialization. APRDECK entries identify areas of mass
storage that are unusable (flawed areas) and prevent the system from accessing them. The
system uses the information in the APRDECK entries to build the TRT for each device that
resides in CMR and also in the mass storage device label.

You can place up to 64 APRDECKSs on the deadstart file. Placing several APRDECKSs on the
same deadstart file allows you to use the same file to deadstart several configurations.
APRDECK Format

The first line in an APRDECK is the deck name. The format of the APRDECK name is:

APRDNn

Parameter Description
nn Number identifying the APRDECK; from 00 to 77.

An APRDECK must have a name and may have flaw entries. The first APRDECK must
contain the deck name APRD00 and nothing else. Subsequent APRDECKs must be
numbered consecutively and can contain flaw entries.

The released version of the APRDECK contains no entries. You can enter flaws at three
different times:

¢ During deadstart, after entering all EQPDECK modifications.
¢  During system operation, using the FLAW entry (refer to section 8, K-Display Utilities).
¢ During the configuration of a deadstart file.

If during deadstart you initialize a device and then enter NEXT, the system displays both
the parameters on the device’s EST entry and the APRDECK referenced by the EST entry.
You can then change the flaws for the device. If the first APRDECK is referenced by the EST
entry, the system displays the parameters on the device’s EST entry and the APRDECK
name, APRD00. You can then enter flaws for the device. These changes to the APRDECKs
remain in effect until the next deadstart.

For example, in a EQPDECK, the EST entry for an 844-21 disk is:
EQ07=DI, ST=ON, EQ=0,CH=31/33,AP=5,UN=2.

After you initialize equipment 07 and enter NEXT, the following display appears.

EQ TYPE ST EQ UNITS CHANNELS
07 DI-1 ON 0 02 31 33
APRDO5

SLF=4173.

SLF=7062.
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The APRDECK entries described in this section are those to be used for entering flaws
during deadstart or during the configuration of the deadstart file. Use the entries as follows.

¢  Use the CAF entry to clear all flaw reservations on a device.

e Use the SPF entry to specify the physical address of a flaw in extended memory. (If a
reservation for that physical address already exists, it remains in effect.)

¢ Use the SPF entry to specify the cylinder, track, and sector of a flaw in a disk. (If a
reservation for that physical area already exists, it remains in effect.)

¢  Use the CPF entry to cancel a particular SPF entry.

¢  Use the SLF entry to specify the logical address of a flaw. (If a reservation for that
logical address already exists, it remains in effect.)

e Use the CLF entry to cancel an SLF entry.

NOTE

All numeric values entered in the APRDECK must be entered in octal.

Either obtain flaw addresses from a customer engineer, or run the MST (mass storage test)
on the device to determine the bad areas. MST specifies the physical address of flaws.

The system reads the flaw information recorded on the utility flaw map of an 881/883/885
disk pack during the initialization of 844/885 equipment and reserves the appropriate areas.
For multiunit devices, the flaw reservation is the union of all utility flaw maps. This
automatic flawing process occurs in addition to any APRDECK entries. However, you cannot
clear areas recorded as flawed on the utility flaw map of an 881/883/885 disk pack with the
CAF entry. Refer to appendix G for information on clearing these flaws.

You can list all APRDECKSs on the deadstart file by accessing the system file SYSTEM with
an ASSIGN or COMMON command, then using the T parameter on the CATALOG
command. Refer to the NOS Version 2 Reference Set, Volume 3 for more information.

CAF — Clear All Flaw Reservations

The CAF entry clears all flaw reservations previously made with SLF or SPF entries. The
format is:

CAF.

SLF — Set Logical Flaws on Any Mass Storage Device

Use this entry to specify the logical address of a flaw. If the track was previously reserved,
that reservation remains in effect. The format is:

SLF=track.

Parameter Description

track Logical track number. Refer to table 3-6 for valid ranges of track numbers.
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CLF — Clear Logical Flaws on Any Mass Storage Device

To cancel a reservation made with an SLF entry, enter the identical track number using the
CLF entry. The format is:

CLF=track.

Parameter Description

track Logical track number. Refer to table 3-6 for valid ranges of track numbers.

SPF — Set Physical Extended Memory Track or Disk Area Flaws

Two formats exist for the SPF entry. One format prevents the system from using blocks
(tracks) of extended memory. The other format prevents the system from using sectors on
disks.

Use the following SPF format to prevent the system from using blocks (tracks) of extended
memory.

SPF=Aaddress.
or

SPF=Aaddress;-Aaddress,.

Parameter Description

Aaddress The 1- to 7-digit octal logical address in a track of extended memory; track
containing the absolute address is reserved. The letter A must precede the
address.

Aaddress, Lowest (Aaddress;) and highest (Aaddress,) addresses in a range of logical
Aaddress, addresses in one or more tracks of extended memory. All tracks in the
range are reserved. The letter A must precede the addresses; the hyphen is
required.
Use the following SPF format to prevent the system from using sectors on disks.

SPF=Ccylinder, Ttrack, Ssector.

Refer to table 3-6 for the number of cylinders, tracks, and sectors for each device.

Parameter Description

Ceylinder Cylinder number; the letter C must precede the number.
Ttrack Track number; the letter T must precede the number.
Ssector Sector number; the letter S must precede the number.
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CPF — Clear Physical Extended Memory Track or Disk Area Flaws

To cancel a reservation made with an SPF entry, enter the identical information with a CPF ‘
entry. The format is the same as for the SPF entries.

Table 3-6. Information for Setting or Clearing Flaw Areas

Logical

Device Track Cylinders/ Tracks/ Sectors/
Device Type Rangel Device! Cylinder! Track!
819, single density DV 4000-5465 633 12 24
819, double density DW 4000-7153 1466 12 24
834 DD 4000-7135 1457 12 40
836 DG 4000-6565 1273 30 57
844-21, half track DI 4000-7137 630 22 30
844-21, full track DK 4000-7137 630 23 30
844-41/44, half track DJ 4000-7147 1464 23 30
844-41/44, full track DL 4000-7147 1464 23 30
885-11/12, half track DM 4000-7221 1511 50 40
885-11/12, full track DQ 4000-7221 1511 50 40
CDSS II DR 4000-7776 = 6000 50 40
885-42 DB 4000-7221 1511 12 40
887, 4K sector DF 4000-7343 1562 4 46
887, 16K sector DH 4000-7343 1562 4 13
895 DC 4000-7351 1565 17 3
9853 DN 4000-7726 2601 23 25
Extended memory DE/DP  4000-7620
5832, 1X SSD EA 4000-7745 1514 4 3
5832, 2X SSD EB 4000-7745 1514 4 6
5833, 1X Sabre EC 4000-7775 3135 7 6
5833, 1XP Sabre ED 4000-7775 3135 7 6
5833, 2X Sabre EE 4000-7761 3135 7 13
5833, 2XP Sabre EF 4000-7761 3135 7 13
5838, 1X Elite EG 4000-7750 5074 11 5
5838, 1XP Elite EH 4000-7750 5074 11 5
5838, 2X Elite EI 4000-7737 5074 11 11
5838, 2XP Elite EJ 4000-7737 5074 11 11
5838, 3XP Elite EK 4000-7727 5074 11 16
5838, 4X Elite EL 4000-7752 5074 11 22
5833, 3XP Sabre EM 4000-7747 3135 7 21
5833, 4X Sabre EN 4000-7751 3135 7 26
47444, 1X 3.5" EO 4000-7755 4362 17 15
47444, 1XP 3.5" EP 4000-7755 4362 17 15
47444, 2X 3.5" ES 4000-7754 4362 17 15
47444, 2XP 3.5" EU 4000-7754 4362 17 15
47444, 3XP 3.5" EV 4000-7764 4362 17 23
47444, 4X 3.5" EW 4000-7744 4362 17 31

1. Numbers are in octal.
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IPRDECK

The IPRDECK contains the system installation parameters that determine the system’s
operation mode. From 1 to 64 IPRDECKS can exist on a deadstart file. The IPD entry in the
CMRDECK specifies which IPRDECK to use. If you omit the IPD entry, the system uses the
first IPRDECK on the deadstart file. IPRDECKSs are named IPRDnn, where nn is from 00 to
77g.

There are two IPRDECK console displays. The initial display, IPRINST, is an instruction
display. It gives a brief description of all valid IPRDECK entries. The second display is the
current IPRDECK. If either display overflows two screens, you can page the display.

You can modify the IPRDECK by entering the appropriate changes or additions from the
console keyboard. Make these entries while either the IPRINST or IPRDECK is displayed.
Each console entry supersedes the value currently specified in the IPRDECK.

NOTE

Changes made to the IPRDECK at deadstart time will be recovered across a level 3 deadstart;
but not across a level 0, level 1, or level 2 deadstart. To make these changes permanent, you
must create a new deadstart file with these changes incorporated into the IPRDECK.

You can list all IPRDECKS on your system by accessing the system file SYSTEM with a
COMMON command, then using the T parameter on the CATALOG command. Refer to the
NOS Version 2 Reference Set, Volume 3 for more information concerning these commands.

Most of the IPRDECK entries are also valid DSD commands that can be used to make
changes during system operation. Changes to the IPRDECK using DSD commands are
retained after a level 3 deadstart, but not after a level 0, level 1, or level 2 deadstart.
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Job Control Information

The QUEUE, SERVICE, and DELAY entries in the IPRDECK relate to job control. General
information concerning job control follows.

Job Scheduling

Job scheduling is the control of jobs in the input (IN), executing (EX), and output (OT)
queues for each service class. Scheduling in the input and output queues is based on the
priority of a queue entry relative to all queue entries in the system. The priority of a queue
entry depends both upon how long the entry has been waiting in the queue and upon the
parameters specified on the QUEUE entry in the IPRDECK. The following formula shows
how the system computes the priority; all values are octal.

(ct—et)
p=———+Ip
wf
Variable Description
P Priority; LP < p < UP. LP (a parameter on the QUEUE entry) is the lowest
priority and UP is the highest priority.
wf ' Weighting factor; WF parameter on the QUEUE entry.
ct Current time in seconds.
et Time in seconds at which the job entered the queue.
Ip Lowest priority; LP parameter on the QUEUE entry.

When an input or output queue entry is created, its priority is the lowest priority (LP) for its
service class. The queue priority of the queue entry increases as time passes. The rate at
which the priority increases depends upon the weighting factor (WF). The larger the
weighting factor, the slower the priority increases. (The queue priority of an entry with a
WF of 104 increases eight times slower than an entry with a WF of 1.) The queue priority
increases either until the queue entry is selected for processing or until the queue priority
reaches the highest priority (UP). If the queue priority of an entry reaches UP, it remains at
UP until the entry is selected for processing. If the queue priority is zero, the job or file is
never selected by the job scheduler and stays in the queue until the operator either enters a
DROP command or resets the priority to a nonzero number.

Job scheduling for executing jobs determines how much execution time a job gets. The
amount of execution time depends both on the job’s scheduling priority (which is parameters
specified on the QUEUE and SERVICE entries in the IPRDECK) and on the scheduling
priorities of other jobs that may be waiting for execution.
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When a job in the input queue is selected for execution, it gets an initial priority (IP; a
parameter on the QUEUE entry) for the execution queue. Scheduling priority increases for a
job in the execution queue in the same way as in the input and output queues. After the job
is scheduled to a control point, its scheduling priority does not age; it is set to fixed values
that are changed only when specific events occur. Initially, the job’s scheduling priority is set
to the upper priority bound for its service class (the value of the UP parameter on the
QUEUE entry). The job’s scheduling priority remains at this fixed value until the job
exceeds either its control point time slice or its central memory time slice.

If the job exceeds its control point time slice {the CT parameter on the SERVICE entry), its
scheduling priority is lowered to the control point slice priority (the CP parameter on the
SERVICE entry). If the job exceeds its central memory time slice (the CM parameter on the
SERVICE entry) for the first time, its scheduling priority is lowered to the initial lower
priority (the IL parameter on the QUEUE entry); if the job exceeds its central memory time
slice for a second or subsequent time, its scheduling priority is lowered to the lower priority
bound (the LP parameter on the QUEUE entry).

Exceeding the CP or CM slice does not, by itself, force a job to roll out. A job remains at a
control point until the job scheduler determines that it needs this job’s control point and/or
memory for a job with a higher priority. If a job rolls out, either to mass storage or to a
pseudo-control point, its scheduling priority starts at the current value and begins to age
upward (in the same fashion as input and output queue files). When the job scheduler again
selects this job to run at a control point, its scheduling priority is again set to UP.

For interactive jobs, there is an additional execution queue priority, TP (a parameter on the
SERVICE entry). It is assigned to the execution queue entry of a job restarting after
terminal I/0. The value of TP aids response time to program prompts. Also, for interactive
jobs, the initial priority (IP) has an added significance. In addition to being the priority at
which jobs are scheduled from the input queue to the execution queue, IP is the priority
assigned when a terminal command is entered. Using separate TP and IP parameters allows
the system to give faster responses to users interacting with a job. To achieve this, a value
for the TP parameter slightly greater than the value for the IP parameter is recommended
(refer to tables 3-7 and 3-8 and figure 3-6).

The relative values of the QUEUE and SERVICE parameters, both among service classes
and within a service class, affect system performance. For an example of ranges of service
class priorities, refer to figure 3-6. For an example set of specific entries for the QUEUE and
SERVICE parameters, refer to tables 3-7 and 3-8.
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Control Points

A job leaves a central memory control point when any of the following conditions are present:

A job completes, aborts, or is suspended.

A system request causes a job to be rolled out to wait for a resource to become available
or for a specified time period to elapse.

Such system requests include a job request for a tape or disk pack, a ROLLOUT
command, and execution of the ROLLOUT macro.

Terminal input/output is required.

A job leaves central memory when the following conditions occur:
—  The system requests terminal input and typeahead input is not available.
—  You request terminal output and the recall parameter is specified on the request.

~  You issue a RECALL macro after a request for terminal output that omitted the
recall parameter.

The control point is made available for a higher priority job.

This ensures reasonable service to all users in the system. The operating system
controls the amount of time each type of job can be at a control point. This ensures that
one job does not monopolize system resources.

When a job is rolled out, the priority increases as time passes, giving that job a better
chance to be selected for execution again. When the job is selected and rolled in, its
priority is changed to the value of the UP parameter on the QUEUE entry, and the job
scheduling priority cycle begins again. This description on job rollout applies to local
batch, remote batch, and interactive jobs that are not doing interactive I/O. For
interactive jobs that do terminal I/O within a time slice, scheduling priority is slightly
different. When I/O is complete and input, for example, is available, the system assigns
the rolled-out job the terminal I/O scheduling priority (TP parameter on the SERVICE
entry). The TP parameter can be used to give the job a priority equal to the priority of
jobs still within their initial time slice, an advantage over jobs in a second time slice,
and a larger advantage over jobs in a third or higher time slice.

If a job at a control point exceeds the central memory time slice and it is not a
subsystem, the scheduling priority is set to the initial lower or lower bound priority (the
IL or LP parameter on the QUEUE entry) for its service class. Thus, any job in the
queue with a higher priority forces the executing job with the lower priority to be rolled
out. The rolled-out job ages normally until its priority is higher than the priorities of
either the jobs in the input queue or a job that is executing; then it is again scheduled to
a control point.

Once a job is scheduled, it is desirable to use the resources allocated before another job
forces it out. If a job maintained its scheduling priority when it was assigned to a
control point, another job could age past that job and force it to be rolled out before it
had an opportunity to use its time slice. For this reason, when a job is assigned to a
control point and its priority is within the queue aging range, it is given a priority equal
to the highest priority (the UP parameter in the QUEUE entry) for its service class.

8-112 NOS Version 2 Analysis Handbook 60459300 Y




Pseudo-control Points

If pseudo-control points are defined, a job that is forced out of a control point may remain in
central memory at a pseudo-control point, rather than being rolled out to a mass storage
device.

¢ If the job is preempted by a higher priority job, the scheduling priority stays the same.

e If the job’s control-point time slice has expired, the scheduling priority drops to the
control-point slice priority.

Jobs with the following characteristics are excluded from using pseudo-control points:

¢ Connection to a system control point.
¢  Accumulator overflow flags set.
e Assigned to the first control point or the last control point.

e Error flag set.

Number of Control Points and Pseudo-control Points Available

Selecting the number of control points available on the system depends on the amount of
memory space available, the job mix, and the mode in which the system is being run. Up to
345 control points can be defined. Each control point needs 200g words of CMR space. For
example, if an installation is running only TAF, then four or five control points may suffice.
On the other hand, if the system is running a large number of interactive terminals with
heavy permanent file activity, 20 or more control points may be needed. You may need to
study memory and control point use in order to correctly determine the setting of this option.
The DSD W,R display and/or the ACPD and PROBE utilities may be useful in making this
determination.

¢ If memory use is high and control point use is low, select fewer control points.
e If control point use is high and memory use is low, select more control points.

Selecting the number of pseudo-control points depends on the same variables that are used
to determine the number of control points. Up to 345 pseudo-control points can be defined.
The pseudo-control points provide more effective use of central memory in environments
where an insufficient number of control points create a system bottleneck. Like a control
point, each pseudo-control point needs 2005 words of CMR space.

¢ If memory use is high and control point use is lower, do not select any pseudo-control
points.

e If control point use is high and memory use is low, select pseudo-control points.
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CPU Scheduling

Job scheduling can be managed by controlling access to memory (by rollin and rollout) and .
control points (by moving jobs between control points and pseudo-control points). It is also

possible to directly control the allocation of CPU time to jobs by specification of service class

CPU scheduling parameters. This method may become necessary when many jobs can fit

into memory simultaneously (jobs may not roll out when their central memory slice expires)

or when there are enough control points for all contending jobs (jobs may not move to

pseudo-control points when their control point slice expires).

The system maintains a CPU wait queue of all jobs that are ready to run, sorted in
descending order by CPU priority. Whenever the job currently executing in a CPU must give
up the CPU for some reason, the first job on the queue that can use the CPU is selected for
execution. Reasons for giving up the CPU include:

¢  Going into recall status to wait for I/O to complete.
e  Preemption by a higher priority job.
¢ Expiration of the jobs’ CPU slice.

The CPU slice is the method of distributing CPU service among jobs at the same CPU
priority. A CPU slice is a time value expressed in milliseconds. When a job has completed its
CPU slice, it is inserted into the CPU wait queue behind jobs with the same CPU priority
that have time remaining in their CPU slices. When all jobs with the same CPU priority have
completed their CPU slices, jobs with completed CPU slices are again selected for execution.

The CPU slice does not have to be a continuous span of time. For example, if a job is giving

up the CPU frequently to wait for I/O, the job’s CPU slice is typically interleaved with that

of other jobs. Jobs performing I/O will be given preference in obtaining the CPU under these .
circumstances:

¢ If a job gives up the CPU to wait for I/O, that job is recalled when the I/O is complete.

¢ A job that has been recalled and has not completed its CPU slice is inserted into the
CPU wait queue before those jobs at the same CPU priority that have not been recalled.

¢ A job that has been recalled and has completed its CPU slice is inserted into the CPU
wait queue behind those jobs at the same CPU priority that have not completed their
CPU slice. However, such a job is inserted into the wait queue before jobs at the same
CPU priority that have completed their CPU slice but have not been recalled.

The US (unextended CPU slice) SERVICE parameter allows specification of different CPU
slice values by service class. If there is an intensive CPU-bound job mix, jobs in service
classes with longer CPU slices receive proportionately more CPU service than jobs of the
same priority in service classes with shorter CPU slices.

The SE (CPU slice extension) SERVICE parameter defines an additional maximum amount
of time that may be added, if needed, to the CPU slice of jobs performing I/O and using
significant amounts of CPU time. This parameter improves the I/O transfer rate that the job
achieves and may improve overall system throughput. However, this improvement is at the
expense of a more exactly proportional allocation of CPU service to CPU intensive jobs.
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The RS (recall CPU slice) SERVICE parameter defines the minimum guaranteed amount of
time that a recalled job keeps the CPU before it can be preempted by another recalled job at
the same CPU priority. This parameter is not involved in determining the amount of CPU
time allocated to a job and normally should be set to the same value for all service classes.
However, under unusual circumstances in which the I/O behavior of jobs in a service class is
consistent and well understood, it may be possible to optimize their performance with a
nonstandard RS value.

Memory Control

You can control the maximum memory allowed for job types and for service classes with the
parameters you specify on the SERVICE and DELAY entries in the IPRDECK.

These parameters specify these lengths:

¢ Maximum field length divided by 1004 for a job in a service class.
¢ Maximum field length divided by 1004 for all jobs of the specified service class.
¢ Maximum extended memory length in words divided by 10004 for a job in a service class.

¢ Maximum extended memory length in words divided by 10004 for all jobs of the specified
service class.

¢ Amount of central or extended memory to leave between job field length, if possible.

Initially, the scheduler attempts to find the highest priority job that meets the memory
constraints. However, if the scheduler is unable to schedule a job and has explicitly rejected
one or more jobs because the total field length or the total extended memory field length for
a service class would be exceeded, it attempts to schedule a job a second time if flexible
partitions are enabled (refer to FLEXIBLE PARTITIONS in this section). During this second
attempt, any job that requires other jobs to be rolled out is not scheduled; otherwise, the
constraints (service class total field length and total extended memory field length) are
ignored, and the job is scheduled at the lower bound priority, LP (a parameter on the
QUEUE entry). This means that the constraints are applied as long as there are enough jobs
of each service class. However, if central memory is unused and no other jobs are available,
the scheduler attempts to schedule the jobs without the constraints.

All of these parameters can be changed by using the SERVICE, QUEUE, and DELAY
entries.
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Example of Job Control Parameters

An example set of entries for the job control parameters is shown in tables 3-7 and 3-8.
These entries fall within the example of ranges of service class priorities shown in figure 3-7.
Neither the specific entries nor the ranges are recommended; they are strictly examples to
aid you in selecting QUEUE and SERVICE entry parameters.

The following discussion indicates the significance of the values chosen and how they relate
to each other.

The entry (lowest) priority (LP parameter in the QUEUE entry) of the system service class
input queue is higher than all entry priorities, except the network supervision and
subsystem entry priorities, because it is assumed that an operator-initiated job should
receive prompt attention. A system job rolls out any batch job. The entry priority (LP) of the
network supervision service class input queue is set high to ensure adequate response time
from network programs and facilities such as CS, NS, and NVF.

The queue priorities for local batch, remote batch, and detached jobs are similar. The time
slice for detached jobs is shorter than for the local batch and remote batch jobs. The
assumption is that detached jobs need less CPU time than either local batch or remote batch
jobs.

The queue priorities are explained under Job Scheduling earlier in this section.
The time slices for the various service classes reflect the following objectives:

e To keep system jobs with their high entry priority from monopolizing system resources.

e To keep at a minimum rollout activity caused by diagnostics running as maintenance
service class jobs.

¢ To allow most interactive jobs to compile, load, and begin execution in one time slice.

¢ To give batch jobs a large time slice, because little is gained from rolling out batch jobs.
There is no problem with the time slices for batch jobs compared to interactive jobs,
because, with the priorities shown, an interactive job generally causes a batch job to roll
out.

¢ To ensure prompt service to all interactive users, without employing an excessive
number of rollouts, by setting the time slices for interactive jobs low. The time slice
parameters are critical to good interactive performance. In some cases, depending on the
system load, job size, and so forth, it may be desirable to change these parameters
during operation.
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Interactive performance is sensitive to the relative values of the QUEUE and SERVICE
scheduling parameters, both within a service class and among service classes. Tables 3-7
and 3-8 show almost no overlaps of values except that local batch, remote batch, and
detached jobs could age slightly past interactive jobs if they remained rolled out for a very
long time (about 26 minutes). For the interactive service class, the range between entry
(lowest) priorities and the highest priority is wide, so that few jobs are at the highest priority
simultaneously. If many jobs reach the highest priority, their priorities are the same, and
the order in which the jobs entered the queue is lost. The job scheduler selects jobs with
equal queue priority in a random manner. The terminal I/O priority (TP) is set slightly
higher than the initial priority (IP) to reduce response time for the user interacting with a
job as compared to the user initiating a new job step. This parameter setting improves the
perceived responsiveness of the system for the interactive users.

The CPU priorities reflect the following objectives.

¢ The maintenance service class jobs are run at the lowest priority. This handles the
background CPU and memory diagnostics.

¢ Al] other jobs, except network supervision service class jobs, run at the same priority. It
is generally not desirable to run one class of jobs at a higher priority than another
because the system would roll in jobs that occupy memory without executing, until they
exceed the central memory time slice.

¢ The network supervision service class is set high to ensure adequate performance from
network programs and facilities such as CS, NS, and NVF.

The CPU slice parameters in the example are the same for all service classes. In this case,
all jobs that contend for the CPU with the same CPU priority receive equal service. An
individual job performing I/O may receive more CPU service if it has the non-zero CPU slice
extension than CPU-bound jobs with the same CPU priority.

If sufficient memory is available to allow many jobs to remain in central memory at control
points and pseudo-control points, it may be necessary to set differing CPU slice values (using
the SERVICE command US parameter) to achieve the desired allocation of CPU time to jobs
in different service classes. Job rollout is less frequent and may not deny service to jobs in
service classes with relatively small central memory slices. Setting the CPU slice (SERVICE
command US parameter) larger for one service class than for another results in jobs in the
first service class receiving proportionately more CPU time than jobs in the second class
when all the jobs are at control points and contending for the CPU.
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Table 3-7. Example Set of Job Control Parameters, Part I

Service Class® LP! UP! WF! LP2 UP2 WFZ2 1PZ2 L2
SY (system) 7770 776 1 2000 7000 1 7000 4000
BC (local batch) 10 4000 1000 4004 1 2000 2000
RB (remote 10 4000 1000 4004 1 2000 2000
batch)

CT 7770 7776
(communication
task)

TS 7000 7770
(interactive)

NS (network 7770 7776
supervision)

DI (detached) 10 4000

SS 7770 7776
(subsystem)

MA 1 10
(maintenance)

I 10 4000
(Installation)4

3000

3700

7770

1000
7770

1000

7000

7000

7776

4000
7776

10

4004

7000

4004

7772

2000
7772

10

2000

4000

3770

7772

2000
7772

2000

1. Input queue QUEUE parameter.

2. Execution queue QUEUE parameter.

3. Interactive job initial scheduling TP SERVICE parameter.

4. Installation classes I0, I1, I2, and I3 all have release values the same as class BC.

5. All values are octal; DELAY parameters are JS=1, CR=30, AR=1750, and MP=400.
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Table 3-8. Example Set of Job Control Parameters, Part I1

. Service Class® LPl UPl WFl CT2 CM2 CP3 NJ¢ TDS
SY (system) 7000 7776 1 10 20 6770 T -

BC (local batch) 1 4000 1 20 200 3770 77T -
RB (remote batch) 1 4000 1 20 200 3770 7177 -
CT (communication 7000 7776 1 10 200 6770 7T -
task)
TS (interactive) 1 7000 1 10 10 6770 7777 1138
NS (network 1 7000 1 10 200 7770 7777 -
supervision)
DI (detached) 1 7000 1 20 20 3770 7777 3419
SS (subsystem) 7400 7776 1 10 20 7770 7777 -
MA 7000 7776 1 10 20 1 7777 -
{maintenance)
I, 1 7000 1 10 200 3770 7777 -
(installation?)

1. Output queue QUEUE parameter.
. Time slice SERVICE parameters. .
. Control point slice priority CP SERVICE parameter.
. Number of jobs NJ SERVICE parameter.

. Time-out delay TD SERVICE parameter.

. Installation classes 10, 11, I2, and I3 all have release values the same as class BC.

2
3
4
5
6. All values are octal; DELAY parameters are JS=1, CR=30, AR=1750, and MP=400.
7
8. A TS suspended job times out after 10 minutes when the time-out delay is 113.

9

. A DI suspended job times out after 30 minutes when the time-out delay is 341.
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Table 3-9. Example Set of Job Control Parameters, Part III

Service Class PR! RS2 SE3 Ust
SY (system) 30 4 20 20
BC (local batch) 30 4 20 20
RB (remote batch) 30 4 20 20
CT (communication task) 30 4 20 20
TS (interactive) 30 4 20 20
NS (network supervisor) 74 4 20 20
DI (detached) 30 4 20 20
SS (subsystem) 70 4 20 20
MA (maintenance) 2 4 20 20
In (installation)5 30 4 20 20

1. CPU priority PR SERVICE parameter.

2. Recall CPU slice RS SERVICE parameter.

3. CPU slice extension SE SERVICE parameter.

4. Unextended CPU slice US SERVICE parameter.

5. Installation classes 10, I1, I2 and I3 all have release values the same as class BC.
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Figure 3-7. Example of Ranges of Service Class Priorities
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IPRDECK Entries Made Only During Deadstart

You can enter the following IPRDECK entries only during deadstart. They cannot be entered
as DSD commands. Changes to the IPRDECK are not retained across deadstart unless a
new deadstart file is created to refiect those changes. The entries are described in
alphabetical order.

COMLIB

Format:
COMLIB, username, family, D.

Default:

None.

Significance:

This entry specifies a user name and family for a library of permanent files that can be
accessed by users on all other families. This feature eliminates the need to maintain
duplicate copies of the files on the families that require access to the files. This entry
can also be used to reduce validation file accesses for user names such as LIBRARY in a
single family environment. The number of COMLIB entries that can be specified is
controlled by the CMRDECK entry CLT.

Parameter Description

username The 1- to 7-character user name to be associated with the files to be
accessed. This parameter should be unique to all families in the
system. It cannot be associated with more than one family.

family Family name to be associated with username. If 0 (zero) is specified,
the system default family name is used.

D If D is specified, the associated username and family are deleted from
the common library table.

CPM

Format:
CPM, Sl=n1 ’ 52=n2 .
Default:

System selection.

Significance:

This entry alters the central processor multiplier of type s;, which is used in SRU
calculations. The s; parameters are either 0 or 1 to indicate the multipliers SO or S1,
respectively. Entering O=n obtains a multiplier to be used for SO and entering 1=n
obtains a multiplier to be used for S1. (Refer to the NOS Version 2 Administration
Handbook for a discussion of multiplier use.) The values of n; range from 1 to 475 and
are used as indexes to values defined in COMSSRU in order to determine the multiplier
value. The default values are listed in table 3-10.
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Table 3-10. CPM Default Values for n;,

COMSSRU Mainframe COMSSRU Default
n; (Octal) Name Model Multiplier Value
1 CP62 6200 1.0
2 CP64 6400 1.0
3 CP65 6500 1.0
4 CP66 6600 1.0
5 CPe7 6700 1.0
6 CP71 71 1.0
7 CP72 72 1.0
10 CP73 73 1.0
11 CP74 74 1.0
12 C171 171 1.0
13 C172 172 1.0
14 C173 173 1.0
15 C174 174 1.0
16 C175 175 1.0
17 C176 176 1.0
20 C720 720 1.0
21 C730 730 1.0
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Table 3-10. CPM Default Values for n;

COMSSRU Mainframe COMSSRU Default
n; (Octal) Name Model Multiplier Value
22 C740 740 1.0
23 C750 750 1.0
24 C760 760 1.0
25 C810 810 1.0
26 C815 815 1.0
27 C825 825 1.0
30 C830 830 1.0
31 C835 835 1.0
32 C840 840 1.0
33 C845 845 1.0
34 C850 850 1.0
35 C855 855 1.0
36 C860 860/870 1.0
37 C865 865 1.0
40 C875 875 1.0
41 C961 960-11 1.0
42 C963 960-31/32 1.0
43 C990 990/994/995 1.0
44 ICM1 Model on which 1.0
you are installing.
45 ICM2 Model on which 2.0
you are installing.
46 ICM3 Model on which 3.0
you are installing.
47 ICM4 Model on which 4.0
you are installing.
50 ICM5 Model on which 5.0

you are installing.
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CSM

Format:
CSM=csm.
Default:
64
Significance:

This entry sets the operating system character set mode. To change the character set
mode for the products, a change must be made in IPARAMS, and the products must be
reassembled.

csm Description
63 63-character set.
64 64-character set.

The system assumes a 64-character set if there is no CSM entry in the current
IPRDECK.

NOTE

Unpredictable and possibly serious problems occur if the operating system is operating
in one character set and the products are operating in another. Therefore, ensure that
all installed products and the operating system are in the same mode.

DISK VALIDATION

Format:

ENABLE, DISK VALIDATION.

DISABLE,DISK VALIDATION.
Default:

Enabled.
Significance:

NOS performs hardware verification on each mass storage device during the deadstart
process before users are allowed to access the device. The hardware verification
sequence includes writing data to the disk, reading the data from the disk, and finally
comparing the read data with the write data to ensure integrity. For 887 and 9853
disks, the hardware verification includes running in-line diagnostics. Since the
diagnostics verify the quality of the disk media more completely, it is advantageous to
run them. These diagnostics take approximately 3 minutes to execute, during which
time the 887 or 9853 disk is not available for use. In order to keep deadstart time to a
minimum (such as, during testing), disk validation can be disabled using the
DISABLE,DISK VALIDATION command.
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DSD

Format:

DSD, level, command, #command, #. . . #command ,
Default:

None.
Significance:

This entry specifies the initial command(s) to be executed by the DSD program when the
deadstart is complete. The commands can be the minimum number of characters
recognizable by DSD but must include terminating characters. Only the last DSD entry
on the IPRDECK for a given deadstart level is processed; other DSD entries for the
same level are ignored. The DSD entry cannot exceed one line and a maximum of 60
characters can be specified.

Parameter Description
level Level of deadstart (0, 1, or 2).

command; DSD command to be executed for the level of deadstart specified.

Several commands can be specified by separating them with the #
(6-bit display code 60) or % (6-bit display code 63) character. These
characters may misposition parts of the console display of IPRDECK if
they appear as the upper 6 bits in a byte.

If you specify a series of commands including DSD display selection
commands, the display selection commands must be the last ~
commands. Failure to do so results in the system ignoring any
commands following the DSD display selection commands.

Examples:

DSD, 0, MAI%X.QREC (PO=N)
DSD, 0,X.QREC(P0=N) #SET, AEIQ. #QB.
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EI

Format:

EI=1'11'11,I'11'12, e ,nnx.
Default:

None.
Significance:

The EI entry should be used to ensure loading of the correct environment interface for
the operating system. This entry specifies up to six 2-character environment interface
names, one of which must be loaded while deadstarting a CYBER 180-class machine.
The deadstart will not be allowed to continue if the environment interface loaded by CTI
is not one of those specified by the EI entry. You will have to load the correct
environment interface or modify the EI entry in the IPRDECK. If an EI entry is not
present, you will not be warned at deadstart.

EXTENDED STACK PURGING

Formats:
ENABLE, EXTENDED STACK PURGING.
DISABLE, EXTENDED STACK PURGING. .
Default:
Disabled.
Significance:

These entries specify the default action for instruction-stack purging for
nonsystem-origin jobs on CYBER 180-class machines. Refer to the MODE macro in the
NOS Version 2 Reference Set, Volume 4 for a description of instruction-stack purging.

HARDWARE FAULT INJECTION

Formats:
ENABLE, HARDWARE FAULT INJECTION.
DISABLE, HARDWARE FAULT INJECTION.
Default:
Disabled.
Significance:

The entries enable and disable the simulation of hardware faults by normal jobs
executing special instructions. This simulation is intended for test purposes only, and
should not be enabled on a production system.
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KEYPM
Format:
KEYPM=ccC.
Default:
26
Significance:

This entry specifies the keypunch mode to be assumed during system operation.

ce Description
26 026 keypunch mode.
29 029 keypunch mode.

|

l

| This entry is used for all batch jobs submitted if the keypunch mode is not specified on
the job command. This does not apply to RBF.
|
|
|

MEMORY CLEARING

Formats:
ENABLE, MEMORY CLEARING.
DISABLE, MEMORY CLEARING.
Default:
Disabled.
Significance:

When memory clearing is enabled, central and extended memory are cleared when
released from a job (that is, when a job is rolled out, terminates, or reduces its field
length). When memory clearing is disabled, memory is cleared only when a job requests
additional memory.
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MICRO

Format:

MICRO:namel ,name,, . .., name,.

Default:

None.
Significance:

The MICRO entry should be used to ensure loading of the correct microcode for the
operating system. This entry specifies up to seven 7-character microcode names, one of
which must be loaded while deadstarting a CYBER 180-class machine. The deadstart
will not be allowed to continue if the microcode loaded by CTI is not one of those
specified by the MICRO entry. You will have to load the correct microcode or modify the
MICRO entry in the IPRDECK. If a MICRO entry is not present, you will not be warned
at deadstart.

NAMIAF

Format:
NAMIAF=maxt .
Default:
2004
Significance:

This entry specifies the number of network terminals that can be connected to IAF at
one time. The maximum number of terminals IAF can support is 1039. However, this
value is dependent on the number of network terminals, multiplexer ports, and
stimulator ports specified in the deadstart decks.

Parameter Description

maxt Total number of network terminals; maxt can range from 1 to 1440.

PROBE

Formats:
ENABLE, PROBE.

DISABLE, PROBE.

Default:
Disabled.
Significance:

These entries enable and disable the data gathering facility of CPUMTR.
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SCP

Formats:

ENABLE, SCP.

DISABLE, SCP.
Default:

Disabled.
Significance:

These entries specify whether to use the system control point facility. You must enable
SCP if CDCS, IAF, MAP, MCS, MSE, NAM, NVE, PLA, RBF, RHF, SMF, SSF, or TAF
will be used. If none of these will be used, leave SCP disabled so that more CMR space
is available.

SCRSIM

Formats:

ENABLE, SCRSIM.

DISABLE, SCRSIM.
Default:

Disabled.
Significance:

These entries enable or disable the simulation of the status/control register using the
interlock register on CYBER 70 Computer Systems (refer to appendix D for information
on the SCRSIM simulator).
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SECCATS

. Format:

SECCATS=catq,cat,, ..., cat,.

Default:

All categories are enabled.

Significance:

This entry specifies the security access categories that will be allowed in the system for
processing when the system is in a secured mode. The values should be supplied by a site
security administrator. Refer to the NOS Version 2 Security Administrator’s Handbook.

Parameter

Description

cat;

SPC

. Format:

SPC,d=1lines.

| Defaults:

Category names specified in deck COMSMLS corresponding to the
desired access categories. Initially, all categories are enabled. The first
SECCATS entry clears all categories, then sets the specified categories.
Subsequent SECCATS entries set additional categories:

SECCATS=ALL. Enables all 32 categories.
SECCATS=NUL. Disables all 32 categories.

64 lines at 6 lines per inch.

85 lines at 8 lines per inch.

Significance:

This entry specifies the charge in number of lines for a page of printed output at the
specified print density on non-PFC printers.

Parameter

Description

d

lines

60459300 Y

Density in lines per inch; d can be 6 or 8 lines per inch, but must be
specified in octal (6 or 10g).

Lines per page; lines can range from 16 to 255, but must be specified in
octal (20g to 377g).

Deadstart Decks 3-131




SPD

Format:
SPD=d.
Default:
6
Significance:
This entry specifies the assumed density for printed output.

d Description
6 6 lines per inch.
104 8 lines per inch.
SPL
Format:
SPL=length.
Default:
60
Significance:

This entry specifies the assumed page length in number of lines for printed output;
length can range from 16 to 255, but must be specified in octal (205 to 377g).

SPwW
Format:
SPW=width.
Default:
136
Significance:

This entry specifies the assumed page width in number of characters for printed output;
width can range from 40 to 136, but must be specified in octal (505 to 210g).

8-132 NOS Version 2 Analysis Handbook 60459300 Y




SUBCP

Formats:

ENABLE, SUBCP.

DISABLE, SUBCP.
Default:

Disabled.
Significance:

These entries specify whether CPUMTR is to be initialized to handle subcontrol point
(TAF) processing.

If SUBCP is disabled, CPUMTR is not initialized to handle subcontrol point processing.
If you are not running TAF and if no user applications use subcontrol point processing,
disable SUBCP so that CPUMTR uses less central memory.

TCVM
Format:
TCVM=mode .
Default:
AS
Significance:

This entry sets the tape to be assumed during system operation.

mode Description

AS ASCII 9-track conversion.

US ANSI (previously known as USASI) 9-track conversion (same as AS).
EB EBCDIC 9-track conversion.
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|

|
TDEN
Format:

TDEN=density.
Default:
HY for 7-track tapes.
PE for 9-track tapes.
Significance:
This entry sets the system tape density. When the density is set, any tape unit accessed

is automatically set to this density unless specified otherwise by a magnetic tape
request. Two TDEN entries may be present, one for 7 track and one for 9 track.

density Description
LO 200 cpi (7 track).
HI 556 cpi (7 track).
HY 800 cpi (7 track).
HD 800 cpi (9 track).
GE 6250 cpi (9 track).
TDTY
Format:

TDTY=devicetype.
Default:
NT
Significance:
This entry sets the default tape device type.

devicetype Description

AT Automated Cartridge Subsystem (ACS).
CT Cartridge Tape Subsystem (CTS).

MT 7-track tape device.

NT 9-track tape device.

|
|
PE 1600 cpi (9 track).
|
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TMS

Formats:

ENABLE, TMS.

DISABLE, TMS.

Default:

Disabled.
Significance:

These entries enable and disable the Tape Management System (TMS). These entries
are meaningless if the TMS binaries are not installed in the deadstart file.

TMSTO

Format:

TMSTO,N=to, S=to.

Default:

N=TC,S=FC

Significance:

This entry specifies the default values for the TMS tape options parameter for the
LABEL command and the LABEL macro. The N parameter specifies the default for
nonsystem origin jobs and the S parameter specifies the default for system origin jobs.

to Description

TC Sets the default to TO=TC (TMS processing with catalog error checking).

TE Sets the default to TO=TE (TMS processing without catalog error checking).
FC Sets the default to TO=FC (non-TMS processing with catalog error checking).
FE Sets the default to TO=FE (non-TMS processing without catalog error i

checking).

This entry is meaningless if TMS is disabled.
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TRACE

Formats: .

ENABLE, TRACE.

DISABLE, TRACE.
Default:

Disabled.
Significance:

The entries enable or disable specification of monitor functions and other system data to
be traced, the TRACE and TRAP capabilities. To use these capabilities,
ENABLE,SYSTEM DEBUG. must also be entered.
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IPRDECK Entries

You can enter the following IPRDECK entries during deadstart and online during system
operation using the L display or DSD commands. The reason for entering them online is to
change the system’s operation between deadstarts. Entries made during system operation
are not retained across deadstarts. Entries made during deadstart are not retained across
deadstarts unless a new deadstart file is created to reflect the changes.

A description of the enabling and disabling of subsystems follows. The remaining IPRDECK
entries are described in alphabetical order.

Subsystems

You can initiate a subsystem by either of the following methods:

¢ Enter an explicit call to the subsystem procedure using a DSD command. The command

format is:
subffff
Variable Description
sub 3-character mnemonic for the name of the subsystem and subffff is the

name of the subsystem procedure (refer to Subsystem Control
Commands in section 5).

¢ Enter the DSD command AUTO or MAINTENANCE. This will initiate calls to all
subsystems that are currently enabled. The calls will be to subsystem procedures with
the same name as the name of the subsystem. You can choose to have either the AUTO
command or the MAINTENANCE command issued automatically at deadstart time by
specifying the command on the DSD entry in the IPRDECK.

NOTE

You cannot use either of the preceding methods to initiate the ATF, MCS, and RBF
subsystems. The NAM subsystem automatically initiates them if they are selected in the
NAM startup file.

A subsystem procedure may be either a record in the deadstart file or a permanent file under
system user name SYSTEMX (user index 377777g). If a subsystem procedure with the same
name is present in both places, the permanent file copy will be used.

NOTE

Before you initiate a subsystem that uses the system control point facility (such as NAM or
CDCS), you must enable the system control point facility with the ENABLE,SCP IPRDECK
entry. Refer to SCP earlier in this section.

All subsystems, except BIO and MAG, are disabled by default. You can enable or disable a
subsystem by using IPRDECK entries or by using the SUBSYST L-display utility. (For
information about the SUBSYST L display, refer to the NOS Version 2 Operations
Handbook.)
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The IPRDECK entries that enable and disable subsystems may also assign a required

control point for a subsystem. Thus, even if you do not want to enable a subsystem, you may

want to explicitly disable a subsystem with an IPRDECK entry to assign a required control ‘
point for the subsystem.

NOTE

If you choose to specify a control point for any subsystem, it is recommended that you specify
a unique control point for each subsystem. Otherwise, a subsystem may not be able to
initiate successfully because its designated control point is already occupied by another
subsystem. When this happens, the subsystem being initiated waits indefinitely for the other
subsystem to give up the control point.

Use these IPRDECK entries to enable or disable a subsystem:

ENABLE, subsystem, cp.

DISABLE, subsystem, cp.

Parameter Description

subsystem Three characters that select the desired subsystem; one of these values:

subsystem Description

ATF Automated Tape Facility. The ATF subsystem must be active
before users can access the tape units for the Automated
Cartridge Subsystem (ACS).

BIO Local batch I/O for central site line printers, card readers,
and card punches. .
CDC CYBER Database Control System.
CYB CYBIS-NAM Interface.
IAF Interactive Facility. Do not specify the cp parameter on the
ENABLE entry for IAF.
MAG Magnetic Tape Subsystem. Even if your users do not use

magnetic tapes, enable MAG if removable auxiliary packs are
used. Disabling MAG frees a control point for other use:

MAP MAP III or MAP IV.

MCS Message Control System.

MSE Mass Storage Extended Subsystem.
NAM Network Access Method.

NVE NOS/VE Dual-State Interface.

RBF Remote Batch Facility.
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Parameter Description

. subsystem (Continued)
subsystem Description

RDF Remote Diagnostic Facility. Do not specify the CP parameter
on the ENABLE entry for RDF.

RHF Remote Host Facility.

SMF Screen Management Facility.

SSF NOS-SCOPE 2 Station Facility.

STM Interactive Stimulator.

TAF Transaction Facility.

NOTE

Since ATF, MCS and RBF are started by the NAM subsystem (if they are
selected in the NAM startup file), the ENABLE and DISABLE commands
establish only the control points at which the subsystems will run.

If an ENABLE is made for NVE and the subsystem procedure name is also
| NVE, use the DOWN,CH EQPDECK entry to automatically down any
‘ channels that NOS/VE uses.

If STIMULA is used as the interactive stimulator, you must enable the
STM subsystem at the last control point.

control point is used. If you enter 0 (zero) as the control point, the
subsystem may reside at any available control point. If you enter —n as the
control point, the subsystem’s control point will be relative to the system
control point (-1 would be the last control point before the system control
point).

Omit cp for IAF and RDF.

I cp Control point where the subsystem will reside. If you omit cp, the current

ACS TAPE PF STAGING

Formats:
ENABLE,ACS TAPE PF STAGING.
DISABLE,ACS TAPE PF STAGING.
Default:
Disabled.
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Significance:

These entries specify whether permanent files that reside on Automated Cartridge
Subsystem (ACS) tape alternate storage are automatically staged to disk. If disabled,
jobs that attempt to access permanent files residing only on ACS tapes are aborted.
Contrast this entry with the CARTRIDGE PF STAGING entry, which controls staging
from MSE or optical disk, and the TAPE PF STAGING entry, which controls staging
from 9-track tapes and CTS tapes.

AUTORESTART

Formats:

ENABLE, AUTORESTART.

DISABLE, AUTORESTART.
Default:

Enabled.
Significance:

These entries enable or disable the AUTORESTART installation parameter. If
AUTORESTART is enabled and if step mode is set during an environmental shutdown,
the system automatically clears step mode when the power environment returns to
normal. All jobs waiting in the input and rollout queues are initiated by performing the
processing associated with the DSD AUTO command. This recovery process requires no
operator interaction.

If AUTORESTART is disabled and step mode is set during an environmental shutdown,
the operator must manually enter the UNSTEP and AUTO commands when the
message POWER/ENVIRONMENT NORMAL is displayed at the system control point.

CARTRIDGE PF STAGING

Formats:

ENABLE, CARTRIDGE PF STAGING.

DISABLE, CARTRIDGE PF STAGING.
Default:
Disabled.

Significance:

These entries specify whether permanent files that reside on either MSE or optical disk
alternate storage are staged to disk. If disabled, jobs that attempt to access permanent
files residing only on MSE or optical disk alternate storage are aborted. Contrast this
entry with the ACS TAPE PF STAGING entry, which controls staging from ACS tapes,
and the TAPE PF STAGING entry, which controls staging from 9-track tapes and CTS
tapes.
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CLASS

‘ Format:

IPRDECK

CLASS,ot,sCq,8Cy, ...,SCy.
Default:
Origin Type Service Class
Batch BC
Remote batch RB
Interactive TS
Significance:

Specifies the valid service classes for each origin type. The system stores this information
in the service class table (refer to the NOS Version 2 Systems Programmer’s Instant).

Description

Parameter
ot
| s¢;
|
|
60459300 Y

Origin type; must be BC (batch), RB (remote batch), or IA (interactive).
This parameter is required and order dependent.

Service classes. Each class selected causes validation for that service
class for the origin type specified by ot. Entering a service class that
already has validation clears validation for that service class. You can
select from 1 to 36 service classes for each origin type. This command
does not accept class SS (subsystem).

Service class is one of these values:

sc Description

BC Local batch.

CT Communication task.

DI Detached interactive.

In Installation class n (0 <n < 8).

MA  Maintenance.

NS Network supervisor.

RB Remote batch.

SY System.

TS Interactive.

ALL Causes validation of all service classes except subsystem (SS)
and deadstart (DS).

NUL Clears validation for all service classes.
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CPTT

Format:

CPTT=n.
Default:

100g sectors.
Significance:

This entry specifies the CPUPFM transfer threshold (CPTT). The value of CPTT
determines whether an indirect access file transfer will be processed entirely within the
PP program PFM or whether the CPU program CPUPFM will be called to perform the
transfer. Since CPUPFM can transfer large files faster than PFM, CPUPFM transfers
files that exceed the threshold value.

Depending on the configuration, a site can adjust this value up or down. A site with
buffered I/O devices, for example, may find it advantageous to set a lower value. If a site
wishes to disable CPUPFM transfers altogether, a value of zero (CPTT=0) may be
specified. '

Parameter Description

n CPUPFM transfer threshold value that will be defined in common deck
COMSPFM; 0 <n < 77775 PRUs.

DEBUG

Format:
DEBUG.
Default:
Disabled.
Significance:
This entry selects or clears debug méde, depending upon the current status.

If enabled, debug mode is selected. The message DEBUG appears in the header of the
left screen display. Debug mode provides system origin privileges to validated users and
allows modifications to be made to the running system.

If disabled, debug mode is cleared. It is recommended that debug mode not be allowed in
a normal production environment.

On a secured system, this entry is ignored. While the console is in security unlock
status, debug mode can be set using DSD command DEBUG.
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DELAY
Format:
DELAY, ARar, CRcr,JQjq,JSjs, MPmp.
Default:
None.
Significance:

This entry specifies the system delay parameters. Refer to table 3-7 for an example set of
parameter entries. Refer to figure 3-6 for an example of ranges of service class priorities.

Parameter Description

ARar PP recall interval in milliseconds. This parameter specifies the default
time interval after which a peripheral processor program in the PP
recall queue will be recalled. ar ranges from 1 to 77774.

CRer ' CPU recall period in milliseconds. This parameter specifies the amount
of time a job remains in recall (X status) when an RCL request is
placed in RA+1. cr ranges from 1 to 7777.

JQiq Exponent used to determine the input file scheduling interval in
seconds. jq ranges from O to 145. The interval in seconds between
scheduling of input files is calculated as follows: '

interval=2*%jq

dSjs Job scheduler interval in seconds. This parameter specifies the interval
in which the job scheduler is called. The scheduler may also be called
at other times. js ranges from 1 to 7777.

MPmp Memory padding value expressed as 100g word blocks. mp ranges from
0 to 777g. This parameter specifies how much additional (unassigned)
memory should be allocated between the end of the newly assigned job
field length and the beginning of the next job. Increasing this value
reduces the probability that a job will be storage moved in response to
a request for more memory.
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DDP ROLLOUT PATH

Formats:
ENABLE, DDP ROLLOUT PATH.
DISABLE, DDP ROLLOUT PATH.
Default:
Disabled.
Significance

These entries determine which path a rollout to extended memory will take (CPU or
PP). The required supporting hardware (EM or DDP) must be present.

DFPT

Format:

DFPT=dtn.
Default:

DI1 (see the DFPT installation parameter in common deck COMSPFM).
Significance:

The DFPT entry resets the system default removable pack type. When accessing a
removable auxiliary device with a permanent file command, the system checks that the
equipment type and pack name of the device match the equipment type (R parameter)
and pack name (PN parameter) on the command. If R is not specified, the system uses
the equipment type specified by DFPT.

Parameter Description

dt Disk device type of the removable pack.

n Number of spindles in the removable pack; 1 <n < 8,
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ENGR

Formats:

ENABLE, ENGR.

DISABLE, ENGR.
Default:

Disabled.
Significance:

These entries enable or disable engineering mode. If enabled, the ENGR message
appears in the header of the left screen display. Engineering mode allows the peripheral
processing unit (PPUYhardware diagnostics and the 881/883 pack reformatting utility
FORMAT to run while the system is in operation.

On a secured system, these entries are ignored. When the console is in security unlock
status, engineering mode can be enabled using the DSD command ENABLE ENGR.

FLEXIBLE PARTITIONS

Formats:

ENABLE, FLEXIBLE PARTITIONS.

DISABLE, FLEXIBLE PARTITIONS.
Default:

Enabled.
Significance:

This entry enables or disables flexible memory partitioning. The job scheduler attempts
to use memory space to the greatest extent possible when flexible partitions are enabled.
Some service classes may be allotted more total memory space than memory partitioning
constraints normally allow. If flexible partitions are disabled, the total memory used by
jobs of a given service class are never allowed to exceed the maximum specified on the
SERVICE command (AM and EM parameters).
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FORCED FORMATTING

Formats:

ENABLE, FORCED FORMATTING.

DISABLE, FORCED FORMATTING.
Default:

Enabled.
Significance:

These commands are applicable only to 583x devices. When FORCED FORMATTING is
enabled and the INITIALIZE FP option for a device is also specified, the driver always
formats the device. The driver does not check whether the device is already formatted
correctly.

When FORCED FORMATTING is disabled and the INITIALIZE FP option is specified
for a device, the driver firsts checks whether the device is correctly formatted. If the
device is already formatted correctly, the driver does not format the device. However,
the driver does issue the clustering commands to the controller when necessary.

If FORCED FORMATTING is enabled when the system detects that a parity drive that
was previously offline is now online, the system automatically formats the drive before
restoring data.

If FORCED FORMATTING is disabled when the system detects that a parity drive that
was previously offline is now online, the system first checks whether the drive is
formatted correctly. The driver formats the drive only when necessary.
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LOCK

Format:
LOCK.
Default:
Unlocked.
Significance:

This entry specifies the system is locked. This software function prevents entry of
restricted commands; all other DSD commands can be entered. The console is normally
locked when the system is being used in a production environment.

LOGGING

Formats:

ENABLE, LOGGING.

DISABLE, LOGGING.
Default:

Disabled.
Significance:

These entries specify whether dayfile messages intended for system analysis are logged
in the dayfile. Typical messages deal with informing the user that the program is
making inefficient CIO calls, such as reading to a full buffer or writing from an empty
buffer. The dayfile messages are documented in an appendix of the NOS Version 2
Operations Handbook.
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MASTER MSE

Formats: .
ENABLE, MASTER MSE.

DISABLE, MASTER MSE.
Default:

Disabled.
Significance:

These entries specify whether the MSE executive program (SSEXEC), when initialized,
is to run in master (enabled) or slave (disabled) mode.

MS VALIDATION

Formats:

ENABLE,MS VALIDATION.

DISABLE,MS VALIDATION.
Default:

Disabled.
Significance:

This entry enables or disables mass storage validation. If enabled, CMR is increased by .
48 words, and the system verifies that, for each mass storage device, the sum of the

counts of unreserved tracks and preserved files equals values specified in the device’s

mass storage table.

If the device is a master device (contains user catalogs), the system also verifies these
conditions:

* The device’s track reservation table (TRT) specifies that the first tracks of the
indirect access file chain and the permit area are reserved and preserved.

¢ The label track is linked to the first catalog track.
¢ The number of catalog tracks is a power of 2.

¢ The catalog chain is reserved, of correct length, and contiguous if flagged as such in
the device’s MST.

To enable/disable mass storage validation with a DSD command entry, enable the
validation in the IPRDECK during a level 0, 1, or 2 deadstart.
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OQSH

. Format:

OQSH=1evel.
Default:

None.
Significance:

This entry specifies the value of the output queue special handling (OQSH) level. Output
files with an access level equal to or greater than the output queue special handling
level will remain in the queue until released by the DSD command RELEASE. When no
OQSH level or access level name LVLO is selected, all files will be processed. The value
for this entry is supplied by the site security administrator.

Parameter Description

level Access level name specified in deck COMSMLS (refer to the NOS
Version 2 Installation Handbook) that corresponds to the desired
output queue special handling level.

PCLASS

Format:
CLASS, sCy,$Cy, .. .,SCq.
. Default:
None.
Significance:

Specifies the service class associated with each priority level (PO through P7) for
selection on the Job command (refer to the NOS Version 2 Reference Set, Volume 3).

Parameter Description

s¢; The 2-character service class symbol. Because parameters are
positional, a comma must appear for any null parameter. The default
for a null parameter is that no service class will be associated with the
priority level represented by the null parameter’s position in the string.
This command does not accept the SS (subsystem) service class. Refer
to the SERVICE IPRDECK entry later in this section for a list of
service classes.
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PF VALIDATION

Formats: ‘
ENABLE, PF VALIDATION.

DISABLE, PF VALIDATION.
Default:
Disabled.

Significance:

These entries enable or disable preserved file (PF) validation. If enabled, the system
aborts an attach of a direct access permanent file if its end-of-information (EOI) was
altered during recovery of the file. If NA (no abort) is specified on the attach request, the
system attaches the file.

If mass storage validation is also enabled, TRT verification of preserved files takes place
during a level 3 deadstart as follows:

¢ For all files, the system ensures that all tracks are reserved and that no circular
linkage exists.

¢ For all queued, permanent direct-access, and fast-attach files, the system also
ensures that the first track is preserved.

If mass storage validation is enabled on a level 1 or 2 deadstart, TRT verification takes
place automatically, regardless of the status of PF VALIDATION.

Formats:

ENABLE, PRIVILEGED ANALYST MODE.

DISABLE, PRIVILEGED ANALYST MODE.
Default:
Disabled.

PRIVILEGED ANALYST MODE .
\
Significance:

These entries enable or disable privileged analyst mode operations. If enabled, a user |
validated with AW=CPAM (refer to the NOS Version 2 Administration Handbook for ‘
information on MODVAL validation) is permitted to read system status information
(such as the system dayfile, account file and error log) using a nonsystem-origin job. On
a secured system, this entry is ignored. Refer to the DSD ENABLE/DISABLE command
in section 5 for more details.
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PRIVILEGED RDF

. Formats:

ENABLE, PRIVILEGED RDF.

DISABLE, PRIVILEGED RDF.

Default:
Disabled.
Significance:

These entries enable or disable privileged mode of RDF. If enabled, a user’s commands
are checked to ensure that a maintenance function is being performed.

QUEUE

Format:

QUEUE, sc,gt, ILil, IPip, LPlp, UPup, WFwE.

1 Default:
; None.

Significance:

This entry specifies the queue priorities associated with the input, executing, and output

entries and to figure 3-6 for an example of ranges of service class priorities.

‘ ' queues for each job service class. Refer to table 3-7 for an example set of parameter

Parameter Description

sc Service class.
sc Description
BC Local batch.
CT Communication task.
DI Detached interactive.
In Installation class n (0 <n < 8).
MA  Maintenance.
NS Network supervisor.
RB Remote batch.
SS Subsystem.
SY System.
TS Interactive.

60459300 Y
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Parameter

Description

qt

ILil

IPip

LPlp

UPup

WFwf

Job queue type.

qt Description

EX Executing jobs.
IN Input queued files.
oT Output queued files.

Priority a job receives when it initially exhausts its CM time slice (refer
to the SERVICE command CM parameter). Thereafter, whenever the
CM time slice is exhausted the job’s priority will be set to the value of
Ip. il ranges from 0 to 7777, but must be in the range of values for Ip
and up. This parameter is valid only for executing jobs (EX).

Initial priority only for an executing batch job or for an interactive job
when a terminal command is entered. Online interactive jobs with
terminal 1/0 available are scheduled at tp priority (refer to the
SERVICE command TP parameter). ip ranges from 0 to 77774, but
must be in the range of values for lp and up.

Lowest priority. For an input or output queue file, the priority
assigned to a file or job entering the queue. For an executing job, the
priority assigned to job which has exceeded a non-initial CM slice. The
IL value is used for the first CM slice. Ip ranges from 0 to 7777g, but
must be less than the value of up.

Highest priority. For input and output queues, this is the highest
priority a file can reach in that queue; aging stops when this priority is
reached. For the execution queue, this is the priority assigned to a job
when initially assigned to a control point. up ranges from 0 to 7777,
but must be greater than the value of lp.

Weighting factor for queue priority calculation; wf must be a power of
2, from 1 to 40004. The smaller the weighting factor, the faster the
queue entry reaches its highest priority.
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REMOVABLE PACKS

Formats:
ENABLE, REMOVABLE PACKS.

DISABLE, REMOVABLE PACKS.

Default:
Enabled.

Significance:

These entries enable or disable automatic label checking for mass storage devices that
are defined as removable.

If enabled, automatic label checking occurs. This status must be available to perform
label verification before removable devices can be accessed.

If disabled, any removable devices introduced into the system will not be recognized.

RESIDENT RDF

Formats:
ENABLE, RESIDENT RDF.

DISABLE, RESIDENT RDF.

Default:
Disabled.
Significance:

These entries enable or disable resident mode of RDF. While in resident mode, RDF
remains active, regardless of terminal inactivity, until RDF is disabled. When resident
mode is disabled, RDF becomes inactive if no one is logged on at the remote diagnostic
terminal for 15 minutes.

SECONDARY USER COMMANDS

Formats:
ENABLE, SECONDARY USER COMMANDS.

DISABLE, SECONDARY USER COMMANDS.
Default:
Disabled.
Significance:
The enable option allows jobs to issue more than one USER command. These entries are

ignored on a secured system since secondary USER commands are not allowed on a
secured system.
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SECURES

Format:
SECURES, ot, LA=1a,UA=ua.
Default:

The security access limits of the system origin type (SY) are set to access level name
LVLO. All security access limits for other origin types are set to system limits.

Significance:

This entry specifies system limits for the system origin type (ot equals SY) or limits for
other origin types (ot equals BC, IA, or RB). System limits define the highest and lowest
levels allowed in the system. No job may execute and no file may be accessed or created
at a level outside this range.

Limits for origin types other than SY must be within the system limits. If origin type SY
is specified, limits for all origin types are set to the selected values.

Both la and ua must be entered; they can be set to the same value, restricting system
access or a particular origin type access to a single level. These values are supplied by a
site security administrator.

This entry is not meaningful in an unsecured system.

Parameter Description

ot Origin type.

ot Description .
SY System.

BC Batch.

1A Interactive.

RB Remote batch.

la Access level name specified in deck COMSMLS (refer to the NOS
Version 2 Installation Handbook) corresponding to the desired lower
access level limit.

ua Access level name specified in deck COMSMLS corresponding to the
desired upper access level limit.
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i SERVICE

| . Format:
|

IPRDECK

SERVICE, sc, AMam, CMcm, CPcp, CScs, CTct, DSds, DTsc, ECec, EMem, FCfc, FLf1,
FSfs,NJdnj, PRpr, RSrs, SEse, TDtd, TPtp,USus.

Default:

None.

Significance:

This entry specifies the service limits associated with each service class. Refer to table
3-7 for an example set of parameter entries and to figure 3-6 for an example of ranges of

service class priorities.

Description

Parameter
| se
|
|
AMam
60459300 Y

Service class; one of these values:

s¢ Description

BC Local batch.

CT Communication task.

DI Detached interactive.

In Installation class n (0 <n < 8).
MA  Maintenance.

NS Network supervisor.
RB Remote batch.

SS Subsystem.

SY System.

TS Interactive.

Mazximum field length divided by 100g for all jobs of the specified service
class. This parameter partitions central memory by limiting the field
length available to each service class. For example, if scheduling a job to a
control point would cause the AM value for its service class to be exceeded
for its service class, it may not be scheduled until the required field length
is available. This means that a lower priority job from a different service
class may be scheduled first. However, a job that would cause the AM
value for its service class to be exceeded, can be scheduled to a control
point if not enough jobs in other service classes exist to fill central memory
and FLEXIBLE PARTITIONS is enabled. The system attempts to use
central memory to its greatest capacity. am ranges from 0 to 77777,
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Parameter  Description

CMcm Central memory time slice in seconds. This parameter specifies the
maximum amount of time a job of the specified service class can remain in
central memory either at a control point or at a pseudo-control point before
its priority is set to the lower boundary. When the job initially exhausts
its CM time slice, this lower boundary is the value of il. Subsequently,
when the job exhausts its CM time slice, this lower boundary is the value
of 1p (refer to the QUEUE command IL and LP parameters). ¢cm ranges
from 0 to 7777,.

CPcp Control point slice priority. This parameter specifies the value of the
scheduling priority which will be set after a job has been at a control point
for ct seconds. The priority specified must be greater than or equal to the
lower bound and less than or equal to the upper bound execution queue
scheduling priorities specified by the CB parameter (Ip < cp < up). Refer to
the QUEUE command LP and UP parameters.

CScs Cumulative size in PRUs allowed for all indirect access permanent files. cs
indicates a limit value for the cumulative size.
cs Limit Value
0 Unlimited
1 1000g
2 50004
3 500004
4 1000004
5 2000004
6 400000g
7 Unlimited

CTect Control point time slice in seconds. This parameter specifies the maximum

amount of time that a job of the specified priority can remain at a control
point before its priority is changed to the control point slice priority (cp). ct
ranges from 1 to 77774.
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Parameter Description

DSds Size in PRUs allowed for individual direct access permanent files. ds
indicates the limit value for the size of the files.

="
®

Limit Value
Unlimited
10004

50004
50000g
100000¢4
2000004
4000004
Unlimited

O Ot W N R O

DTsc Service class to which a detached job is assigned if the job is detached.
The default value for sc is DI (detached interactive).

ECec Maximum user-accessible extended memory field length in words divided
by UEBS2! for any job of the specified service class. This parameter
performs the same function for extended memory field length that the FL
parameter does for central memory field length. ec ranges from 0 to 3777,.

EMem Maximum extended memory length in words divided by UEBS1? for all
jobs of the specified service class. This parameter performs the same
function for extended memory field length that the AM parameter does for
central memory field length. em ranges from 0 to 3777.

21. Refer to Extended Memory Overview earlier in this section to determine the value of UEBS.
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Parameter  Description

FCfc Number of permanent files allowed. fc indicates a limit value that is the
maximum number of permanent files allowed. .
fc Limit Value
0 Unlimited
1 10g
2 40g
3 1004
4 200g
5 10004
6 40004
7 Unlimited

FL4 Maximum field length divided by 1004 for any job of the specified service

class. If more memory is requested, the job is aborted. You typically use
this parameter to limit the memory requirement for jobs of a specific
service class during certain hours of the day. For example, you may use
the FL parameter to specify a maximum field length for all batch service
class jobs between the hours of 2 p.m. and 4 p.m. fl ranges from 0 to 7777.

FSfs Size in PRUs allowed for individual indirect access permanent files. fs
indicates a limit value for the size of the files.

=

Limit Value

Unlimited

10, ®
30g

1004

3004

10004

20004

Unlimited

1 O O W N O
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Parameter

Description

NJnj

PRprS

RSrs

SEse

TDtd

TPtp

USus

60459300 Y

Maximum number of jobs. For each service, this parameter specifies the
number of jobs that can be executing in the system. nj ranges from 0 to
T177g.

CPU priority. When more than one job is waiting for the CPU, the jobs
with the highest CPU priority access the CPU first. Jobs with lower CPU
priority access the CPU only when higher-priority jobs no longer wish to
use the CPU. pr ranges from 2 to 77.

Recall CPU slice in milliseconds. The minimum guaranteed amount of
time that a recalled job keeps the CPU before it can be preempted by
another recalled job at the same CPU priority. rs ranges from 1 to 7777,
but the value specified must be less than or equal to the value specified for
the unextended CPU slice, us.

CPU slice extension in milliseconds. The maximum additional amount of
CPU time that a job performing I/O gets after its unextended CPU slice
expires before the CPU slice expires (and the CPU is switched to an
equal-priority job). This is the maximum extension. The slice is actually
extended from the amount already used by the value of the recall CPU
slice, rs, each time that the job is recalled. se ranges from 0 to 7777;.

Suspension time-out delay. A suspended job will not be timed out for
td*10g seconds. The maximum delay is approximately 9 hours. td ranges
from 0 to 7777g.

Terminal job priority assigned to a terminal job that is rolled out waiting
for terminal input. tp ranges from 0 to 77774, but must be in the range of
values for the execution queue parameters lp and up (refer to the QUEUE
command LP and UP parameters).

Unextended CPU slice in milliseconds. The amount of CPU time that a
CPU-bound job gets before the CPU is switched to an equal-priority job. us
ranges from 1 to 7777g, but the value specified for us must be greater than
or equal to the value specified for the recall CPU slice, rs.
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SPINDOWN

Formats:

ENABLE, SPINDOWN .

DISABLE, SPINDOWN.
Default:

Enabled.
Significance:

These entries enable or disable the spindown of 834, 836, 887, and 9853 disk units.
When spindown is enabled, entering a CHECK POINT SYSTEM command will cause all
834, 836, 887, and 9853 disk units that are on and not globally unloaded to automatically
spin down. When spindown is disabled, entering a CHECK POINT SYSTEM command
will not spin down the 834, 836, 887, and 9853 disk units. System checkpoints that are
initiated by mainframe errors do not affect the state of these disk units.

SRST

Format:
SRST=n.
Default:
0
Significance:

This entry specifies the secondary rollout sector threshold. Any rollout file smaller than
n sectors (0 < n < 7777g) is considered a secondary rollout file for the purpose of
equipment selection.

NOTE

The size of the rollout file for any job must be at least seven sectors larger than the
combined size in sectors of the job’s central memory and extended memory field lengths.
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SYSTEM DEBUG

Formats:

ENABLE, SYSTEM DEBUG.

DISABLE, SYSTEM DEBUG.
Default:

Disabled.
Significance:

These entries enable or disable the system debug mode of operation. When the system is
in system debug mode, it is less tolerant of system errors; that is, it is more likely to
hang upon experiencing errors. When the system is not in system debug mode, it rates
system errors as critical or noncritical. For critical errors, the system partially or totally
interrupts system operation to tend to the errors. For noncritical errors, the system logs
them in the binary maintenance log (BML) and inasmuch as possible allows system
operation to proceed. You can initiate the system debug mode with the DSD ENABLE
command or the corresponding IPRDECK entry.

There is another system state called debug mode, which is conceptually different from
that of system debug mode. Debug mode is the state of the system where a user with
system origin privileges can make modifications to the running system. You can initiate
this mode of operation with the DSD command DEBUG. The left screen header of the
system console indicates whether the system is in debug mode or not.
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TAPE PF STAGING

Formats:
ENABLE, TAPE PF STAGING.
DISABLE, TAPE PF STAGING.
Default:
Disabled.
Significance:

These entries specify whether permanent files that reside on 9-track and CTS tape
alternate storage are staged to disk. If disabled, jobs that attempt to access permanent
files residing only on 9-track tapes or CTS tapes are aborted. Contrast this entry with
the ACS TAPE PF STAGING entry, which controls staging from ACS tapes, and the
CARTRIDGE PF STAGING entry, which controls staging from MSE or optical disk.

UNLOCK
Format:
UNLOCK .
Default:
Unlocked.
Significance:

This entry specifies the system console is unlocked. All DSD commands can be entered
when the console is unlocked. The console is usually locked when the system is being
used in a production environment. Refer to LOCK earlier in this section.

USER EXTENDED MEMORY

Formats:
ENABLE,USER EXTENDED MEMORY .
DISABLE, USER EXTENDED MEMORY.
Default:
Disabled.
Significance:

These entries enable or disable scheduling of jobs that access user extended memory.
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LIBDECK

LIBDECK is a SYSEDIT directive record on the deadstart file. SYSEDIT reads LIBDECK
during the system load. LIBDECK specifies program residence, field length, record type, and
parameter format.

Up to 64 LIBDECK records can be placed on the deadstart file. LIBDECKSs are named
LIBDnn, where nn is 00 to 775. A specific record can be selected with a LIB=n entry in
CMRDECK. The multiple deadstart deck capability enables the use of a single deadstart file
on virtually any system configuration.

You can list all LIBDECKSs on the deadstart file by accessing the system file SYSTEM with a
COMMON command, then using the T parameter on the CATALOG command. Refer to the
NOS Version 2 Reference Set, Volume 3 for more information concerning these commands.

The following list provides brief descriptions of SYSEDIT directives acceptable in LIBDECK.
Complete descriptions of all SYSEDIT directives are in section 19, SYSEDIT. A list of valid
record types follows the directives.

Directive Format Significance
*AD,nn,ty,/rec, tyy/rec,,...,ty frec, Specifies the alternate device to be used in

addition to the system device(s) for storing
ABS, OVL, PP, and REL type records. nn is
either the EST ordinal or the equipment type,
ty; is the record type, and rec; is the record
name.

*CM, ty,/recy,tyo/recs,....typ/rec, Defines record rec; of type ty; as being central
memory resident; valid only for record types
ABS, OVL, or PP. Like any other job in NOS,
SYSEDIT has a field length restriction of
3760004 central memory words. You cannot
use more than approximately 3260005 central
memory words (3760005-500005 words for
SYSEDIT’s program FL) when defining
records to be central memory resident.

*FL,ty,/rec;-fl}, tyo/recy-fly,..., Record rec; of type ty; is loaded with a field

tyy/rec,-fi,, length specified by fl; (f}; is field length divided
by 1008)

*MS, ty /rec,, tyo/recs,...,ty/rec, Defines record rec; of type ty; as being mass

storage resident. This is the default residence
for routines with no storage area specified in
LIBDECK.
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Directive Format

Significance

*AD,nn,ty,/recq,tyo/rec,,...,ty, frec

*CM, ty,/recy,tyo/recy,... .ty frec,

*FL,ty /recy-fly tyo/reco-fl,,...,
tyn/rec,-fl,

*MS, ty,/recy,tyg/recy,... ty frec,
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Specifies the alternate device to be used in
addition to the system device(s) for storing
ABS, OVL, PP, and REL type records. nn is
either the EST ordinal or the equipment type,
ty; is the record type, and rec; is the record
name.

Defines record rec; of type ty; as being central
memory resident; valid only for record types
ABS, OVL, or PP. Like any other job in NOS,
SYSEDIT has a field length restriction of
376000g central memory words. You cannot
use more than approximately 3260004 central
memory words (3760004-500005 words for
SYSEDIT’s program FL) when defining
records to be central memory resident.

Record rec; of type ty; is loaded with a field
length specified by fl; (fl; is field length divided

Defines record rec; of type ty; as being mass
storage resident. This is the default residence

for routines with no storage area specified in
LIBDECK.
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Directive Format Significance

*PROC,rec,recy,...,rec, Defines record rec; of type PROC as a
procedure file.

*SC,ty /rec,,tyq/rec,,..., Defines record rec; of type ty; as product set

tyy/rec, format commands. The command parameters

*/ comments

are processed in product set format (refer to
the NOS Version 2 Reference Set, Volume 3).

Defines comment lines.

The following record types may be specified in SYSEDIT directives. Some directives do not

allow all types.

Type (ty;) Description

ABS Multiple entry point overlay.

CAP Fast dynamic load capsule.

OPL Modify old program library deck.

OPLC Modify old program library commeon deck.

OPLD Modify old program library directory.

OVL Central processor overlay.

PP 12-bit peripheral processor program.

PPL 16-bit peripheral processor program (CYBER 180 models only).
PPU First-level peripheral processor (FLPP) program (model 176 only).
PROC Procedure.

REL Relocatable central processor program.

TEXT Unrecognizable as one of the other types.

ULIB User library program.
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DIS Operations 4

DIS displays information about a single job. Under DIS, the X display shows the exchange
package area for the job. Central memory addresses relative to the job’s reference address
are used for the data and program displays.

Initiate DIS at a control point to monitor the progress of a job by using any of the following
methods:

¢  You can call DIS by entering X.DIS fl (fl=field length desired) or X.DIS (field length of
600004 assumed by default). This brings DIS to an empty control point to initiate utility
programs.

* A job can execute a command in the form DIS (the job must be system origin or have
system origin privileges).

¢  You can call DIS to an existing job by entering the command:

DIS, jsn.

Parameter Description

jsn Job sequence name to which you want DIS assigned.

On either a secured or unsecured system, before you can call DIS to an existing job, the
console must be unlocked (refer to the DSD UNLOCK command in section 5). For a secured
system, the system must be set to security unlock status by the security administrator.

You can toggle between DSD and DIS. DIS permanently returns control to DSD when you
enter DROP.; the job is not dropped unless no commands remain.

When DIS is called to a control point, automatic command processing stops and the A and B
displays for DIS appear on the left and right display screens, respectively. Keyboard entry is
necessary to begin processing subsequent commands. Unless automatic command processing
is reenabled,! the job is stopped after each command is processed. That is, only one
command can be processed at a time. Under DIS, the B display shows only the condition of
the job to which it is assigned, including upcoming commands. When the job is not using the
central processor, a copy of its exchange package is displayed on the X display. Displays
available under DIS are selected in the same manner as DSD displays. Refer to Console
Operation later in this section for information concerning display selection commands and to
DIS Keyboard Entries for information about other DIS commands.

1. You can initiate automatic command processing by entering either a period (.) or the RCS command (refer to Console Operation
and to DIS Keyboard Entries later in this section).
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The displays available under DIS are:

Display

Identifier Description

A Job dayfile. Messages and files (local FNT entries) attached to the job.

B Job status. Individual job status, equipment assigned, current
messages, and command buffer.

C,D Central memory. Contents of central memory words (selectable 8-word
groups) in five columns of four octal digits with display code equivalents
(same as the DSD C and D displays). '

F Central memory. Contents of central memory words (selectable 8-word
groups) in four columns of five octal digits with display code equivalents.

G Central memory. Contents of central memory words (selectable 8-word
groups) in four columns of five octal digits with COMPASS instruction
mnemoric equivalents.

H File status. All files assigned to the job as well as equipment assigned
to files.

M Extended memory. Contents of 60-bit words of extended memory
(selectable 8-word groups) in five columns of four octal digits with
display code equivalents (same as the DSD M display).

N Blank screen. You may wish to select the N display or one screen to
reduce the screen filter on the other screen.

T,U Text display. Displays text from central memory in coded lines (up to
60 characters per line). The display terminates after 256 words have
been displayed.

v Central memory buffer. Displays directly from central memory. The
display terminates after 512 words have been displayed.

X Exchange package. Breakpoint address and the exchange package.

Y Monitor functions. Displays mnemonics and the values of all monitor
functions (same as the DSD Y display).

Z Directory. DIS displays available.

NOTE

Although all displays listed may appear on the left screen, only the B,
C, D, and N displays may appear on the right screen. If you attempt to
bring any other display to the right screen, the message INCORRECT
COMMAND is issued to the job dayfile and is displayed in the message
buffer of the B display.
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DIS Job Dayfile Display (A)

DIS Job Dayfile Display (A)

Figure 4-1 shows the DIS job dayfile display (A). The figure shows the job dayfile messages
for the control point to which DIS is currently assigned and as many files attached to that
control point as will fit in the display. All files attached to the job can be observed by using

the file status display (H).

DIS A.  JOB DAYFILE.
09.48. 34.RFL(060000) -
09.48.34.01S
09.47. 31.USER,ABC1234,
09.47.31.ABSC, S.

Dayf ile 09.48, 43, PACKNAN, 721C,ReDL ,

nessages - 09.48.39.N05.
09.50.05. GET,NOS/PN=PACKC,R=DJ,UN=KRONMOD .
09.50.08. OEVICE UNAVAILABLE.
09.50.29. EXIT.
09.50.41. GET,NOS/PN=PACKVZ ,R=DJ,UN=XRONMOD .
09.50.41. DEVICE UNAVAILABLE.
09.55. 21. COMMON, SYSTEM.
FNT NAME TYPE EST TRACK FS  STATUS  LEVEL
1] INPUTE IN» 7 4004 ND 5 Mo
5§ SYSTEM LIz B 4010 1 Lvio
10 222C0 Lls ? 4213 Nb 5 LVLD
n ] 5652 ND 307 LVLO

22722 L0

Files (iocal #NT
entries) attached
to the job

Figure 4-1. DIS Job Dayfile Display (A)

The level field, shown in the figure, is displayed only on a secured system.
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DIS Job Status Display (B)

DIS Job Status Display (B)

The DIS B display shows the status of a specific job executing at a control point. It also
shows: any equipment assigned exclusively to the job by EST ordinal, message 1 and
message 2 from the control point area, and the current command buffer, allowing you to
anticipate future job requirements.

Figure 4-2 shows the DIS job status display (B).

DIS B. JOB STATUS.

JSN = AAAC EJTO = 5 P = 2046 ]
SRUA = 1 RA = 1741 |
Ul = 2755 SRUL = 777777 FL = 26 ¢ Job status
FM = MLSTEST CS = BATCH RAE = 160 |
PN = 721C CONN = 0 FLE = o |
LEVEL = LVLO CPA = 600 |
CPU = X :
EST = 1 } Equipment assigned J
MS1 = DEVICE UNAVAILABLE. |
| MS2 = } Current messages
\
| NOS, PACKV?2 .
i RETURN, NOS .
REVERT, NOLIST.
EXIT.

EXIT.

REVERT.CCL
EXIT.CCL

REVERT, ABORT .CCL

]
|
|
|
REVERT, ABORT . PACKC OR PACKV2 NOT FOUND. l} Command buffer
|
|
|
J

|
| REVERT, NOLIST.
Figure 4-2. DIS Job Status Display (B)
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DIS Job Status Display (B)

The job status portion of the display shows three columns of information. Each item has the
form item=value. The items are described next in the order that they appear on the display.

Item Description
JSN Job sequence name of the DIS job.
181 User index.
FM Current family name.
PN Current pack name.
CPU CPU status.
EJTO Executing job table ordinal.
SRUA System resource units accumulator.
SRUL Account block limit for system resource units.
CS Connection status.
CONN Connection number (interactive jobs only).
LEVEL Job access level (secured systems only).
P P register address from exchange package.
RA Central memory reference address.
FL Central memory field length.
RAE Extended memory reference address.
FLE Extended memory field length.
CPA Control point area address.
60459300 Y DIS Operations 4-5




DIS Memory Displays (C, D, F, G)

DIS Memory Displays (C, D, F, G)

Figure 4-3 shows the DIS data storage display (F). The contents of each central memory .
word is displayed in columns of five octal digits along with the display code equivalent. Only

the memory locations currently assigned to the job can be displayed. The message
###*SECURED AREA**** ig displayed for all other locations.

The DIS C and D displays have the same format as the DSD C display, except that the DIS
memory displays may show a managed table bias word preceding the groups of central
memory words.

DIS F. CENTRAL MEMORY.

00000060 00000 00000 00000 00000

00000061 00000 00000 00000 00000

00000062 00000 00000 00000 00000

00000063 00000 00000 00000 00000

00000064 03171 51517 16000 00001 COMMON A
00000065 40000 00000 00010 00507 5 A EG
00000066 40000 00000 00020 00131 5 B AY
00000067 40000 00000 00000 00000 5

00000070 03171 51517 16562 33123 COMMON, SYS
00000071 24051 55700 00000 00000 TEM.
00000072 00000 00000 00000 00000

00000073 00000 00000 00000 00000

00000074 00000 00000 00000 00000

00000075 00000 00000 00000 00000

00000076 00000 00000 00000 00000

00000077 00000 00000 00000 00000

Figure 4-3. DIS Data Storage Display (F)
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Figure 4-4 shows the DIS program storage display (G). The G display shows the contents of

DIS Memory Displays (C, D, F, G)

central memory and the COMPASS mnemonic translation.

DIS G. CENTRAL MEMORY.

00000000 00000 00000 00000 00000 PS PS
00000001 05160 42000 00000 ODOCO NE B8 PS
00000002 23812 32405 15000 00001 AX XB DXX¢X BXX*-X PS
00000003 00000 00000 00000 00000 PS PS
00000004 00000 00000 00000 00000 PS PS
00000005 00000 0000D 00000 00000 PS PS
00000006 00000 00000 00000 00000 PS PS
00000007 00000 00000 00000 60000 PS PS
00000010 00000 00000 00000 00000 PS PS
000000t1 00000 00000 00000 00008 PS PS
00000012 00000 00000 00000 000G PS PS
0000003 00000 00000 D0J00 00000 PS PS
00000014 00000 00000 00000 000060 PS PS
00000015 00000 00000 00000 00000 PS PS
00000016 00000 00000 00000 00000 PS PS
00000017 00000 00000 00000 00DQ0 PS PS
Address Memory COMPASS mnemontic
contents transiation
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Figure 4-4. DIS Program Storage Display (G)
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DIS Exchange Package Display (X)

DIS Exchange Package Display (X)

The DIS X display shows the breakpoint address (BKP=addr) if a breakpoint was set at ‘
address addr. The breakpoint address is followed by the job’s exchange package.

Figure 4-5 shows the DIS exchange package display (X).

DIS X. EXCHANGE PACKAGE.

BKP = 100.

P = 452 A0 = 600 BO = 0

RA = 174100 Al = 1 Bl = 1

FL = 600 A2 = 0 B2 = 777776
| EM = 74070000 A3 = 0 B3 = 1
| RAE = 0 Ad = 0 B4 = 3
| FLE = 0 AS = 2 B5 = 1

MA = 600 A6 = 1 B6 = 0
| EEA = 0 A7 = 375 B7 = 0

X0 = 7777 7777 7777 7700 0000

X1 = 0000 0000 0000 0000 0000

X2 = 0000 0000 0000 0000 0375 c

X3 = 0000 0000 0000 0000 0000

X4 = 0000 0000 0000 0000 0003 c

X5 = 2331 2324 0515 0000 0001 SYSTEM A

X6 = 0516 0420 0000 0000 0000 ENDP

X7 = 0000 0000 0000 0000 0000

|

+ AND - WILL SET *BKP* TO (P) +/- 1. .
Figure 4-5. DIS Exchange Package Display (X)
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DIS Directory Display (Z)

Figure 4-6 shows the DIS directory display (Z). The Z display lists all displays available
under DIS control. If the letter entered to select the left screen display is not a valid display
identifier, the Z display is selected automatically.

DIS Directory Display (Z)

DIS Z.

NN OSSR X" P

DIRECTORY. LEFT SCREEN ONLY DISPLAY

JOB DAYFILE.

CENTRAL MEMORY. FOUR GROUPS OF FIVE.
CENTRAL MEMORY. FOUR GROUPS OF FIVE.
FILE STATUS.

EXTENDED MEMORY.

TEXT DISPLAY.

TEXT DISPLAY.

CM BUFFER.

EXCHANGE PACKAGE.

MONITOR FUNCTIONS.

DIRECTORY.

LEFT AND RIGHT SCREEN DISPLAYS

200w

JOB STATUS.

CENTRAL MEMORY. FIVE GROUPS OF FOUR.
CENTRAL MEMORY. FIVE GROUPS OF FOUR.
BLANK SCREEN.
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Figure 4-6. DIS Directory Display (Z)
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Console Operation

Console Operation

Unlike DSD, DIS is not interpretive. You must complete every entry and signal DIS to act .
upon the message by pressing CR or NEXT. The following rules apply to all DIS commands.

¢ For input, spaces in an octal field are ignored but can be inserted for readability.

¢ For output, all octal fields are right-justified with leading zero fill; excess octal digits are
ignored.

In addition to the command entries, the following keys have special meaning to DIS when
entered as the first character. The corresponding special keys for the CC545, CC598B, and
CC634B console types are listed along with a description of the use of each key.

CC545 CC598B CC634B Description

* * F15 If DSD has relinquished the main display
console to DIS, this key acts as a quick hold,
and DIS drops the display channel so that DSD

can use it.
+ Up arrow, +, + Pages the left screen forward for the A, C, D, F,
or grey + G, H, M, T, and U displays. Increments the
breakpoint address for the X display.
- Down arrow, - Pages the left screen backward for the C, D, F,
—, Or grey — G, M, T, and U displays. Decrements the

breakpoint address for the X display. Resets
the H display to the beginning. On the A
display, the — converts to a BEGIN,.

( PgUp or ( ( Pages the right screen forward for the C and D
displays.

) PgDn or) ) Pages the right screen backward for the C and
D displays.

/- / / Advances the left screen memory display

address by the value in the lower 18 bits of the
first word displayed (applicable only to memory
displays C, D, F, G, and M).

Sets auto mode (initiates automatic command
processing). This key performs the same
function as the RCS command described under
DIS Keyboard Entries later in this section.
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Console Operation

CC545 CC598B CC634B Description

8 8 8 Advances the pointer indicating the first
address of managed tables for the left screen
(applicable only to memory displays C, D, F,
and G).

9 9 9 Decrements the pointer indicating the first
address of managed tables for the left screen
(applicable only to memory displays C, D, F,
and Q).

Right blank Tab — Advances the left screen display sequence

(display key) established by the SET,screen. command (refer
to Display Selection Commands later in this
section).

CR (carriage Enter/Return NEXT  Sets the repeat entry flag; the message

return) REPEAT ENTRY is displayed on the error

message line of the left screen. The subsequent
command entry is processed but is not erased
after completion. That command is processed
each time this key is pressed. To clear the
repeat entry mode, press the left blank (erase)
key on the CC545 or the « key on the CC634B.

The following keys are interpreted as control characters by DIS.

CC545 CC598B CC634B Description

Left blank Esc —or Clears current DIS keyboard entry and any

(erase) ERASE resultant error message; auto mode (automatic
command processing) is also cleared.

BKSP Back Space — Deletes last character displayed and clears error

(backspace) message (if one exists).

CR (carriage Enter/Return NEXT  Initiates processing of an entered command.

return)

The following keyboard messages may appear above your entry.

Message

Description

AUTO MODE.

COMMAND BUFFER

FULL.

COMMAND TOO

LONG.

60459300 Y

The command buffer is read automatically. Automatic command
processing can be selected by the RCS command or by entering a
period.

The ELS command has been entered and there is insufficient
room in the command buffer to add the characters requested.

The command you entered is too long.
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Console Operation

Message

Description

COMMANDS ON
FILE.

DIRECT CPU INPUT.

DISK BUSY.

EXTENDED
MEMORY NOT
AVAILABLE.

INCORRECT ENTRY.

INCORRECT FL
REQUEST.

INCORRECT
PRIORITY.

INSUFFICIENT
FIELD LENGTH.

JOB ACTIVE.

OUT OF RANGE.
PP BUSY.

REPEAT ENTRY.

REQUEST EXCEEDS
MAXIMUM FLE.

STORAGE NOT
AVAILABLE.

WAITING FOR
EXTENDED
MEMORY.

WAITING FOR
STORAGE.
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The ELS command has been entered and commands are
currently located in a file instead of in a command buffer. It is
not possible to add a command to the file.

The N command has been entered and all data entered from the
keyboard is being passed directly to central memory.

DIS is waiting for an overlay to be loaded from a mass storage
device.

You entered the ENFLE command, but user extended memory is
not defined.

The command cannot be processed.

You entered an ENFL command to set the field length. The
requested field length must be greater than 100005 and less than
3777004 including negative field length.

The priority you entered using the ENPR command is not
correct. CPU priority must be greater than 1 and less than 71g.

Your field length is not long enough to support either extended
memory or 026.

The previous request has not completed. The command must be
reentered when the job is not active.

The memory entry address is greater than the field length.

DIS is waiting for a PP to be assigned in order to process a
keyboard entry.

The command in the command buffer is repeated each time you
press CR, Enter/Return, or NEXT. This can be cleared by
pressing the left blank, Esc, or — key.

You requested more extended memory than your system can
support.

The amount of central memory requested by the ENFL command
or required by the 026 file editor is not available.

DIS is waiting for extended memory after you entered the
ENFLE command.

DIS is waiting for central memory after you entered the ENFL or
026 command.
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Display Selection Commands

Display Selection Commands

Specify the displays you want shown on the console’s left and right screens by using the
following commands. Follow the entry with a carriage return.

Command

Description

Xy.

xz,loc.

x,addr.

SET,xxxx.

60459300 Y

Brings the x and y displays to the left and right screens, respectively. Note
that although all DIS displays may appear on the left console screen, only
the B, C, D, and N displays may appear on the right screen. If you attempt
to bring any other display to the right screen, the entry is interpreted as a
command and the message INCORRECT ENTRY appears. In addition, if
the letter entered to select the left screen display () is not a valid display
identifier, the Z display is selected automatically.

Brings specified memory display to the left screen, if not currently selected,
and provides display modifications as follows:

Parameter Description
x Display identifier (C, D, F, G, or M).
z Type of display modifications: 0-3, 4, 5, or 6

Use 0-3 to display specified group (8 words) starting at
location loc.

Use 4 to display all 8-word groups in contiguous locations
starting at location loc.

Use 5 to advance the display by loc locations.
Use 6 to decrement the display by loc locations.

loc Location parameter (maximum of eight digits for central
memory address or seven digits for extended memory
address).

If x specifies one of the memory displays (C, D, F, G, or M), addr is the
address used to obtain the bias address for the managed table display.
(The bias address is the lower 18 bits of the word at addr.)

Sets the left screen display sequence; xxxx consists of one to four display
identifiers. Pressing the right blank key on the CC545, the Tab key on the
CC598B, or the — key on the CC634B after this command is entered
causes the first display to appear on the left console screen. Pressing the
key again selects the second display. The next display in the specified
sequence appears on the left screen each time the key is pressed, for
example, SET,ACFD.
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DIS Keyboard Entries

DIS Keyboard Entries

You can enter the following commands while in DIS.

If a job is currently active (CPU active, waiting, on recall, or PP active), many commands are
not accepted and the message JOB ACTIVE is displayed.

Command Description

BEGIN,pname,pfile. Sets auto mode and calls the procedure pname that is on file pfile.

BKP,addr. Breakpoint to address addr in the program. Central processor
execution begins at the current value of P and stops when P=addr,
and DIS is the only PP active at the control point.

BKPA,addr. Breakpoint to address addr in the program with assigned PPs.
Central processor execution begins at the current value of P and
stops when P=addr. PPs attached to the control point can still be
active. DIS clears addr to stop the program at that point. The
breakpoint may be cleared by setting the breakpoint address to a
new value.

CEF. Clears the skip-to-exit flag. This allows command processing to
continue with the next command instead of skipping to the EXIT
command after an error.

DCP. Drops the central processor and displays the exchange package
area on the X display.

DDF. Calls the display disk file (DDF) utility to the control point.

DIS. Reloads the main DIS overlay.

DROP. Drops DIS, but normal processing of the job continues (it does not

ELS.commandstring.

ENAj,addr.
ENB;,addr.
ENEM,n.
ENFL,fl.
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drop the job until all commands are processed).

Allows entry of the commandstring command after the last
command in the command buffer, if there is space. This command
is valid only when auto mode is not set.

Sets register Ai=addr in the exchange package area.
Sets register Bi=addr in the exchange package area.
Sets CPU program exit mode ton (0 <n < 7).

Sets central memory field length FL=fl in the exchange package
area (0 < fl < 777777). fl must be at least 100005 if user extended
memory is assigned.
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DIS Keyboard Entries

Command Description

ENFLE fle. Sets extended memory field length FLE to fle000 in the exchange
package area (1 < fle < 7777g). If user extended memory is
assigned (fle=0), central memory FL, set by the ENFL command,
must be greater than or equal to 10000g.

ENP,addr. Sets P=addr (next instruction address).

ENPR,pr. Sets the CPU priority to pr (2 < pr < 67y).

ENPR,*. Sets the CPU priority to the value defined for the job’s service

ENS.commandstring.

ENTER./commandl/
command2.

ENTL,timlmt.
ENXij,cont.
ENXij,Lecont.
ENXi,Dcharacters.
ENXi,b,value.
ERR.

GO.

HOLD.

M.characters.

N.characters.
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class.

Allows entry of the commandstring command as the next
unprocessed command in the command buffer. The command can
then be processed using RNS, RSS, or DROP. Use of ENS with
CCL procedure files produces unexpected results. This command
is valid only when auto mode is not set.

Allows entry of the commandl and command2 commands from the
keyboard and sets auto mode.

Sets the job time limit to timlmt (777774 specifies no limit).

Sets register Xi=cont in the exchange package area.

Sets register Xi=cont, left-justified, in the exchange package area.
Sets register Xi to characters in display code.

Sets byte b of register Xi to value.

Sets forced error flag (FSE), terminates program execution, and
clears auto mode if set.

Restarts a program that has paused.

DIS relinquishes the display console, but the job is held at the

present status. The console must be reassigned to continue use of
DIS.

Enters characters as a CPU program command. Data is stored at
RA+CCDR.

Sets direct CPU input mode. Characters entered from keyboard
are passed one character at a time, right-justified, directly into
central memory at RA+CCDR. Pressing the left blank key on the
CC545, the Esc key twice on the CC598B, or the — key twice on
the CC634B clears direct CPU input mode.
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DIS Keyboard Entries

Command

Description

OFFSWs.
ONSWs.
026.

RCP.

RCS.

RNS.

ROLLOUT.

ROLLOUT,spr.

RSS.

RSS,commandstring.

SCS.

SUIuserindex.

T,addr.
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Turns off sense switch s for the job (1 < s < 6).
Sets sense switch s for the job (1 < s <6).

Calls the 026 file editor to a control point. Refer to the NOS
Version 2 Systems Programmer’s Instant for a description of the
editing commands.

Requests central processor. Depending on job priority, execution

' begins at the next program address for a job suspended by a DCP

request.

Sets auto mode, which initiates automatic command processing.
All succeeding commands are read from the command buffer and
processed automatically until an SCS command, an erase function,
or an error is encountered. A period (.) may also be used to
initiate automatic command processing.

Reads and processes the next command in the DIS command
buffer.

Allows the job to roll out. This command should be issued when
the message ROLLOUT REQUESTED appears (or the * or F15
key may be used).

Places job in rollout status for spr job scheduler delay intervals.
The job is automatically rolled back in after this period of time. If
a number greater than 777y is specified for spr, 7775 is used.

Reads the next command from the command buffer and stops
prior to CPU execution. This is used to initiate breakpointing of a
program. :

Reads the commandstring command and stops prior to execution.
The action is similar to ENS followed by RSS except that the
command buffer is not cleared.

Clears auto mode, which stops automatic command processing.

Allows access to a user index above AUIMX (377700g). Any
permanent file activity that is to be done on such user indices
must be done through system origin jobs. This command is not
accepted by a secured system.

Changes the T display to start at address addr.
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DIS Keyboard Entries

Command Description

U,addr. Changes the U display to start at address addr.

UCC=c Sets the uppercase character ¢. This command does not terminate
with a period.

V,addr. Changes the V display to start at address addr.

X.commandstring.

* commandstring.

commandstring.
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Processes commandstring as the next command. Only the first 50
characters following X are used. This may be used to enter a
leading slant or a command that is the same as DIS display.

If an asterisk (*) followed by a blank and commandstring is
encountered during automatic command processing (auto mode),
commandstring is interpreted as a direct DIS display selection
command. For example, * C4,100. will set the left screen display
to the central memory C display at address 100. Using this
feature, it is possible to set up procedure files that use DIS to
breakpoint a program to a desired stopping point.

Processes commandstring as a command if it is not a recognizable
DIS command.

Calls the 026 file editor to a control point. Refer to the NOS
Version 2 Systems Programmer’s Instant for a description of the
editing commands. (This command is the same as the

026 command.)
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Memory Entry Commands

Memory Entry Commands

The following commands are used in conjunction with the C, D, F, G, and M memory .
displays to change the contents of central memory and extended memory. Only locations

relative to the reference address (RA) of the job to which DIS is assigned can be changed.

When changing the contents of memory relative to a job, the negative field length area of the

job can be accessed by specifying a negative address. For example, to change the content of
RA-3, enter the address 777775;.

On a secured system no memory entry commands are allowed unless the security unlock
status is set. The memory display shows the message

****SECURED AREA* ***

instead of the contents of the memory locations to prevent you from examining these
locations; you may not alter the contents of these locations.

Character values or numeric data can replace the current word contents. Either one 12-bit
byte, one 15-bit parcel, one 30-bit parcel, or 60 bits can be changed. A single byte can be
changed by inserting the byte number after the location to be changed; bytes are numbered 0
through 4 from left to right. The address and contents are assembled right-justified with
leading zero fill. Leading zeros may be omitted in the entry. Only words within the field
length of the job may be changed.

CAUTION

Improper use of these commands may result in damage to the system or to user jobs.

Formats and descriptions of the memory entry commands follow. .
Command Description
addr,cont. Changes the contents of memory location addr to cont. The second
or form of the command performs essentially the same function but
addr+cont. leaves the address at addr+1, allowing immediate entry for the
next memory location.2
addr,b,cont. Changes the contents of byte b at memory location addr (eight
or digits) to cont. Each location consists of five 12-bit bytes,
addr+b,cont. numbered 0 through 4 from left to right. The contents are octal

characters. The second form of the command performs essentially
the same function but leaves the address at addr+1, allowing
immediate entry for the next memory location.?

2. If the message REPEAT ENTRY is displayed above the entry line, the cont field is not cleared and may be entered in successive .
memory locations as many times as desired by pressing CR or NEXT. The repeat entry mode is enabled by pressing CR or NEXT
before initial entry of the command. This is also applicable to the b and n fields of the second, fifth, and seventh commands.
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Command

Memory Entry Commands

Description

addr,Dcont.
or
addr+Dcont.

addr,Lcont.
or
addr+Lcont.

addr,In,cont.
or
addr+In,cont.

Eaddr,cont.
or
Eaddr+cont.

Eaddr,b,cont.
or
Eaddr+b,cont.

Eaddr,Dcont.
or
Eaddr+Dcont.
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Changes the contents of memory location addr (eight digits) to
display code characters cont (left-justified and zero-filled). The
second form of the command performs essentially the same
function but leaves the address at addr+1, allowing immediate
entry for the next memory location.3

Changes the contents of memory location addr (eight digits) to
left-justified cont. The second form of the command performs
essentially the same function but leaves the address at addr+1,
allowing immediate entry for the next memory location.

Changes the contents of instruction n (0 through 3 from left to
right) at memory location addr (eight digits) to cont; cont may be a
15- or 30-bit instruction. However, one or more bits must be set in
the upper 15 bits of a 30-bit instruction or the entry will be
treated as a 15-bit instruction. The second form of the command
performs essentially the same function but leaves the address at
addr+1, allowing immediate entry for the next memory location.3

Changes the contents of extended memory location addr to cont.
The second form of the command performs essentially the same
function but leaves the address at addr+1, allowing immediate
entry for the next extended memory location.

Changes the contents of byte b at extended memory location addr
to cont. Each location consists of five 12-bit bytes, numbered 0
through 4 from left to right. The contents are four octal
characters. The second form of the command performs essentially
the same function but leaves the address at addr+1, allowing
immediate entry for the next extended memory location.

Changes the contents of extended memory location addr to display
code characters cont (left-justified and zero-filled). The second
form of the command performs essentially the same function but
leaves the address at addr+1, allowing immediate entry for the
next extended memory location.3

3. If the message REPEAT ENTRY is displayed above the entry line, the cont field is not cleared and may be entered in successive
memory locations as many times as desired by pressing CR or NEXT. The repeat entry mode is enabled by pressing CR or NEXT
before initial entry of the command. This is also applicable to the b and n fields of the second, fifth, and seventh commands.
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PP Call Commands

PP Call Commands

Any PP program having a name that begins with a letter may be initiated by DIS. However,
before entering any of these commands, it is necessary to have a working knowledge of the
PP program to be called. This ensures correct use of the specified program.

CAUTION

Improper use of these commands may result in damage to the system or to user jobs.

In table 4-1, prg denotes the name of the PP program and n is the control point number.

Table 4-1. PP Call Formats

Format of PP
Command Description Call Initiated
pre. Calls PP program prg to the control point. 18/3Lprg,6/n,36/0
pre,pl. Calls PP program prg to the control point; p1 18/3Lprg,6/n,18/0,18/p1

is an octal parameter required by prg.

prg,pl,p2.  Calls PP program prg to the control point; p1  18/3Lprg,6/n,18/p1,18/p2
and p2 are octal parameters required by prg. '
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DSD Commands 5

After the system has been deadstarted successfully, you can enter the DSD commands
necessary to provide optimum performance and reliability for users. The following general
categories of DSD commands are available for this purpose.

Category Description

Display selection Selects DSD displays.

Dayfile ' Dumps the system, account, or error log dayfile to
a specified device.

Queued file utility Provides control over selected queued files.

Job processing control Provides added control over job scheduling and
processing.

Peripheral equipment control Controls the peripheral equipment available to the
system.

Subsystem control Schedules a subsystem to a control point or

terminates a current subsystem.

System control Maintains system integrity in a normal production
environment or debugs a system that is in an
abnormal state.

Memory entry Changes the contents of central memory and
extended memory.

Channel control Controls activity on a specified data channel in
circumstances where abnormal hardware and/or
system operation is detected.

Extended memory flag register Clears and sets bits in the extended memory flag
register.

Breakpoint package Provides control over PP breakpoint processing
and CPUMTR breakpoint processing.

Debugging commands Traps certain conditions and traces selected pool

PP to CPUMTR and MTR to CPUMTR functions.

Although all DSD commands are generally available, many of them are seldom used in a
normal production environment. Many DSD commands are used only by the system analyst
for maintenance or debugging. These commands include all memory entry and channel
control commands as well as several commands in the other categories listed on an
unsecured system. Memory entry and several other commands are restricted on a secured
system (refer to the UNLOCK command later in this section).

When unusual problems arise, do not attempt corrective action unless you have considerable
experience relating to the current problem. Misguided attempts to correct a system problem
can often destroy information required to successfully analyze the problem.
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Display Selection Commands

To assist customer engineers and software analysts in tracking problems, the system enters
the first characters (up to 25) of the following commands into the error log after each
execution.

DOWN,param.
FORM,param.

IDLE param.

INITIALIZE param.
LOG,param.

OFF,param.

ON,param.
REDEFINE,param.

99.

Memory entry commands
Channel control commands
Any other commands that you specify at installation time

These commands are prefixed by the characters DS in the error log but otherwise appear
exactly as they are entered. This feature can be enabled and disabled using the 99 command
(refer to System Control Commands later in this section).

The manner in which the DSD commands are entered and the use of special keyboard
characters are described in the NOS Version 2 Operations Handbook. Command formats are
fixed field; that is, the fields in the command format must be specified as shown. Embedded
blanks are allowed in octal fields. Leading spaces in command entries are not allowed.

Display Selection Commands

The system display program DSD generates system-oriented displays. You can select any of
the DSD displays with the following DSD command:

Xy .
where x and y represent the letter designation (screen identifier) of the displays.

Display x appears on the left screen and display y appears on the right screen. If x and y are
identical, both screens display the same information, except for the B and P displays when
using the CC598B or CC634B console. Refer to the NOS Version 2 Operations Handbook for
details concerning the DSD display formats and keyboard operating instructions.

You can specify a sequence of DSD displays that you want displayed on the left screen. To
preselect the left screen display sequence, enter the following DSD command:

SET, screens.

where screens represents a string of four letters (screen identifiers) designating any four
DSD displays. Usually you specify four different displays although DSD accepts any four
valid screen identifiers. Refer to the NOS Version 2 Operations Handbook for DSD displays
and keyboard operating instructions.
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Dayfile Commands

Dayfile Commands

The system saves messages in five types of dayfiles.

*  Account dayfile

¢ Binary maintenance log
e  Error log

e Job dayfile

e System dayfile

The account dayfile keeps a record of all resources charged to a job. This dayfile can be used
for customer billing and other accounting purposes. The binary maintenance log records the
information used in Control Data maintenance in binary format. The error log records
system error messages, such as disk errors. Job dayfiles keep entries for individual jobs. The
system dayfile keeps a history of all commands for all jobs processed.

The following commands dump the account dayfile, system dayfile, or error log to a
system-defined mass storage device. The resultant mass storage file is put in the output
queue for printing. The system automatically prints the job dayfile at the end of the job’s
output,

Command Description

X.AFD. Requests that the account dayfile be dumped to a system-defined
mass storage device. The resultant mass storage file is put in the
output queue for printing.

X.DFD. Requests that the system dayfile be dumped to a system-defined
mass storage device. The resultant mass storage file is put in the
output queue for printing.

X.ELD. Requests that the error log be dumped to a system-defined mass
storage device. The resultant mass storage file is put in the output
queue for printing.

Refer to section 18, Queue/Dayfile Utilities, for more information on dayfile dumps.

The binary maintenance log is designed to be processed through an interpreter program, and
therefore is normally dumped to tape or disk.

Refer to the NOS Version 2 Operations Handbook for aescriptions of dayfile displays.
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Queued File Utility Commands

Queued File Utility Commands

The following commands are used to control queued input and output files.

Command  Description

X.QREC Deactivates or activates selected queued files and purges selected inactive
queued files.
X.QMOVE Moves queued files from one mass storage device to another.

Refer to section 18, Queue/Dayfile Utilities, for more information on queued file utility
commands.

Job Processing Control Commands

Under normal circumstances, control over job processing is performed automatically by the
system. Although the following commands may not be used frequently, they provide an
added measure of control over job processing.

General Job Control Commands

Several of the commands described here change internal system parameters which control
job scheduling and processing. Give careful consideration to their use since job flow and

overall system performance can be affected. Refer to the individual command descriptions
for further information.

Command Description

CKP,jsn. Checkpoints the job with job sequence name jsn. The checkpoint
information includes a copy of the job’s f