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* Magneti5tm comes from moving electric charges, usually electrons 

* The movement can be - orbital around the nucleus 
- "spin" 

* In technologically important materials, spin is more important than orbital motion 

* An atom may be permanently magnetic --> PARAMAGNETIC MATERIALS 
" " may not " " " --> DIAMAGNETIC MATERIALS 
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* Paramagnetics are magnetized in the direction of the applied magnetic field 
* Diamagnetics " " " " " opposite to " " " 

* The total magnetization of para- or diamagnetic samples is zero if there is 
no applied field 
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Ferromagnetic 
I 

• 

+-!ORDER! . Ferrimagnetic 

* Paramagnetism is a necessary (but not a sufficient) condition 
for spontaneous and large magnetic moments 

* In addition to atomic paramagnetism there must also be a 
strong EXCHANGE INTERACTION between adjacent atoms 

POSITIVE t t 1 t t t t t for FERROMAGNETISM 
* Interaction is 

NEGATIVE 1 f I f I i It for FERRI MAGNETISM 

G.Bate 6/89 
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for spontaneous and large n1agnetic moments 

* In addition to atomic paramagnetism there must also be a . 
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Elements of First Transition Series 
; -

Fe Co Ni 

density, g/cm 3 7 .87 4 8.78-8.85 8 .9 0 .. 
: 
•· 

Curie point, 
0 c 770 11 31 . 358 

melting point, °C 
~ 

1539 1495 1455 

CY293·K , emu/g 217.75 1 61 54.39 . 

CY 00 K , emu/g . 221.89 162 .5 5 7 .50 

M, , emu/cm 3 1714 · 1422 484.1 

Iron Cobalt. 

ex, '/ ex, hep f cc 

910° c 140(f c 425° c 

bee f cc 
c=4.0611 3.5368 
0=2.5020 

0 

/.861 A 
B/\TE 



ELEMENT CURIE TEt1PERATURE K 

~ 

COBALT 1393 
: 

IRON 1043 

NICKEL 691 

GADOLINIUM 289 
-

TERBIUM 218 
.. 

DYSPROSIUM 85 

THULIUM 22 

UOLMillM 20 

ERBIUM 20 

BATE 



( 8Fe3 04~ 

SPINEL STRUCTURE 

OCTAHEDRAL SITES • [I§J , 

Magnetite - inverse spinel · 

fe3+ [Fe2+ fe3+J 04 
A-sites B-sites 
(tetrahedral) (octahedral) 

INTRINSIC MAGNETIC PROPERTIES OF FE304 AND Y-FE;2G3 

IN YERSE SPINEL 

/ 'l-t- 3+ 
· - ·- FE AND FE OCTAHEDRAL SITES 
/1 
\I 3+ 
O..____ FE , TETRAHEDRAL SITES 

/. 
., 0 OXYGEN 

TETRAHEDRAL SITES • C8 x g) + (6 x ~ ) + 4 • [fil 
2+ 3+- . 

Fe. 3 O~· ==- Fe 0 . Fe 2 03 
Fe:J04 

Moment per molecule 4tJ 
050 97 emu/g 

OS 87 emu/g 
Density 5.197 g/cc 

'Y - Ferric Oxide - same oxygen sublattice Is 453 emu/cc 

- vacancies arranged on a tetragonal superlattice (c/a = 3) 

~ea .[(Fe1} 62~) Fe12J 032 

is the formula for ~ unit cell. 

Curie temperature 575°C 

Anisotropy constant 

Kl"' -1.10 X ·105 erg/cc 
• ( 111) easy · 

.(100) hard 

1-Fe:z03 

2.5'J 
82 emu/g 
74 emu/g 
5.074 g/cc 
400emu/cc 
590°C 

= -4.64 x 1o4 erg/cc 
(110) easy 
(100> hard 
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I I B SITES I I A SITES J 
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.c ~ 

5µB lf JJB , 5 JJB 

NET MOMENT • ~ PER FORMULA UNIT 1" ~'!. 0.o!\ '' 

-
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FE~+ ( FE~;J l1 813 ) 
~--~ .. ~~~-
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12 
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0 
-'1-

C12X5)µB 

032. 
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re: I __ J 
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v ll 
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IJcn~ily 

110 I M0 u(A) 
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11, 

(emu/g) 
-------

8.50 5.UO 112 560 60 
8.J9 5.14 98 510 92 
11.J!i 5.29 90 415 80 
8.H 5.)8 56 300 50 
8.J7• 5.41 JO 160 25 
IU6 

' 
4.52 JI 140 27 

____, 
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r; 
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400 300 
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Lt} O· 1 d.\- Mj .,+ A c;i \-es 
O·C\ ~ f-c- O.qx5 =- 4.t;;f"D 

------
380 450 

1714 ·110 

2t-1 0· C\ ~ 11s - B s·,\-es 
~+ J 

1 · 1 <1\- Ve 1·1 Y- 5 == 5· ';:,fog_ 

Eumplc Sub~tancc Structure 
Tetrahedral Octahedral Net moment 

A sites B site:~ (118 molecule I 

FcH Ni 1 •, Fe" 

I NiO· F~ 20J Inverse s 2 s 2 ... - .... 
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TE·CHNOLOGICALLY IMPORTANT MAGNETIC MATERIALS 
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MAGNETIC PROPERTIES 
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] ~)()~PROBLEMS IN FERROMAGNETISM 

1) "A PIECE OF IRON CAN BE COMPLETELY UNMAGNETIZED 

2) YET IT CAN BE MAGNETIZED TO SATURATION BY A FIELD OF A FEW OERSTEOS ..___.... 
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Properties of Head Materials 

Permalloy'- Sendust Ferrite Ferrite Amorphous Glass 

co1nposlllon: 4Mo70Ni 17Fe 05Fe10Si5Al (Fe,Mn,Zn)304 (Fe,Nl,Zn)304 Co70Fe5Sl15B10 

135 ,gauss 10,000 10,500 5,000 3,300 14,000 

111 (11CHz) 10,000 10,000 5,000 5,000 10,000 

rcslslivlly, ! lcrn. 55x10-6 oox10-6 5 105 13'1x10-6 

.,. 
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RELAXATION TIME 
FOR ACICULAR PARTICLES 
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SINGLE DOMAIN PARTICLES 

Anisotropy 

Crystalline 

Strain 

Shape 
Na 

Maximum Coercivity 

2~ 
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SINGLE DOMAIN PARTICLES 

Maximum Coercivity 

Iron Cobalt ·Nickel y-Fe203 

Crystalline 250 3,000 70 230 

Strain ·300 300 2,000 <10 
i I 

Shape 5,300 4,400 1,550 2,450 
(10:1) 
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80 Cobalt- Modified Iron Oxides 
'l 

Cobalt substitution 
itlO~ 

J·~r--r---r-_:_ Co Fe 3 o4 · x -x 
. \0 Bickford et al. (1957) 
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HARD AND ·SOFT MAGNETIC MATERIALS 
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Linear Density: Longitudinal Recording 
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Maqnetic Materials; 

Unanswered Questions and Unsolved Problems 

l. Coercivity in particles Fe2o3 - Fe3o4 

cobalt iron oxides 

versus coercivity in coatings 

2. Higr coercivity, high Mr/Ms, isotropy in continuous thin films. 
I 

3. Surface effects on particles e.g. Fe2o3 - Fe3o4 and phosphate chains. 

4. Role of particle interactions. 

5. Time effects: short term and long term. 

6. Orientation and disorientation. 

7. Erasure. 

8. Relation between magnetic properties and recording performance. 
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Chapter 1 

MAGNETIC FORCE 

The most fundamental aspect of magnetic 
fields is that forces and torques act on mag­
nets and currents. The phenomenon of force 
and torque interactions between magnetic poles 
was investigated by Coulomb and Cavendish at 
the end of the 18th century. Oersted's discov­
ery of the magnetic effect of electric currents 
led Ampere and Faraday to invent the first mo­
tors in the 1820's. The experimental relations 
of forces between currents were determined and 
reported by Ampere. The results of those ex­
periments are the basis of the notion of a mag­
netic force field and its effect on magnetic poles 
and on electric currents. Magnetic force field, 
magnetic pole strength, and magnetic moment 
are quantities which are defined in this chapter. 

1.1 CURRENT FORCES 

Two parallel wires have a force of attraction 
which is proportional to the product of the two 
electric currents and inversely proportional to 
the separation of the wires. Figure 1.1 depicts 
two such currents flowing out of the paper. The 
force on the right-band current, exerted over a 
length L2 is: · 

F = K11I2L 2 

d 
(1.1) 

where K is a constant depending on the unit 
system. For currents flowing in opposite direc­
tions the force is repulsion, and when currents 
fiow perpendicular to one another they exert 
no force on each other. Ampere demonstrated 
these effects and Maxwell formulated them by 
developing the notions of field theory. To deal 
with this action at a distance, Maxwell con­
ceived of a force field which would act on a cur­
rent dependent upon the current direction as 

1 

, • d ., 

0 »}:' ~( 0 
1'i_ (ov~) 12 (cvt) 

Figure l.1: current forces 

well as the length of a conductor which carries 
the current. 

Taking Ampere's experimental results, con­
cisely stated in equation 1.1, and predicating 
a force field which also deals with antiparallel 
currents and perpendicular currents was not a 
simple task. To do this Maxwell invented vec­
tors. Briefly, to a.ccount for Ampere's observa­
tions, the field from the first current had to be 
perpendicular to the second, and the force per 
unit length on the second current had to be a 
cross-product of the first current's field and the 
second current. 

Br is the symbol which is used here to des­
ignate the force field, a vector. The force field 
arising from current flowing in a long straight 
wire, as 11 in figure 1.1, is perpendicular to 
both the current and to the radius vector from 
the wire to the point where the field is acting. 
This field is constant at a particular radius, di­
rected in the right-hand sense around current 
11: Pointing the right-hand thumb in the direc­
tion of the source current (11), the curled fin­
gers indicate the direction of the resulting field 
(counter-clockwise). 

In the MKS unit system, the force field acting 
on current 2 because of current 1 is Br21 : 

P.oli ( ) Br21 = -2-- lJi x lr12 
?rr12 

(1.2) 
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!' :-" ln F 2' .. 
r.1 11 (ovt) 

l 

Figure 1.2: magnetic force field 

where µ 0 ia the permeability of free space, µ 0 = 
471' x 10- 1 , and the boldfaced 1 indicates a unit 
vector. The unit vector 111 is in the direction 
of the current 11, and the unit vector 1,.12 is 
the radial direction from current Ii toward the 
field point. The direction of the force field is 
then the vector cross-product of the direction 
of the source current and the direction from the 
source current to the field point. 

The units of the force field is newtons per 
amp-meter, so the the constant K of equation 
1.1 can be seen to be µ0 /211' in the MKS unit 
system. generalizing from this example, the el­
ement of force on an element of length ell car­
rying a current I in a magnetic force field Br 
[Lorentz's equation] is: 

dF = Jdl x Br (1.3) 

1.2 MAGNETS 

Magnets are attracted to iron products such as 
refrigerator doors. Using a pair of magnets, 
you can easily demonstrate that they can at­
tract and repel one another. This is explained 
by magnetic poles: a magnet has two poles of 
opposite polarity, and with a pair of magnets 
the poles that are alike repel one another while 
unlike poles attract each other. 

Directions on the earth's surface are found 
with a compass, which points toward the geo­
graphical north pole, or more accurately toward 
the magnetic pole in the north. The compass is 
a needle magnet on a pivot. The end of the nee­
dle which points to the north is defined as the 
magnet's north pole. This leads us to conclude 
that the earth's magnetic pole in the north is 
actually a south pole, a.s it attracts the com­
pass's north pole. 

Attraction and repulsion are forces which act 
on pairs of magnets: Two north poles repel each 
other equally, and two south poles repel each 
other equally. The north pole of one magnet 

and the south pole of another attract each other 
equally. The north and south poles of the same 
magnet exert forces, but they can only cause de­
formation of the magnet, not cause motion. For 
a two magnet system, the result is two forces 
acting on ea.ch pole of each magnet. See fig­
ure 1.3 where the pole forces are shown acting 
equally and oppositely on ea.ch pair of poles as 
single vectors, with summed forces indicated on 
each pole. The individual forces are inversely 
proportional to the square of the separation. 

l=s1 1 

~~ ( s~~d1 N -

. ~I 

~:l. 

Figure 1.3: magnet forces 

Suppose two identical magnets have pole 
strengths P and lengths l. Placed on a line 
with north poles adjacent and and separated by 
a distance d a.s in figure 1.4. Coulomb's exper­
iments showed that the forces between two like 
ma.getic poles is a repulsion proportional to the 
product of the pole strengths and inversely pro­
portional to the separation between the poles. 

i.. .1-~ ~ l 
Is "1 

{_N ___ _,,SI 
---F. -•Fu .... F. -F,., p.j 

Figure 1.4 

Then, using Coulomb's Law, the forces indi­
cated a.re: 

FNN = llP2/d2 

FsN = FNs = -kP2 /(d + 1)2 

Fss = lcP 2 /(d + 21) 2 
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The total force (to the right) on the right-hand 
magnet can be calculated from this expression: 

F = FNN+FsN+FNs+Fss 
p2 p2 p2 

= k d2 - 2k , • "~ + k-. -

and the force on the left-hand magnet is equal 
but to the left. The constant k depends on 
the unit system and the definition of the pole 
strength P. The notion of force acting at a 
distance from the source of the force is called 
a field, and in particular a force field. Here 
with two magnets we find such a phenomenon. 
Each magnet experiences force because of the 
other magnet. Then each magnet experiences 
the other as a source of a force field. Each pole 
can be visualized as having the force acting on 
it as the product of the force field at that point 
and its own pole strength P. Because this is a 
magnetic force, it is of the same nature as the 
field caused by an electric current, Bp. From 
figure 1.4, the north pole of the right hand mag­
net would experience a force field of to the right 
of magnitude: 

Bp = kP/d2 - kP/(d + /) 2 

where the first term on the right-hand side is 
due to the left- band magnet's north pole, and 
the second is due to the left-hand magnet's 
south pole. 

Thus the field due to an isolated magnetic 
pole is directed from that pole toward the point 
where the field is being calculated. The field is 
proportional to the pole strength and inversely 
proportional to the square of the distance from 
the pole to the point. We define the vector from 
the source (pole) to the field point as r 11 and 
its magnitude as r11. The vector field at the 
field point is Bp: 

Bp = k p~•! = k P,;•! (1.4) 
•l r,l 

and the unit vector is then seen to be: 

1,, = r,1/lr,11 

For a group of poles, the field is calculated 
by vectorally adding the effects of each. 

The force field due to a magnet acts on other 
magnets as well as on electric currents. This 
requires pole strength be defined to result in 

correctly calculated forces on current carrying 
conductors. Dimensionally the force field Bp is 
in newtons per a.mp- meter in eq. 1.2, and must 
be in units of newtons per unit pole in equation 
1.4. Thus it is necessary that the P be in units 
of amp-meter. From eq. 1.4 it is necessary that 
the units of kP be henrys x amps to result in 
a force field in Teslas or Webers/m2 . Then k 
must be henries per meter, and so must contain 
µ0 which has the correct units. 

1.3 MAGNETS AND CURRENT 

LOOPS 

The field generated by a long straight wire car­
rying a current is quite different from that of 
a magnet. In order to obtain the correct con­
stants in the expression for the force field due 
to a magnetic pole, we must find an equiva­
lency with current. The equivalency is between 
the far field of a magnet and that of a loop of 
current. The constant k is determined by com­
paring the fields generated by each. We begin 
with the field due to a magnet. 

1.3.1 FIELD OF A MAGNET 

I 
L 

l s 

Figure 1.5: magnet field 

A bar magnet consists of a north pole +P 
(a positive magnetic charge) and a $Outh pole 
-P (negative magnetic charge) separated by 
a length L. To determine the magnetic field 
caused by a bar magnet or •dipole", we use a 
form of Coulomb's law. The coordinate sys­
t.em most convenient for this situation is the 
spherical system which uses the radial vector r, 
measured from the origin - which will be the 
middle of the bar magnet; an azimuthal an­
gle, tf>, which is measured from an arbitrary line 
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through the center of the magnet, but perpen­
dicular to the a.xis joining the two poles; and a 
polar angle 8, measured from the half of the 
polar a.xis passing through the north pole of 
the magnet. The coordinates for our analysis 
is shown in fig. 1.5. the north pole is on the 
polar a.xis at r = L/2, 8 = 0 and the south pole 
is at r = L/2, 0 = 180°. The application of 
Coulomb's Law, obtains the following expres­
sion for the field at (r,0,¢): 

BF = kPlr(r- ~ cosO) 

(r2 + ~2 - r L cos 0)3/2 

kPlr(r +~COS 0) 

(r2 + L4
2 + r L cos 0)3/2 

kPle( ~sin 8) 
+ L' (r2 + 4 - r L cos 0)3/2 

kPle( ~sin 8) 
+ Ll (r2 + 4 + rLcos0)3/2 

The far field approximation is that r >> L. 
Then, making the approximation that 

(1+z)-nf'l.::::::1- nz/2 

we have the far field expression: 

BF= kPL{ 2 ~sOlr + s~Ole} (1.5) 

1.3.2 FIELD OF A CURRENT LOOP 

The field of a loop of current and the field of a 
bar magnet become identical when the distance 
from the source becomes large with respect to 
the dimensions of the source, i.e. L for the bar 
magnet (r >> L) and the radius for the cur­
rent loop. The analysis of the current loop, 

1,.. 

BF 

Figure 1.6: cunent loop field 

which is centered at the origin of the spheri­
cal coordinate system, with the current on a 

circle around the polar axis circulating in the 
right-hand sense, as indicated in figure 1.6, is 
most readily solved using the vector magnetic 
potential formulation of the Biot-Savart Law, 
and then taking the curl to obtain the force 
field. This is a common example in many text 
books on electromagnetic fields and is beyond 
the scope of this course. The results, when the 
distance from the source r is much greater than 
a, the radius of the current loop, the force field 
is found to be: 

2 2 cos 0 sin 0) 
BF= µo7ra J{-4 3 lr + -4 3 le} (1.6) 

7rr 7rr 

which again is a far-field expression. 

1.3.3 MAGNETIC MOMENT 

A comparison of equations 1.5 and 1.6 shows 
that equivalency is between (1) the product of 
the bar magnet's pole strength and pole sepa­
ration, PL, and (2) the current loops product 
of current and area of the loop, 1!'r2 I. These 
terms are both called the magnetic moment: 

MAGNETIC MOMENTS: ra2 I equivalent to p L 

The magnetic moment is a vector, which for 
a bar-magnet points in the direction from the 
south pole (-P) toward the north pole ( +P), 
while for the current loop the direction is found 
from the right hand rule applied to the current: 
curl the fingers of the right band in the direction 
of the current, and the extended thumb points 
in the direction of the magnetic moment. This 
is equivalent to crossing the radius direction 
with the direction of current. The magnetic 
moment is symbolized as m, and is defined as: 

BAR MAGNET: m = P Llm (1.7) 

CURRENT LOOP: m = JAlrd (1.8) 

Again comparing equations 1.5 and 1.6, it is 
seen that the constant k for magnetic pole 
forces and fields in coulomb's law equations 
must be : 

k = µo IN THE MKS SYSTEM 
47r 

Then the ma.gnetic force field due to an isolated 
magnetic pole, for the MKS unit system (from 
equation 1.4) is: 

P,1,, 
BF = µ 0 47rr;f (1.9) 
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1.4 TORQUE ON A MAGNETIC straight wire (Ampere's Law, from eq. 1.2): 

MOMENT 

Calculation of torque on a magnetic dipole can 
be done using either a magnet with Coulomb's 
Law, or a current loop with equation 1.3. In 
either case, the torque is found to be: 

TORQUE T = m x BF (1.10) 

Exercise 1.1: derive equation 1.10 for a bar 
magnet. 
Exercise 1.2: Derive equation 1.2 for a square 
current loop with an area a2 and a current I. 

1.5 ELECTROMAGNETS 

The term magnet refers to permanent magnets 
that continue the same behavior over a long pe­
riod of time. On the other band, it is possible 
to magnetize materials such as iron and steel so 
that they become temporary magnets. An iron 
rod can be magnetized by applying an electric 
current to a coil of wire wound around it. It 
will be strongly magnetic as long as the current 
continues, but will lose most of its magnetism 
when the current is stopped. Such magnets are 
called electromagnets and their strength is pro­
portional to the current. After the current has 
stopped they may have a small remnant mag­
netism. These effects can be measured through 
forces acting on an electromagnet in the vicinity 
of another magnet. 

1.6 SUMMARY 

The definitions given here for magnetic pole 
strength and for magnetic moment have been 
made so the force on a pole and the torque on 
the magnetic moment are both calculated from 
the force field BF. The units for magnetic pole 
strength are amp-meters and the units for mag­
netic moment are amp-meters2. The only unit 
system employed has been the MKS unit sys­
tem. The units of the force field are directly 
determined as from the force equations 

The magnetic force field field, BF, has been 
defined for the following cases: 
1. Where it arises from a current in a long 

- P.011 l11xr1:1 BFl1 - 2rr12 

2. from an isolated magnetic pole (Coulomb's 
Law, from eq. 1.7: 

B P.1., 
F = P.o 411'r2 

•I 

3. Where it is the far-field arising from a mag­
netic dipole (from eq. 1.5 and 1.6): 

BF = :;~ {21,. cos 6 + 11sin6)} (1.11) 

The force on an element of electric current is 
part of the Lorentz force equation as given in 
eq. 1.3: 

dF= Idl x BF 

The torque on a magnetic dipole moment m 
is given in eq. 1.10: 

T=mxBF 



Chapter 2 

MAGNETIC INDUCTION 

2.1 EXPERIMENTAL BASIS 

The statement that like poles of magnets re­
pel each other and unlike poles attract can be 
proven from the fact that it is possible to find 
three poles which mutually repel each other, 
but it is not possible to find three poles which 
mutually attract each other. 

From the earliest times magnets were known 
for their ability to attract (but not repel) cer­
tain metals, most notably iron. This shows that 
a magnetic pole induces an unlike pole in the 
closest part of nearby iron. As magnetic poles 
occur only in pairs (i.e. magnetic monopoles 
have not been found), then a magnetic pole will 
also induce a like pole in the most remote part 
of the nearby iron. As these induced poles are 
equal in strength, the result will be an attrac­
tion of the iron to the closer pole of the magnet. 

Oersted's discovery of the magnetic effect of 
electric currents eventually led Faraday to in­
vestigate whether magnetic fields could cause 
or induce electric current in a conductor. He 
found this could be done either by changing 
the current that created the field or by mov­
ing a conductor relative to a magnet or other 
field source. Henry had independently discov­
ered the effect of the changing current. Fara­
day carefully described his experiments, includ­
ing all the failures. This record keeping proved 
invaluable to Maxwell when he set out to un­
derstand electromagnetism. 

It was in 1831 that Faraday discovered that 
electric current was induced in a wire which 
formed a closed circuit when the current in a 
nea:rby wire was changed. Faraday saw the in­
duced current was the response to an electromo­
tive force (abbreviated emf). Ohm's discovery 
of the Jaw of resistance in 1827 provided the key 

6 

to understanding the relation between current 
and emf. 

Faraday attributed the induced em/ to a flux 
arising from the magnetic field of the current 
in the nearby wire. He envisioned the induced 
emf being caused by changing this flux. The 
induced current was proportional to the emf, 
by Ohm's Law. 

The em/ is equal to the negative time rate of 
change of the magnetic "flux": 

d<P 
emf=--

dt 
(2.1) 

The symbol <P (phi) indicates the quantity mag­
netic flux. The em/ has units of electric po­
tential, volts in the MKS unit system. Thus 
the units of the magnetic flux <Pis volt-seconds, 
which is also called webers. 

Equation 2.1 is the most fundamental form 
of Faraday's Law of electromagnetic induction 
and serves as the definition for magnetic flux. 

2.2 MAGNETIC FLUX DENSITY 

Magnetic flux is a flow concept which involves 
no tangible material. However it is useful to 
think of magnetic flux as analogous to the flow 
of water, which has a particular direction at a 
particular point. At such a point the direction 
and speed of the water, combined with the den­
sity of the water, can be ueed to define a flow 
density of the water. Thia flow density is a vec­
tor, and could also be called &he flux density of 
the water at that point. 

The flow of a stream of water is usually de­
fined as the rate at which water passes through 
an imaginary plane or other surface. This is 
also the average flow density or flux density 
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multiplied by the area of the imaginary surface, 
provided that the surface is perpendicular to 
the flow density at every point. This can be ex­
pressed as a surface integral, which involves the 
scalar product (dot product) of two vectors: the 
fiux density and the surface element's normal. 

Magnetic fiux density is similarly defined in 
terms of magnetic fiux. Using the symbol B 
for the vector magnetic fiux density, the flux 
through a surface S is 

</> = j ls B · lndS (2.2) 

where ln is the unit vector normal to the ele­
men t of surface area dS. 

The MKS units of magnetic fiux density are 
seen to be volt-seconds per square meter, or 
webers per square meter which are also called 
teslas. 

Magnetic fiux density B is a vector quan­
tity which is defined at a so-called macroscopic 
point. A macroscopic point is not the same as 
a mathematical point, but should be thought 
of as a very small volume or surface area, yet 
large enough to accommodate a large number 
of atoms. 

Faraday's law of electromagnetic induction 
can then be written in terms of the fiux den­
sity as: 

emf=-! j ls B · lndS (2.3) 

This can further be expressed using the circu­
lation of the electric field intensity E to replace 
the emf, i.e. the line integral of the electric 
field intensity, E, around the boundary of the 
surface S in the counter-clockwise direction is 
the emf 

emf= is E ··dl = -! J ls B · lndS (2.4) 

where the curve Cs is the boundary of the sur­
face S. 

2.3 FLUX INTO A VOLUME 

In equation 2.4 the circulation of E is the emf 
around any closed path, and the surface over 
which B is integrated is any surface which is 
bounded by the circulation path. This leads 

to an important law, which was formulated by 
G&USs together with a more general theorem of 
vector calculus. 

Consider a square box u ahown in fig. 2.1. 
We take the boundary of aide A as the path for 
the circulation of E, which encloees the surface 
A. The circulation is -d</>/dt passing through 
surface A. Notice also that the path of circula­
tion also is the boundary of a surface composed 
of the box excluding side A. The circulation 
of E is also -d</>f dt through that complex sur­
face. The conclusion to be drawn here is that 
the time rate of change of the flux into a vol­
ume is identical to time rate of change of the 
ftux out of the volume: there is no net time 
rate of change of flux into (or out of) a volume. 
Thus, in the absence of magnetic monopoles, 
the ftux into a volume is equal to the ftux out. 

¢ 

figure 2.1 

It is useful to shrink the volume until it ap­
proaches the macroscopic point in size. In do­
ing this, it is a straight-forward process to show 
that the divergence of the fiux density is zero. 

div B = 0 (2.5) 

exercise 2.1: Using cartesian coordinates, and 
ta.ltlng limits as the dimensions of the box in 
figure 2.1 shrink to zero, using the definition of 
the partial differential and the fact that the net 
flux into the box is zero, demonstrate that the 
divergence of B is zero. 

Equation 2.5 tells us t.h&t magnetic flux is 
continuous, having no aources or sin.ks (in the 
absence of monopoles). Thia requires that mag­
netic fiux "closes" on itself, and for that reason 
is called solenoidal. 
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2.4 MOTIONAL EMF 

A conductor moving in a magnetic field is a rel­
ativistic situation, and is equally viewed as a 
magnetic field moving with respect to the con­
ductor. The charges within the conductor have 
a velocity relative to the magnetic field, which 
results in an effective electric field acting on the 
charges. If the charges are free to move, as in 
certain closed circuits, they will participate in 
a current flow. The force per unit charge is, by 
definition, the electric field intensity. The en­
tire situation is summed up in the Lorentz force 
law: 

F = Q(E+v x BF) (2.6) 

here Q is the charge, E is the electric field in­
tensity, v is the relative velocity of the charge 
with respect to the magnetic force field BF. 

In a situation where there is a segment of 
wire moving in a magnetic field, and there is 
no provision for current flow, then an equilib­
rium condition will arise according to equation 
2.6, where the net force will be zero, so that the 
electrostatic field arising from free charge distri­
bution within the wire and the electromagnetic 
field due to the relative velocity of the charges 
in the magnetic field are balanced. In that case, 
the electric field must be: 

E = -v x BF (2.7) 

The emf generated over a length of conductor 
is found by the line integral of the electric field 
over the length: 

emf°=- j(v X BF)· dl (2.8) 

Equation 2.8 is fundamental to electrical 
power generation, and provides the relation be­
tween em/ and motion of a conductor in a mag­
netic force field. In principal such a force field 
can be calculated from known current distri­
butions and the resulting em/ generated on a 
conductor moving in the force field also calcu­
lated. Such a calculation will agree with an 
experimental measurement, showing that the 
force field is directly involved with the motional 
generation of emf. 

A loop of conductor can be placed in this 
calculated force field and the flux of the force 
field passing through the loop determined by 
integration. This flux will be a linear function 
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of the current. Thus the flux of the force field 
can be varied by varying the current. In doing 
so, the time rate of change of the flux due to the 
force field is found experimentally to be equal 
to the measured emf on such a loop. So, for the 
case of a gaseous media the magnetic force field 
BF and the magnetic flux density B are found 
to be equal. 

The magnetic force field BF a.cts on electric 
currents and on magnetic poles, but the results 
are measurable only in a non-solid environment. 
On the other hand, magnetic flux in a solid ma­
terial is measurable as the em/ in a conductor 
wrapped around the solid can be measured. As 
seen in equation 2.5, the divergence of the mag­
netic flux density is zero, which means that the 
normal component of magnetic flux is continu­
ous in crossing from one medium to another. 

Except for ferrofluids, a non-solid environ­
ment is also non-magnetic. In non-magnetic 
environments experiments show that the mag­
netic force field and the magnetic flux den­
sity a.re identical. Inside solid magnetic envi­
ronments measurements of forces and torques 
are impossible. However, one experiment in 
a ferrofluid indicates that the magnetic force 
field and the magnetic flux density are different 
in a magnetic material (environment)1• This 
experiment appears to support Maxwell's un­
derstanding of electromagnetic forces and emf 
Maxwell seems to have espoused the notion that 
the magnetic force field depends only on cur­
rents and magnetic poles. Some later workers 
have found this an unacceptable idea, and have 
insisted that the medium or environment plays 
a key role. These dissident workers have suc­
ceeded in establishing their opinion in the most 
commonly used version of the MKS unit sys­
tem, which is known as the Sommerfeld Sys­
tem. This will be discussed in some detail at a 
later point. 

In order to follow Maxwell's understanding, 
we first establish the concept of the magnetic 
field intensity, H, which is exactly proportional 
to the force field BF. 

1 EzperimentGI &emo1un-4tion tA4f tile couple on 4 
iar m4gnet &epentl1 on H, •ot B, R.W.Whitworth and 
H.V .Stopes-Roe, Nature, v 234, pp31-33, Nov 1971. 
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2.5 MAGNETIC FIELD INTEN­

SITY 

The magnetic field intensity H is a vector, and, 
following Maxwell's ideas, is calculated from 
the combination of current distribution and 
magnetic pole distribution. It is proportional to 
the vector we have been calling the force field, 
with the definition: 

BF= l"oH (2.9) 

The general expression for the calculation of H 
is obtained by modifying the Ampere Law a.nd 
Coulomb Law expressions of chapter 1 (equa­
tions 1.2 and 1.7). The current and its direc­
tion are combined in the form of current density 
enclosed in a volume element as indicated in fig­
ure 2.2, which then requires an integration over 
all current density. this results in an expres­
sion which is usually called the law of Biot and 
Sava rt: 

Hm = ff { J X ~' 1 d Vol 
lvol 47rr,J 

(2.10) 

where J is the current density (source point), 
r,1 is the distance from the source point to the 
field point (the field point is that where the field 
is being calculated), and 1,, is the unit vector 
from the source point toward the field point. 
Because magnetic materials are typically mag­
netized using electric currents, this part of the 
magnetic field Hm will be called the magnetiz­
ing field. 

dVo\ 

~+! tdHm 
r.sf '' 

fig. 2.2 Biot-Sava.rt field source element 

Coulomb's Law is modified to deal with pole 
density rather than isolated poles, which also 
results in a contribution to the field intensity 
requiring integration over all pole density: 

Hd =ff { Pml;1 dVol 
lvol 47rr,J 

(2.11) 

where Pm is the magnetic pole density (source 
point), 1,, is again the unit vector from the 
&0urce point to the field point, and r,, is the 
distance from the source point to the field point. 
Because inside a magnetic material this part of 
the field is in in opposition to the magnetiza­
tion, Ha will be called the tlemagnetizing fidd. 

~sf 
P d Vo I r., - .... ~_l-fd lm .sf. ~ 

fig. 2.3 pole density field source element 

Then the complete expression for magnetic 
field intensity is the sum of the magnetizing field 
and the demagnetizing field Hm + Hd: 

H = ff { J x ~·J dVol + 
lvo1 4n,, 

ff f Pm 1;J dVol (2.12) 
lv ol 4n,J 

2.6 SUMMARY 

Faraday's law of electromagnetic induction is: 

d¢ 
em/= -di 

In the MKS unit system, magnetic flux is in 
webers while magnetic flux density is in teslas. 

The divergence of the magnetic flux density 
is zero: div B = 0 

It bas been shown that for the case of a 
gaseous media the magnetic force field BF and 
the magnetic flux density B are equal. 

AB magnetic forces have been shown to be in­
dependent of the medium (as was envisioned by 
Maxwell), the magnetic field intensity is defined 
as proportional to the quantity we have called 
the force field, as in equation 2.9: BF = µoH. 



Chapter 3 

MAGNETIZATION AND POLE DENSITY 

3.1 INTRODUCTION 

The magnetic moment of a dipole, arising either 
from a bar magnet or a current loop has been 
defined in chapter l, a.nd found to have MKS 
units of amp-meters2 . All atoms have magnetic 
moments which are attributed to the orbiting 
electrons and to the spinning of those orbiting 
electrons. In most materials the average mag­
netic moment tends to align with an applied 
magnetic field. This behavior is called para­
magnetism. In some materials, the magnetic 
moments tend to align in opposition to an ap­
plied magnetic field. This behavior is called 
diamagnetism. Both paramagnetism and dia­
magnetism are weak effects. 

Some materials have strong magnetic effects. 
To some degree, all such materials exhibit spon­
taneous magnetization, the property observed 
in permanent magnets, in that they behave 
magnetically in the absence of an applied mag­
netic field. These materials are broadly classi­
fied as magnetic. Other terms such as ferTomag­
netic, ferrimagnetic and anti-ferTomagnetic, a.re 
used describe specific materials, but we will use 
two different classifications of magnetic materi­
als, one of which is soft, and the other as hard. 

The atomic magnetic moments in soft mag­
netic materials tend to align with an applied 
magnetic field rather easily. Also, soft mag­
netic materials have little remnant magnetiza­
tion when the field is removed. Such materials 
are used in magnetic recording heads. 

Hard magnetic materials a.re more difficult to 
magnetize, but retain the alignment of mag­
netic moments after the magnetizing field is re­
moved. Such materials a.re used in magnetic 
recording materials. 

3.2 FARADAY VOLTAGE AND 

FLUX MEASUREMENT 

The most common method of measuring mag­
netic :Hux is via the Faraday Law relation of 
equation 2.1: 

d¢ 
emf= --dt 

which involves the measurement of the voltage 
generated in a loop of wire. The ends of the 
wire are not quite touching, so that the voltage 
is the instantaneous value of the time rate of 
change of the :Hux passing through the loop. To 
obtain the :Hux, that voltage is electronically 
integrated as indicated in figure 3.1. 

+ 
Vo -

10 

figure 3.1 

..t -.. 
The magnetic fiux density is a quantity which 

is closely related to the magnetization of a mag­
netic material, and the fiux density is approx­
imated by dividing the fiux by the area. of the 
loop (which actually gives the average fiux den­
sity): 

Ba.,1 = -! j emf dt (3.1) 

In some eases, in order to increase the voltage 
available, several turns of wire are formed into 
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a coil of N turns. The resulting voltage is then 
seen to be: 

Vcoil = -emf= Nd¢ 
dt 

(3.2) 

Then the average flux density can be calculated 
in terms of the voltage from the N-turn coil: 

1 J Veoil d Bo..,g= A N t 

3.3 MAGNETIZATION 

(3.3) 

Magnetization is defined as the average mag­
netic moment per unit volume at a macroscopic 
point. Recall that a macroscopic point is a vec­
tor point, one which can contain a large number 
of atoms. The magnetization is a vector quan­
tity, which is symbolized with M in the MKS 
unit system: 

M = lim 2:Vm/i [amps/m] (3.4) 
Vol-0 o 

where the units of the individual magnetic m<>­
ments (mi) are amp-meters2 . 

The units of magnetization, M, are here de­
fined to be the same as magnetic field intensity 
H, namely amps per meter. Within a magnetic 
material, as can be demonstrated experimen­
tally using Faraday's law, the vector sum of the 
magnetization and the magnetic field intensity 
determine the flux density: 

B = JJo(M + H) 

It is recalled that H consists of two parts, the 
magnetizing field due to currents, and the de­
magnetizing field due to magnetic poles: H = 
Hm + Hd. Then we can write: 

B = JJo(M + Hm + Hd) [teslas] (3.5) 

The demagnetizing field arises from magnetic 
moments within the magnetic material. This 
can be understood from the properties of the 
magnetic flux density, B, which must be con­
tinuous on a macroscopic field basis. 

3.4 MAGNETIC POLE DENSITY 

A fundamental decision that Maxwell made in 
the formulation of electromagnetism was in the 
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definition of magnetic flux density. This is ex­
pressed as in eq. 2.5: 

div B = 0 

Applying this to equation 3.5, we obtain that: 

div(µ 0 (M + Hm + Hd)) = 0 

where µ 0 is a constant. In the quasi-static sit­
uation (i.e. no macroscopic eddy currents) the 
divergence of the magnetizing field (which has 
its sources outside of the magnetic material), is 
zero in the magnetic material., thus: 

div M +div Hd = 0 (3.6) 

We can use this result to calculate the demag­
netizing field arising from a known distribution 
of magnetization. To develop this ability, we 
first integrate equation 3.6 over a volume, sep­
arating the two parts: 

J J l 01 div Hd dVol= - J J lo/ div M dVol 

The divergence theorem can be applied to the 
left side of this equation to obtain: 

j j lo/ div Hd dVol= j ls. Hd · lndS., 

where S., is the surface of the volume and ln 
is the outward pointing normal to the surface. 
Then, substituting this result into the previous 
equation: 

j ls. Hd · lndS" = - j j lo/ div M dVol 

(3.7) 
Which is a form of Gauss's law. This shows 

that the divergence of the magnetization plays 
the part of a pole density: 

Pm= -div M (3.8) 

where Pm is the magnetic pole density. Then 
equation 3.7 can be written: 

j ls. Hd · lndS" = j j [
0
,Pm tlVol (3.9) 

We can further develop this by taking the 
case where there is simply a small volume, 
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A Vol, and we take the surface for integration as 
a sphere centered on that small volume. Then 
on the surface the flux due to the small vol­
ume is perpendicular to the surface, and of the 
same value at any point on the surface. The 
surface integral then becomes simply 4rr2Hc1, 
with a vector direction from the small volume 
to the surface point. Then equation 3.9 can be 
re-written to take in all pole density as: 

Ha= ff' { Pml;1 dVol 
Jvol 411'r,, 

(3.10) 

which matches t.he demagnetizing field portion 
of equation 2.12. 

3.5 FIELD MEASUREMENT 

A fundamental relation for magnetic materials 
is the B-H or M-H chaaracteristic which is typ­
ically a hysteresis loop. Measurements for a 
B-H loop typically use the integration scheme 
describe with figure 3.1 to determine the flux. 
The measurement of the magnetic field in a 
magnetic material is impractical, because force 
measurements are not generally possible. The 
strategy employed is to calculate the magne­
tizing field from the current configuration, and 
either calculate the demagnetizing field or else 
use a sample configuration where the demag­
netizing field is negligible, the latter practice 
being preferred. Here we consider three current 
configurations to give known field values. In 
each of these systems, a Faraday voltage pickup 
coil will have mutual inductive linkage with the 
magnetizing field source, so that such a volt­
age will be induced by a varying magnetizing 
field even in the absence of a magnetic mate­
rial sample. This effect requires cancellation by 
some instumentation means, or correction by 
computation. 

3.5.1 THE HELMHOLTZ COIL PAIR 

A Helmholtz coil pair is a system of two identi­
cal coils, each having N turns and carrying the 
same current I. The coils are on a common axis 
separated by the radius, r. This results in an 
axial field which is quite uniform on the axis 
at the midpoint between the two coils. This is 
illustrated in figure 3.2. 
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Jr 
N 

N 

figure 3.2 

This system is used for small samples of ma-­
terial which require relatively small magnetiz­
ing fields. The field at the center of the system 
is: 

r2NI NI 
Hc.zi1 = r ~ . ~I··~·~ = 0.7155- [a/m) r 

(3.11) 
The region of uniformity is a volume of about 
10% of the volume of the system. 

3.5.2 THE LONG SOLENOID 

A cylindrically wound coil of wire is called a 
solenoid. For a long, uniformly wound solenoid 
of N turns and length L meters, carrying a 
current I amps, the field at the center of the 
solenoid is: 

NI 
H1olenoid = L [a/m) (3.12) 

The solenoid field, excluding the ends, is 
quite uniform. The end regions excluded are 
lengths of about a diameter. Such systems can 
be used with relatively large samples of mag­
netic material which do not require very large 
magnetizing fields. 

3.5.3 THE ELECTROMAGNET 

For materials requiring very large magnetizing 
fields, electromagnets are commonly used. The 
electromagnet is a structure of (magnetically) 
soft iron, constructed so that there is a gap 
where a uniform field is produced. The gap has 
two cylindrical poles with flat faces separated 
by a distance of g meters. The structure is en­
ergized by current I flowing in coils of N total 
turns. An electromagnet is sketched in figure 
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3.3. At distances of at least the gap-length (g) 
from the pole edges, the field is quite uniform: 

NI 
H1ap = - [a/m) g 

SoFT · •Ro .. yo '9'~ 

figure 3.3 

3.6 MKS UNITS 

(3.13) 

The treatment of magnetic moments is differ­
ent in two competing MKS unit system. These 
two systems are further described below. The 
first has magnetization (M) in the same units 
as H, as has been done here. The second uses 
a variable called Intensity of magnetization (I) 
and its units are the same as B. The defining 
equations are: 

Sommerfeld: B = µ0 (H + M) 

Kennelly: B = µ 0 H +I 

(3.14) 

(3.15) 

In linear magnetic materials, also called soft 
magnetic materials, the magnetization is pro­
portion al to H for fields less than some partic­
ular level: 

M=xH 

for example, and x (greek chi) is called the mag­
netic suceptibility. For such materials, the per­
meability is µ: 

µ = P.oP.r = P.a(l + x) 

and µ,. is the relative permeability. 
The two competing MKS unit systems also 

differ in that the magnetic moment for a cur­
rent loop of current i and area A is defined dif­
ferently for each: 

Sommerfeld: m = iAln 
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Kennelly: j = µ 0 iAln 

The definition of torque on a magnetic mo­
men t is therefore different in the two systems. 
Sommerfeld has the torque proportional to the 
magnetic flux density B, whereas we have de­
fined it as proportional to the force field µ 0 H 
which is in accordance with the Kennelly sys­
tem. 

3. 7 UNIT SYSTEMS 

A variety of unit systems have been developed, 
and several survive in use today. The System 
International, S.I., which is an MKS system, 
was devised by G. Giorgi in 1902. Electrical 
Engineering, has long been defined in this unit 
system. 

Two competing MKS systems are in use for 
magnetic units. They both use the same def­
initions and units for magnetic field intensity, 
flux density and permeability: Magnetic field 
intensity: H [a/m), and Magnetic flux density: 
B [tesla]. And µ 0 = 4"' x lQ-7 [henry /m) 

The system most commonly used in text 
books on electromagnetic fields was invented by 
A. Sommerfeld, and was adopted by one of the 
most successful texts in the middle 20th cen­
tury, Electromagnetic Theory by J.A. Stratton. 
Later authors tended to follow this text, so that 
the Sommerfeld system has become a de facto 
standard. The units used in the Sommerfeld 
System are: 

Magnetic moment: m [ampere-m2] 

Magnetization intensity: M [ampere/m] 

The defining equations are: 

B = µ0 (H +M) 

T=mxB 

The competing MKS system is the Giorgi­
Kennelly system, generally following Giorgi's 
original MKS system, but was ao strongly sup­
ported by A.E. Kennelly that it is known as the 
Kennelly System. The units uaed in the Ken­
nelly System are: 

Magnetic moment: j [weber-m] 
Magnetization intensity: I [weber /m2] 
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The defining equations are: 

B = µoH+I 

T=jx H 

Unfortunately there is an inconsistency in the 
two systems. The symbols j for magnetic mo­
ment and I for magnetic intensity are employed 
in the Kennelly system and are used here to 
pursue the inconsistency as follows: 

As B and H are the same in both units, the 
first defining equations give that: 

µo(H + M) = µoH +I (3.16) 

so that I= µ 0 M 
The magnetic moment of a volume is defined 

in both systems as the volume integral of the 
magnetization. Thus, with a particular vol­
ume, assuming uniform magnetization within 
the volume, the magnetic moment in each sys­
tem (the same volume, only the unit systems 
are different): 

For Sommerfeld: m = M vol 

For Kennelly: j = I vol 

In the presence of an applied field, the torque 
must be independent of the unit system: 

Sommerfeld: T = m x B = (M x B) vol 

Kennelly: T = j x H = (I x H) vol 

Then, as B = µ 0 µ .. H in both systems, we 
have that I= µ0 µ .. M 

This differs from the result from equation 
3.16: I = µ0 M. These differ by the relative 
permeability of the media, and cannot both be 
correct. The problem is to determine where the 
error lies. 

In the paper, Experimental demonatration 
that the Couple on a Bar Magnet depends on H, 
not B, in Nature, vol 234, November 1971, pp 
31-33, R.W. Whitworth and H.V. Stopes-R.oe 
of the University of Birmingham in England, 
reported the results of a.n experiment, which 
apparently proved the error was in the Som­
merfeld system. This error is in the expres­
sion for the torque on the magnetic moment, 
so that the magnetization intensity relation is 
I= µ 0 M, and the torque must be corrected in 
the Sommerfeld system: 
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Sommerfeld correction: T = m x µ 0 H 

The other surviving metric unit system is a 
egs system called electromagnetic •nits (emu), 
which was one of the incomplete systems in­
troduced by J.C. Maxwell in 1863. Yet another 
system which he introduced in 1863 was also an 
incomplete egs system -named the tltctroatatic 
snit 1ystem (esu) which is no longer used. The 
primary use of the emu system is in magnet­
ics and magnetic materials, primarily because 
the International Electrotechnical Commission 
(IEC) has not yet set S.I. standards magnetic 
moment and magnetization. The emu system 
has the following magnetic units which are in 
common use: 

Magnetic field intensity: H [oersteds, oe] 
Magnetic fiu.x density: B [gauss, g] 

Magnetic moment: m [ergs/oersted, or emu] 
Magnetization intensity: M [emu/cm3 ] 

Specific magnetization: t1 [emu/gram] 

The defining equations are: 

B = H+41rM 
T = mxH 

Thus it can be seen that the permeability of 
free space is unity in the emu system: µ 0 = 1. 

3.8 MAGNETIC UNIT CONVER­

SIONS 

Magnetic Field Intensity: H 
l oersted =250/7( amperes/m 

Magnetic Flux Density: B 
10,000 Gauss = 1 tesla 

Magnetic Intensity: I (Kennelly) 
41r x 104 emu/cm3 = 1 tesla 

Magnetization: M (Sommerfeld) 
41r emu/cm3 = (250/7() a/m 



Chapter 4 

LINEAR MAGNETIC MATERIALS 

4.1 LINEAR CHARACTERISTICS 

Magnetic materials exhibit a hysteresis loop in 
a form similar to that shown in figure 4.1. The 
usual parameters are the coercive force He, the 
saturation flux density B, and the rerrmant 
magnetization Br. A fourth parameter, the sat­
uration field H, is added for our convenience 
here. A so-called soft magnetic material bas 
Br that is a small fraction of B,. When its 
operation is limited to the unsaturated region 
(IHI < H,) the characteristic can be modeled 
mathematically a.s a linear device with reason­
able accuracy. In this operating range, ignoring 
the hysteresis for the moment, the relation be­
tween the magnetic field intensity, H, and the 
magnetic flux density, B, is reasonably approx­
imated by the linear relation: B = µH. (The 
hysteresis results in a power Joss, which will be 
dealt with at a later point.) Referring to figure 
4.l, the permeabilityµ is the slope of the unsat­
urated region and is approximated by Br/ H c. 

B 

figure 4.1 magnetic characteristic 

A more general way to express the relation 
of B and H is to include the magnetization M. 
Here the Sommerfeld unit system is employed 
because it avoids µ 0 in relating M and H: B = 
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µ 0 (H + M). For a linear material, M = xH, 
where x is a constant. Because the divergence 
of B is zero, and 

B = µo(l + x)H = µH 

the divergence of H is also zero inside of a linear 
material. In general 

div(H + M) = 0 so divH = -divM 

4.2 SURFACE POLARITY 

Inside of a linear material the divergence H is 
zero and the divergence of M is zero. At the 
surface of the material, the interface between 
the magnetic material and a non-magnetic re­
gion, there may well be a discontinuity of the 
magnetization. This occurs whenever there is a 
component of magnetization perpendicular to 
the surface. The discontinuity arises because 
the normal component of magnetization exists 
inside the magnetic material, but not in the ex­
terior nonmagnetic region. In such a case there 
will also be a divergence of the magnetic field 
H at the surface. 

One viewpoint is to consider the continuity of 
the magnetic flux density, which cannot change 
as it crosses the surface separating the magnetic 
material from the nonmagnetic region. Desig­
nating the normal components as Hn; and Mn 
just inside the magnetic material and H no just 
outside or in the nonmagnetic region, we have 
the relation that 

Bn = µo(Hn; +Mn)= l'oHno 

SO that Hno - Hni =Mn. 
The normal component of magnetization at 

the surface is a source of magnetic field inten­
sity, and is experienced in the form of magnetic 
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poles. The magnetization is a volume density of 
magnetic moments, and its normal component 
at a surface results in a surface pole density. 
This is entirely analogous to a surface electric 
charge density on an electric conductor. The 
mathematical treatment of Gauss' Law for elec­
tric charge density is applicable here. For an 
element of surface area dS, with a normal com­
ponent of magnetization Mn, the field element 
at a point p will be: 

dH = l, MndS 
P 47rr2 

1p 
( 4.1) 

where 1,p is a unit vector directed from the sur­
face element toward the point p, and r,p is the 
corresponding distance. In order to determine 
the total field at the point p it will be neces­
sary to perform an integration over the entire 
surface. 

As we are first interested in the effects quite 
close to the surface, it is reasonable to take the 
surface as an infinite plane. In performing such 
an integration it is perhaps easiest to set up an 
element of surface which is made up of a ring 
centered below the point p, from which only 
a normal component of field will result, and 
which, when integrated over the infinite plane, 
will yield a result that Hno = Mn/2. 

4.3 DEMAGNETIZING FIELD 

Recalling that H no - H ni = Mn, it is seen 
that with Hno = Mn/2, it is necessary that 
Hni = -Mn/2, so that the surface poles cause 
fields in both the nonmagnetic region and in the 
magnetic material. The interior field is in the 
opposite direction to the normal component of 
magnetization, and for that reason is called a 
demagnetizing field, Hd. 

Hno 
NONMAGNETIC UGION 

MAGNETIC MATERlAL 
Hd 

Mn 

v. i11L 
l.:r 

figure 4.2 Demagnetiza.tion 

The magnetization is magnetic moment per 

unit volume, and as such is a spatial average 
over a macroscopic point. Each individual mo­
ment within a macroscopic point is subject to 
torque due to the local magnetic field, which 
act to align the magnetic moment with the field. 
Thus, the demagnetizing field caused by a mag­
netization component normal to a surface tends 
to cause the normal component of magnetiza. 
tion to decrease. This can be seen in figure 
4.2 where the magnetization is shown at an an­
gle o to the surface normal, together with the 
normal component and the resulting demagne­
tizing field Hd. The torque on a magnetic mo­
ment is the vectorcross-product, so the torque 
per unit volume on the magnetization is simi­
lar: µ 0M x H. The ca.rtesian coordinate sys­
tem shown corresponds with: M = l:rM sin o+ 
111 Mcosa, and Hd = -111 (M/2)coso, so the 
torque is: 

M2 
T = µ 0 MxHd=-lz2sinocosa 

M2 
= -lz-sin2o 

4 

It is seen that the torque is maximum at an 
angle of 45°, and has minima at zero and 90°. 
The minimum torque at a = 0 can be shown to 
be an unstable equilibrium point (as any dis­
turbance in that angle will tend to increase the 
angle), and the minimum at o = 90° is a stable 
equilibrium for the magnetization. Thus, in the 
absence of any other torques on the magnetiza­
tion, it would assume an orientation parallel to 
the surface. 

4.3.1 DEMAGNETIZATION WITH AN 

APPLIED FIELD 

For the case where there is an applied field act­
ing on the magnetic material, we can break 
that field into a component tangent to the sur­
face and a component normal to the surface: 
HA = ltHt + lnHn where Ht = HA sin 8 and 
Hn =HA cosO where 8 is the angle the applied 
field makes with the normal to the surface as 
indicated in figure 4.3. 

The total interior field is t.he vector sum of 
the applied field and the resulting demagnetiz­
ing field: H = HA + Hc1. The magnetization 
will lie in the direction of H and will be propor­
tional: M = xH. AB was previously developed, 
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HA 

NONMAGNETIC REGION 

Hd 
MAGNETIC MATEJUAL 

I 0 

1nL ~ 
11 

figure 4.3 Magnetization Near a Boundary 

the demagnetizing field is Hd = -~ lnMn. 
Then the total field can be written: 

1 
H = 11Ht + ln(Hn - 2Mn) 

As Mn= x(Hn - ~Mn), 

H=ltHAsinB+lnHA(l--2 X )cos8 
+x 

As M lies parallel to H, the angle the magne­
tization makes with the surface normal is found: 

2+ x 
tan Q = -2- tan e 

For a susceptibility of x = 100, which is low for 
typical magnetic materials, for an applied field 
at 1°, the magnetization would be at an angle 
of 89 degrees to the normal. 

For the following cases of magnetic circuits 
without nonmagnetic gaps, it is a reasonable 
approximation to assume the magnetization 
near a surface will be parallel to the surface. 

4.3.2 DEMAGNETIZATION AT A GAP 

For magnetic circuits with nonmagnetic gaps it 
is necessary to reconsider the foregoing mate­
rial. Here we consider a relatively thin nonmag­
netic region sandwiched between two magnetic 
regions which have similar magnetic properties. 

The surfaces considered have large dimen­
sions compared with thickness of the gap, and 
effects due to surface poles near the outer edges 
of the gap are considered far enough away to be 
negligible. The region being investigated is rep­
resented in figure 4.4. The nonmagnetic region 
bas a thickness g, and the magnetization within 
the two magnetic regions is assumed to be the 
same (or at least the components normal to the 
surface are both the same). 

As the magnetic material and the nonmag­
netic material are both linear, the principle of 

Ha~ 
IU.OJflTIC KATIRlAL 

g 
Hno:i Hnoi •OlfK.A.ONITIC GAP 

t T IU.ONITIC K.A.T!lUAL 

H.,,, ~ H,,M. v. 
ln1t 

figure 4.4 Ma.gnetiza.tion Near a Ga.p 

superposition is applicable. The surface be­
tween the gap and the lower magnetic material 
has a positive surface pole density because the 
normal component of magnetization is directed 
toward the surface. This will result in normal 
field components pointing away from the sur­
face, and having a magnitude of~ Mn, indicated 
as Hno 1 (pointing upward, extending through 
the gap and through the upper magnetic ma­
terial as well) and Hd, (pointing downward in 
the lower magnetic material). 

The surface between the gap and the upper 
magnetic material has a negative surface pole 
density because the normal component of mag­
netization is directed away from the surface. 
This causes normal field components pointing 
toward that surface, and having a magnitude 
of ~Mn, indicated as Hno 4 (pointing upward, 
but extending downward through the gap and 
into the lower magnetic material as well) and 
Hd. (pointing downward but extending upward 
through the upper magnetic material). 

Applying superposition, it is seen that these 
normal field components add within the non­
magnetic material, and subtract within the 
magnetic materials, so there is no demagnetiz­
ing field associated with the gap. 

The foregoing is an approximation, but is rea­
sonably accurate in gap regions at lea.st two 
gap-lengths (2g) away from a.ny lateral edges 
of the gap. 

4.4 SCALAR MAGNETIC PO­

TENTIAL 

For linear operation of soft magnetic materials 
with negligible hysteresis, the relation between 
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the magnetic flux density, B and the magnetic 
field intensity, H, is linear, and the divergence 
of B is always zero, so that the divergence of H 
within a lin~ar magnetic material is also zero. 
Any vector whose divergence is zero can be ex­
pressed as the gradient of a scalar potential. 
Thus it is useful to express the magnetic field in­
tensity within a linear magnetic material as the 
gradient of a magnetic scalar potential which 
we shall refer to as '11, which in the MKS unit 
system has the dimension of Amperes. Its gra­
dient then has the dimensions of Amps per me­
ter, and the relation is: 

H =-grad '11 (4.2) 

As the divergence of H is zero in the linear mag­
netic material, it is also true that div grad '11 = 
0, which is Laplace's Equation. The operation 
div grad '11 is called the Laplacian of '11, and is 
written in shorthand as \72'11 This result is that 
the Laplacian of the magnetic scalar potential 
is zero. In cartesian coordinates it is written: 

EP '11 o2 '11 o2 '11 
\72'11 = ox2 + oy2 + oz2 = 0 

EXAMPLE 4.4.1. 

(4.3) 

A block of linear magnetic material has a 
square cross-sectional area and a length l, 
which is along the x-axis so that one end is 
at x = 0 and the other at x = l. Assuming 
the scalar magnetic potential is lOOx within the 
block: 

(a) Determine the potentials at the two ends 
of the block. 

(b) Determine whether Laplace's Equation is 
satisfied within the block, and if so 

( c) Determine the magnetic field intensity in­
side the block. 

SOLUTION OF EXAMPLE 4.4.l 

(a) With '11 = lOO:r, the potential at x = 0 is 
zero, and at :r = l, w = 100£. 

(b) With w = lOOx, the first partial deriva­
tive with respect to x is a constant, so the sec­
ond partial derivative with respect to x is zero. 
As no other derivatives exist, Laplace's Equa­
tion is satisfied .. 

(c) The gradient is: 

gradilt 
{NI o\11 oil' 

= lr 8x + 1~ oy + lz 8z 
= 100 lr 

Here is is seen that the field within the bar 
is H = -grad'lf = -lOOle, which is perpendic­
ular to the equipotential ends of the bar, and 
directed from the higher to the lower potential. 

END OF EXAMPLE 4.4.1. 

Laplace's Equation in circular cylindrical co­
ordinates is written: 

\72w = 82'11 + ..!.. a2'il! 82w 
op2 p2 EJtf>2 + 8z2 = 0 (4.4) 

EXAMPLE 4.4.2 

A uniform ring of magnetic material is cen­
tered on the z-axis at the origin. It is assumed 
that the magnetic field is due to a current along 
the z-axis which will result in the field being cir­
cumferential within the ring (and elsewhere as 
a matter offact). Prove that the equipotential 
surfaces will be planes radiating from the the 
z-axis. 

SOLUTION OF EXAMPLE 4.4.2 

The easiest approach is to assume the answer 
and demonstrate that the field is circumferen­
tial. To do this, it is necessary to recognize 
that a plane radiating from the z-axis will in­
clude a particular radius vector, plp, at a par­
ticular angle, ¢. It is assumed that the equipo­
tential surfaces are a linear function of¢ alone: 
W = Ko+ K 1 ¢>. The Laplacian of this potential 
is obviously zero, and we determine the field 
from its negative gradient. 

In the cylindrical coordinate system the gra­
dient is: 

8'11 1 8'il! 8'11 
gradw = lp op +pl¢ 8¢> + lzFz (4.5) 

so the field is calculated: 

H = _14,! 8(Ko +Kief>) = -l¢ K1 
p 8~ p 

and it is seen to be only circumferential, which 
agrees with the assumption. Again it is seen 
that the equipotentials are perpendicular to the 
field vectors, and the field is directed in the di­
rection of decreasing potential. 

END OF EXAMPLE 4.4.2 

At any point in a linear material the magnetic 
field, H and the equipotential surface passing 
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through that point are perpendicular, as a re­
sult of the relation H = -grad '11. This can be 
written on a small scale as H Al = -A '11, with 
the understanding that H and Al are aligned, 
so that this is equivalent to a vector dot prod­
uct. This relation is illustrated in figure 4.5. 

-Al- ~1 + Ailt 

H-+-

1lt l 

figure 4.5 magnetic element 

The magnetic element in figure 4.5 is suffi­
ciently small that there is no significant vari­
ation of H over the area A, and the lateral 
boundaries are parallel to H. As B = µH, 
the foregoing statements also apply to B. From 
there it is a simple step to find that the element 
flux, Act>, which is B · A = µHA enters the 
element through the surface marked A at po­
tential '11 1 and leaves the element through the 
other end, which end is indicated by '11 1 +Aw. 
Then the relation between the potential differ­
ence and the flux can be expressed as: 

Al 
H Al= µA Act>= -A 'Ill (4.6) 

Then the relation of the flux, which enters 
the magnetic element at the higher equipoten­
tial surface and exits at the lower equipotential 
surface, is geometrically related to the drop in 
equipotential. It is to be noted that the flux 
does not pass through the lateral surfaces be­
cause those surfaces are defined as parallel to 
the field H. 

The relation of the element of flux to the 
drop in magnetic scalar potential is geometri­
cal. This relation is often expressed in terms 
of the parameter reluctance (1?) or its inverse, 
permeance ('P). For the magnetic element this 
can be written as: 

1? = .2_ - A '11 Al 
'P - Act> =µA (4.7) 

4.5 MAGNETIC CIRCUITS 

The concept of the magnetic circuit is useful 
in dealing with high permeability linear mag­
netic materials. It is based on Ampere's Law of 
Circuital Magnetism, and upon the concept of 
the continuity of magnetic flux. Ampere's Law 
states that the magnetomotive force, :F, around 
a closed path is equal to the current enclosed 
by the path. This is a definition based on the 
circulation integral of H: 

:Fe= 'Eienelo1edb11c = f eH ·di (4.8) 

which is the counterpart of H = -grad '1t. The 
circulation integral can be broken into as many 
segments as necessary. For amenable geome­
tries, it is possible to replace the integrations 
by a series of products of field and length on 
paths where the field is uniform: 

f cH · dl = H1A/1 + H2Al2 + · · ·+ HnAln 

It is convenient to conceive of each of the 
terms H; Al; drops of of magnetomotive force 
between two equipotential surfaces, that is, 
mathematical surfaces which each have a con­
stant magnetic scalar potential. The length of 
path between the equipotential surfaces must 
be short enough that the field intensity, H, is 
reasonably constant a.long the path, and the 
path must be aligned with the direction of H. 
When these conditions are met, we can call the 
resulting segment of the magnetic circuit a leg. 

The continuity of magnetic flux is another 
way of saying the divergence of the magnetic 
flux density, B, is zero. This requires that 
what-ever flux enters a volume must also leave 
the volume: flUXout = flux;n 

Then the properties of a leg a.re as follows: 

• A leg is a length of magnetic material be­
tween two equipotential surfaces. 

• The magnetization within a leg is parallel 
to the lateral surfaces of the leg. 

• The magnetic flux which passes through 
one equipotential surface in the leg is the 
same as that passing through any other 
equipotential surface within the leg. Thus, 
the same flux which enters one end of the 
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leg exits at the other. That is to say that 
there is negligible leakage of flux from the 
sides of the leg. 

The leg of a magnetic circuit is similar to a 
magnetic element with the difference that the 
field H need not be uniform over the equipo-­
tential surfaces of the leg. When considering a 
aegment of a magnetic structure as a candidate 
for a leg, it is to be remembered that the mag­
netization prefers to align parallel to a lateral 
surface, which is no difficulty when the segment 
is straight. However, when a lateral surface is 
curved or contains a corner, it is necessary that 
the magnetization somehow conform to the sur­
face. 

The way that the magnetization and mag­
netic field conform to the lateral surfaces is by 
the creation of just enough magnetic surface 
pole density to cause the internal field and the 
magnetization to nearly conform to the lateral 
surfaces. By not quite conforming to the sur­
face, there will be a normal component of mag­
netization, which gives rise to the surface pole 
density as discussed in section 4.3. Within the 
linear magnetic material M and H are colinear 
(i.e. they have identical orientations at any in­
ternal point). For this reason, the assumption 
of no leakage flux from a magnetic leg is only an 
approximation. There must be sufficient leak­
age flux to cause the magnetization to conform 
to the lateral surfaces. 

J_ 

figure 4.6 Toroid Core 

The simplest example of a leg is taken from 
the toroid having N turns of wire threaded 
through the aperture, so the magnetic field 
within the toroid is entirely in the circumfer­
ential direction, and can be expressed a.s the 
circumferential component: 

Ni 
H, = -2 (4.9) 

1rp 

The toroid core has an inner radius of a and 
an outer radius of b, with a thickness of h, as 
shown in fig. 4.6. 

It is assumed that there is a total mmf of 
Ni amperes threading the aperture of the core, 
so the total potential drop a.round the toroid is 
also Ni. 

An arbitrary aection of the toroid can be 
taken as a leg, 88 indicated in figure 4.7. The 
equipotential surfaces indicated 88 'ii'1 and "t2 
are radial surfa.ces which would pass through 
the axis of symmetry of the toroid if extended 
that fa.r. Using the cylindrical coordinate sys­
tem, the potential on an arbitrary equipotential 
surface can be written 88 't(¢) = Ko+ K1¢, 
where ¢is the coordinate angle, not to be con­
fused with the flux 4>. 

~ 

~l 
~ 

figure 4.7 magnetic circuit leg 

It can be shown that with potentials as given 
above, the magnetic field is perpendicular to the 
potentials and thus circumferential in direction, 
as is to be expected from Ampere's Law of Cir­
cuital Magnetism. 



Chapter 5 

RECORDING HEADS AND FRINGE 

FIELDS 

5.1 INTRODUCTION 

In magnetic recording, a strong, localized field 
is needed to change the direction of magneti­
zation in semi-hard (nonlinear) magnetic ma­
terials. A piece of copper wire could provide 
enough field when soft materials such as iron 
wire were used for recording in the early times, 
and as Valdemar Poulson used in his original 
invention in 1898. 

A current carrying wire produces a field 
somewhat less than the long straight wire field 
used to explain Ampere's law. For the long 
straight wire carrying a current I, the field is 
the current divided by 411' divided by the dis­
tance from the axis of the wire. American Wire 
Gage (AWG) copper size #40 bas a radius of 
0.0508 mm, which means that the maximum 
field (at the surface of the wire) is about 3000 
A/m for 1 ampere of current flowing in the wire. 
The current capacity of this wire size is about 
20 mA, so the maximum practical field it could 
provide is about 60 A/m, or about 0.8 oersteds. 
AWG #30 copper wire bas a radius of .152 mm 
and ba.s a current capacity of about 100 mA, 
to provide a maximum field of about 100 A/m 
or 1.3 oe. a.t the surface of the wire. These 
are strong enough to magnetize iron, but iron 
is not a practical recording material, because it 
is magnetically soft and can easily be demag­
netized. Practical recording materials require 
fields of from 300 to 1500 oe. which cannot be 
achieved with a simple copper wire. 

A magnetic circuit can be used to amplify the 
effective current by the number of turns, and 
can concentrate the flux in a very local region. 
However, to provide a recording field, the flux 
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must be released from the core and directed into 
the recording media. The simplest method of 
releasing the flux from its conduit is to put a 
nonmagnetic gap into the circuit, breaking it 
open and allowing the flux to spill out. 

Magnetic flux is continuous, and is contained 
by magnetic materials which behave as conduits 
of flux, bending the flux gently a.round curves 
in the surface. The mechanism for the shaping 
of the field to fit the shape of the magnetic ma­
terial is by surface poles, which act as further 
sources of magnetic fields. Surface poles are 
caused by the abrupt change of magnetization 
at the interface between a magnetic material, 
which has magnetization, a.nd the nonmagnetic 
material which does not. This is most readily 
seen by studying the divergence of the magnetic 
flux density, which is zero: 

B = µ 0 (H+M) (5.1) 

As the divergence of B is zero, the divergence 
of H + M must also be zero. This means that: 
div H = -div M. The divergence of magneti­
zation is therefore a source of magnetic field. 

If there is a magnetic pole density Pm, then 
we can use Gauss' Law and Gauss's Theorem to 
establish that with div H = Pm, the field due to 
such a pole density is related through Gauss's 
Theorem as: 

j . r H . lndS =ff' I (div H)dVol (5.2) 
ls .. , J.,o/ 

Which is Gauss's Theorem, which can be ap­
plied to any conservative vector field. This is to 
be understood as follows: The normal compo­
nent of the magnetic field intensity is integrated 
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over the entire surface of a volume, and the net 
result is the same as if the divergence were in­
tegrated over the volume bounded by that sur­
face. Thus S., 0 1 of eq. 5.2 is the surface of vol 
on the right side. Using the fact that the di­
vergence of H is Pm, eq. 5.2 can be written 
as: 

j ls .. , H · lndS = j j 1
0
,PmdVol (5.3) 

Equation 5.3 can be further manipulated to 
give the algorithm for calculating an element of 
H at a field point due to an element of charge 
density at a source point. This is: 

dHp = P4m l~J dVol (5.4) 
11'T 

where r is the distance from the source point 
to the field point, and l,J is the unit vector 
pointing from the source point toward the field 
point. The subscript of pis used on Hp to indi­
cate that this is a component of H that is due 
to magnetic pole density. This magnetic pole 
density is due to the divergence of magnetiza­
tion: 

Pm= -div M (5.5) 

As was previously discussed, a linear magnetic 
material has M = xH, so that there is no di­
vergence of M within linear materials, but can 
occur at the surfaces. This is the primary rea­
son that magnetic circuits have the ability to 
contain flux. When the magnetization would 
otherwise have a component perpendicular to a 
surface, surface poles are created by the discon­
tinuity of magnetization which are then sources 
of H, which create a torque on the magneti­
zation which tends to make the magnetization 
parallel to the surface. 

The flux containment of magnetic circuits 
provides another benefit, as the fields due to 
the surface poles will compensate for la.ck of 
symmetry in the current configurations. 

5.2 RELUCTANCE OF 

NONMAGNETIC GAPS IN 

MAGNETIC CIRCUITS 

Gaps in magnetic circuits are of great tech­
nological interest, because magnetic circuits are 
able to contain and concentrate magnetic flux. 

In electrical machinery very strong fields are ob­
tained in air gaps and are used to provide the 
emf for generators a.nd torque for motors. 

The analysis of the fringe field around a gap 
will be undertaken l&ter, we first must under­
stand the effects of gaps on the magnetic cir­
cuit itself. From extensive experience in the 
measurement of reluctance of air gaps in elec­
trical ma.chines, where gaps which are short 
when compared with the dimensions of the so­
called pole-faces, the reluctance is found from 
the length of the gap, g, and an adjusted area 
of the faces. The pole-faces are surfaces so de­
signed that they would have been equipotentials 
had the gap not been introduced. 

fig. 5.1. Ga.p pole fa.ces. 

For a rectangular cross-sectioned magnetic 
circuit as shown in figure 5.1, they have dimen­
sions of width w and throat height h, so the 
pole-face area is hw. The gap length (between 
the pole faces) is g. The adjustment neces­
sary to reasonably approximate the reluctance 
is to increas the effective area by adding the gap 
length to both w and h before calculating the 
effective area of the pole faces. Thus, following 
from equation 4.7 in the previous chapter, the 
reluctance of this gap is: 

'Rgap = (h g)( ) (5.6) µo + g t.IJ + g 

In ferrite recording heads, to obtain very flat 
pole faces, the head is made in two parts, to 
allow the two pole faces can be machined and 
polished. These two kalvu oft.he head are then 
put together to create a magnetic. circuit having 
two gaps, one called the front gap, and the other 
the back gap. A simpified hea.d geometry is 
shown in figure 5.2 
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fig. 5.2. simplified hea.d geometry. 

For this particular example, for purposes of 
illustration, the height of the back gap (hb) is 
3.25 times the height of the front gap (hJ ). The 
reluctance of the front gap is: 

'R - g 
Jg - µ 0 wh1(l + g/hJ )(1 + g/w) 

and for the back gap: 

'Rb = g 
9 µ 0 whb(l + g/hb)(l + g/w) 

The total reluctance of the magnetic cir­
cuit including the nonmagnetic gaps (typically 
called air-gaps, although the material is not 
usually air) is: 

'Rtotal = 'Rco-re + n,, + 'Rbg (5.7) 

Then it is necessary to determine the reluc­
tance of the magnetic material portion of the 
circuit, referred to as the core. 

5.2.1 MAGNETIC CORE RELUCTANCE 

To deal with the magnetic material in the 
magnetic circuit of figure 5.2, we eliminate the 
air gap for the moment, to generate a form as 
shown in figure 5.3. The gaps are in series with 
this part, and so will be added in later. 

A non-mathematical technique for the deter­
mination of the relation between the MMF and 

flux is useful in certain geometries where the 
thickness is constant. This makes use of the 
reluctance relation given in eq. 4.7, which is 
repeated here for convenience: 

1 A'IJI Al 
'R=-=-=-

1' A4> µA 

For a rectangular leg, the cross-sectional area 
is the product of its width and height, A = 
w x h. 

e.vt 

cut 

fig. 5.3. circuit with ga.p removed. 

£Qu/PO/£JJ r1itt_ 
~ v ~ F 4<. i?'".S 
PERPE'tn cuLAf 

T?> f LilX 

VBE"S 

The magnetic circuit can be understood to 
be composed of tubes of flux, which close upon 
themselves in enclosing the MMF. The poten­
tial drop around each flux-tube circuit is equal 
to the MMF. The element of figure 5.3 is part 
of one tube of flux, indicated as tube A. No flux 
leaves a tube, though the tube may change in 
cross-sectional area in ma.king the circuit. The 
quantity which is the same throughout the cir­
cuit of a tube is the element's flux .A4>. The 
potential drop from one end of the element to 
the other is: 

At 
.A'IJI = - µh.Ah .A4> (5.8) 

where the negative sign indicates that the po­
tential is actually dropping in the direction of 
the fiu.x. 

The magnetic circuit geometry is subdivided 
into equipotential surfaces and a number of flux 
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tubes which are perpendicular to the equipo­
tential surfaces. The thickness of the circuit is 
uniform at w, and elements of a tube are con­
structed so that the length to width ratio (Al 
to Ah) is 1.0 on all elements. In doing this, the 
reluctance of ea.ch element is the same as any 
other. Thus the total reluctance of the tube is 
simply the number of cells times the reluctance 
per element: 

1 
'Rit.1bt = nc µw 

If the flux tubes are chosen so that they each 
contain the same flux, then the total flux will 
be the number of tubes (ni) multiplied by the 
flux in one tube. As reluctance is mmf divided 
by flux, the total reluctance will then be the 
reluctance of one tube divided by the number 
of tubes: 

nc 1 
'Reore = - -

nt µw 
(5.9) 

In figure 5.3 the inner and outer surfaces a.re 
circles, a.nd they are the inner and outer sur­
faces of the total flux tube. We can divide 
this into smaller tubes by using other circu­
lar shapes a.s indicated on the right hand side, 
where the inner tube was laid down first by 
drawing a circle through a point on the top cut 
a quarter of the way from the inner to the outer 
surface, a.nd a point on the bottom cut a quarter 
of the way from the inner to the outer surface. 

Next, the cells were drawn in on the inner flux 
tube, making them as nearly square as possible, 
keeping the rule that flux tubes and equipo­
tential surfaces must be perpendicualr to one­
another. 

The next flux tube was constructed by ex­
tending the equipotentials of the first tube, and 
then fitting the best circle to cause those ex­
tensions and the circle to make the most nearly 
square cells possible. In doing this we assure 
that the flux tubes contain the same flux. 

The third tube was constructed using the 
same technique as the second. 

A full fourth tube would not fit in, so the 
equipotentials were extended to the outer sur­
face. Then one of the oblong cells was divided 
up into the best squares to determine how wide 
it was. Because there are four squares by two 
squares in this oblong, the width is one half the 
length, 80 the outer tube contains only half the 

flux of the others. This gives a total number of 
tubes as n: = 3.5. 

In counting the number of cells in a tube, on 
the half drawn there are 15 and a fraction. To 
determine that fraction, a convenient shortened 
cell is divided into the best squares and we find 
it is 4 wide by 2 long, 80 its length is a half a 
cell. Thus there are 15.5 cells in half the tube 
circuit for a total of 31 cells in a. tube of flux. 

The total reluctance of the magnetic material 
portion of the circuit is then: 

31 1 
'Reireuit = 3.5 µw 

A representative recording head has h18 :::::: 

w ~ 259, (with h01 = 3.25h11 ). Ta.king these 
values in this example, we have that: 

Riot = -1- (2!._ + g + g ) 
µ 0 w 3.5µ,. 1.025h11 1.025hi8 

= _1_ (8.86 + 0.0474) 
PoW Pr 

where µ,. is the relative permeability of 
the core material. Practical head materials 
have relative permeabilies from about 1000 to 
10,000. At the low end, we can see from eq. 5.9, 
the core will contribute about 16% of the total 
reluctance, and at the high end it would con­
tribute about 2%. With a typical relative per­
meability of 5000, the core contributes a.bout 
4% of the total reluctance. The use of more 
massive cores can reduce this to 1 or 2% of the 
total reluctance. 

5.S HEAD EFFICIENCY 

The purpose of the recording head is to pro­
vide a strong local magnetic field. This field is 
the fringe field of the front gap, which we would 
like to have as large as p08Sible. The potential 
drop across the front gap divided by the gap 
length will be the field at the geometrical center 
of the pole faces, and this will be the same over 
most of the gap, beginning to drop off at about 
one gap-length distance from the pole edges. 

The tot.al potential drop around the magnetic 
circuit is the MMF due to currents threading 
the aperture. The potential drop of each part 
of the circuit will be the flux multiplied by the 
reluctance of that pa.rt. In order to maximize 
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the potential drop of the front gap, we would 
like to make the reluctance of the front gap large 
compared with the other reluctances in the cir­
cuit. Eq. 5.7 shows the reluctances of the core, 
the front gap and the back gap. The relative 
permeability and size of the core determines its 
reluctance. The throat height of the back gap 
is the only factor which makes it different from 
the front gap in the simple bead of figure 5.3. 
To minimize the effect of the back gap, it is nec­
essary to make hbg much larger than h19 • Typi­
cally the ratio of hb9 /h1 9 is more than 10:1, and 
as much as 20:1. Thus, to make a very efficient 
bead, the back gap throad height h09 must be 
much greater then h J 9 , and the core material 
must have a very high relative permeability. 

The head efficiency fJ is the ratio of the front 
gap reluctance to the total reluctance of the 
magnetic circuit: 

lOOR.19 
11=----~--

n,g + R.bg + R.eore 
(5.10) 

The deep gap field in the front gap is the po­
tential drop across the gap divided by the gap 
length: H 9 = \J! 9 a.p/g, and the potential drop 
across the front gap is the MMF multiplied by 
the fractional head efficiency: 

"il'ga.p = gH9 = l~O MMF (5.11) 

5.4 KARLQVIST'S FRINGE 

FIELD 

In our example with a relative permeability 
of 5000, we found the core had only 4% of the 
potential drop. With higher permeabilities the 
potential drop around the core becomes even 
less. It is a short step to assume infinite per­
meability of the core, and thereby make the 
core parts of the magnetic circuit equipoten­
tial volumes. In practice the potential a.long 
the core changes very slowly as compared with 
the rate of change across the gaps. In addi­
tion, the length of the gaps is small compared 
with the length of the pole tips for ferrite heads. 
The model used by 0. Karlqvist was infinitely 
long pole pieces separated by g, each with infi­
nite width wand infinite throat height h1. The 
geometry of his model is shown in figure 5.4. 
The left pole is assumed to be at a potential of 
gH6 /2, and the right pole at -gH6 /2, making 

the midplane of the gap to be the zero equipo­
tential, and is ta.ken as the plane :t = O(with the 
positive direction to the right in figure 5.4). The 
outer surface of the core is ta.ken to be the plane 
JI= 0, ignoring any curvature, and the positive 
y-direction is outward from the core (up in fig­
ure 5.4). The other coordinate is z, which has 
its positive direction out of the plane of the pa­
per. The plane z = 0 is half-way across the 
head width (w). We shall carry out the analy­
sis on the plane z = 0, assuming no variations 
in the z- direction. The problem then reduces 
to one of 2-dimensional potential theory. 

y 

~-x 
x' 

~""9Eg/2 
1-0 

!f-gE9/2 

gap 

fig. 5.4. Kulqvist head geometry. 

In 2-dimensional potential theory, the poten­
tial in the y > 0 half-plane can be calculated 
if the potential on the JI = 0 axis (x-axis) is 
known. Except for a.long the top of the gap, 
called the gap region, the potential is known. 
Deep within the gap, the potential can be found 
to be 'it= -H1:r'. For this analysis we assume 
that same potential distribution holds along 
11 = 0, in the gap region, from ::' = -g/2 to 
::' = g/2. The potential for y > 0 is computed 
from: 

1 100 I 1/ dz' 
•(:,JI)=- •{:c,0)( ')2 2 

'JI' s-'=-oo :t - :t + y 
(5.12) 

where (:, y) is the field point, and (:', 0) is 
the source point and the integration is over the 
source point on z' from negative infinity to pos­
itive infinity. The integration is performed and 
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the result is: 

~(z,y) = ~' { 
(z - l.) arctan =-=! } 2 II 

- (z + l.) arctan r+! 
2 II 

+ l ln (e+l)'+y2 
2 (e+ )2+11 2 

(5.13) 
The field components, Hr and H11 , are found 

by taking the negative gradient of ~, which is 
a rather tedious process, but which eventually 
results in the following: 

KARLQVIST FRINGE FIELD EQUATIONS 

op Hy=- H f'4 f - - ,t.J '-- ~ .l.""n 
I • '. --.i./ T ....._ 

I . 'f .... r.l:i I 1 ~ , _...1._Q1',_ \ 
E" . ~-~-- . ~-~ 
-_ 5a.p -~ ~:· 

fig. 5.5 Ka.rlqvist cylinders of H 11 • 

the bead and medium is in the z-direction. The 
H _ H 9 { arc tan =-=! } r-- 11 

'/I" - arctan r+i 
II 

H 11 = H 9 ln (z - ~ )2 + y2 

(5.14) cylinders for the longitudinal component hx = 
constant are shown in figure 5.6. These cylin­
ders are tangent to the corners of the pole-

2'11" (x + ~ )2 + y2 
(5.15) pieces. 

In these equations, lengths are commonly nor­
malized to half the gap length g /2, and upper 
case variables are used for normalized lengths: 
X = 2x/g, and Y = 2y/g. 

The field components are normalized to H1 , 

and lower case h's are used: hx = Hr/H9 and 
hy = H 11 /H9 • Then these equations in normal­
ized form are : 

NORMALIZED KARLQVIST EQUATIONS 

1 ( X+l X-1) hx = ; arctan -y - arctan -y 
(5.16) 

hy = 2._ ln (X - 1 )2 + y2 
211' --- -·- --- (5.17) 

These expressions give components which have 
constant values which are circles in the z-plane, 
(actually cylinders parallel to the z-axis in three 
dimensions). 

For the perpendicular component hy = con­
stant, the cylinders are centered on the y = 0 
plane, and have field directions upward for neg­
ative values of x and downward for positive val­
ues of x as indicated in figure 5.5. Cylinders 
with equal radii have the same magnitude of 
constant field. 

For the perpendicular component hy = con­
stant: 

cylinder axis is line: X = - coth 7rhy, Y = 0 
cylinder radius of R2 = csch2'11"hy 

The z-component is called the longitudinal 
component becaUBe the relative motion between 

..,,,.. -- ......_ . U,:· ~ 
/ ~ 4 

I ..,,12.. \ 
I-~ 

·\,/ '\F, . 
~---:~- -.,~c.LF_,::::-
·G~ 8Af ~ 

fig. 5.6. Ka.rlqvist cylinders of Hz. 

For the longitudinal component hx = constant: 
cylinder axis is line: X = 0, Y = cot 7rhx 
cylinder radius of R2 = csc2 7rhx 

We are primarily interested in the longitu­
dinal component because most recording me­
dia is essentially longitudinal, i.e. where the 
recorded magnetic moments a.re essentially in 
the x-direction. There may yet be interest in 
perpendicular media, where the magnetization 
is in the y-d.irection. 

The Karlqvist Bead function is a.n approxi­
mation, but has been found to be quite ade­
quate for many purpoees. In eome eases a sim­
pler model is useful in understanding the com­
plex process of magnetic recording. 

5.5 FAR-FIELD MODEL 

When the recording medium is at least one 
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gap length away from the gap, the gap-length 
can be reasonably ignored in calculating the 
field. The Karlqvist's result is not easily modi­
fied to obtain this result, so one must begin with 
eq. 5.12 and set the x-axis potentials to gH1 /2 
from negative infinity to z = 0, and -gH1 /2 
from z = 0 to positive infinity. This eliminates 
one integration and yields: 

'11 = g H 9 arctan !!. 
7r z 

Then, taking negative partial derivatives to 
obtain the field components we obtain that: 

FAR FIELD EQUATIONS 

gHg y 
(5.18) H:r = --;- z2 + y2 

gHg z 
(5.19) Hv = ---;- z2 + y2 

The locus of points where Hr is constant, from 
eq. 5.18 is where 

gHg = 0 
z2 + y2 - 7r H" y 

As the equation of a circle is (z - zc)2 + (y­
Yc)2 = r 2, where the point (ze,Ye) is the center 
of the circle, and r is the radius, equation 5.18 
can be put into the same form by adding the 
term (gH9 /27rH:r) 2 to both sides (completing 
the square). Thus the locus of points where 
Hz is of constant magnitude is a cylinder with 
its axis through the point (O,gHg/27rHz) and 
parallel to the z-axis and having a radius of 
(g\H1 \/27r\Hzl). This is shown in figure 5.7. 
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f- Ha /41 \ 
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~_r.p 

fig. 5. 7 Far field Hz cylinders. 

Similarly, equation 5.19 can be put into the 
circular form for constant Hw with a cylin­
drical locus with the axis through the point 
(-gH 1 /'27r H JI ,0) a.nd parallel to the z-axis with 
a radius of (g\H1 \/27r\HJll), as indicated in fig­
ure 5.8. 
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fig. 5.8. Fa.r field H ~ cylinders. 



Chapter 6 

THE RECORDING PROCESS 

The recording process is complex, involving 
bead fields, media characteristics and the de­
magnetizing fields which a.rise because of the 
magnetic record. The demagnetizing effects al­
ter the recorded pattern, complicating the pro­
cess to a point where it is nearly incomprehen­
sible to the student. To simplify the procedure 
of learning a.bout recording, the demagnetizing 
field effects a.re postponed to the next chapter. 
Thus the development in this chapter results in 
an idealization of recording which is to be taken 
as the limiting case. Actual recording can only 
be worse than what we find in this chapter. 

6.1 CHARACTERISTICS OF 

RECORDING MEDIA. 

The magnetic materials employed for record­
ing a.re generally classified as semi-bard mag­
netic materials. The linear materials we have 
discussed for magnetic circuits are soft mag­
netic materials, in that they a.re well character­
ized by permeability. Permanent magnets a.re 
ha.rd materials, and a.re characterized by an en­
ergy product, which will not be covered in this 
course. 

Recording materials are classified primarily 
by their coercive force, H,, and a squareness 
ratio. Figure 6.1 shows a typical saturation 
M - H characteristic of this type of material, 
with the coercive force H,, saturation magne­
tization M, and saturation remnant magneti­
zation Mr, indicated. The squareness ratio is 
Mr,/ M,. For this characteristic can be either 
static, where the field is increased a.n increment 
and the magnetization measured at that field in 
a vibrating sample magnetometer (VSM), and 
then the field incremented and the measure-
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ment repeated, or in a dynamic state, using a 
of a B - H looper under the assumption that 
M = B/µo. 

-Mrs 
-Ma.~ 

Figure 6.1. Sa.tura.tion hysteresis loop 
for & ma.gnetic recording medium. 

a-

The saturation M - H characteristic, or M -
H loop as it is usually called, is of some value 
for recording, however it only approximates the 
information needed to study the recording pro­
cess. In the recording process the recording 
medium moves pa.st the bead, experiencing a 
field while it is near the bead, and then passes 
beyond the head field to a region of only am­
bient fields. Thus it receives a field and then 
relaxes to a zero field condition with what­
ever remnant magnetization it received from 
the recording field. Thus a characteristic for 
recording materials in which t.he remnant state 
which occurs a.ft.er a field bas been applied and 
then removed is of gre&ter interest. 

Data and video recording use a technique 
which is called non-return-to-zero (NRZ) or sat­
uration recording. This is largely used in instru­
men ta.tion recording and in digital audio record­
ing as well .. In this technique, information is 
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stored in the form of reversals of the magneti­
zation from one direction to the other, i.e. from 
the positive longitudinal direction to the nega­
tive longitudinal direction (the z-direction with 
respect to the head coordinates in figure 5.4). 
These reversals of magnetization are commonly 
called flux changes or flux reversals, and infor­
mation is coded using these flux changes. In 
this process recording is accomplished by driv­
ing the head winding current first in one direc­
tion and then reversing its direction. For each 
direction the current must be sufficient to satu­
rate the local recording medium. So recording 
takes place by reversing the direction of a sat­
urating field so as to reverse the direction of 
magnetization, so that the recording medium 
will experience a full saturating field except 
during the short time interval required to re­
verse the current direction. For this reason, 
the sort of an M - H characteristic needed is 
one where the material begins at one satura­
tion level a.nd is driven with a certain field in 
the reversed direction. the characterstic of in­
terest in recording is then a quasi-static one, 
which is shown on the following page in figure 
6.3, and is called the remnant magnetization 
characteristic. This characteristic is not a loop 
as would be obtained with the dynamic M - H 
characteristic, but is a two branched curve, one 
branch at negative remnance curving upward to 
the point where the field just gives full remnant 
magneitzation. The other begins at positve 
remnance and curves downward to the nega­
tive field that just reaches negative remnance. 
These two branches do not intersect. 

The remnant magnetization characteristic is 
obtained by a series of measurements, each be­
ginning by driving the magnetization firmly to 
negative saturation. Then a positive field is ap­
plied for a short period of time and then re­
duced to zero, so that the magnetization re­
turns to an intermediate remnant state. The 
measurement system required is a vibrating 
sample magnetometer (VSM). The applied field 
is measured when applied, and the remnant 
magnetization is then measured after the field 
is reduced to zero. This process is indicated in 
figure 6.2 where the dynamic saturation M - H 
characteristic of figure 6.1 is shown as a dashed 
curve. The remnant magnetization is plotted 
against the field for a series of these tests, us­
ing increasing values of field for each succeeding 
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test, until the maximum remnant magnetiza­
tion Mr, is obtained. 
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I 
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Figure 6.2. Genera.tion of the remna.nt 
ma.gnetiza.tion cha.racteristic 

' 

The parameters of interest to us from the 
remnant magnetization characteristic are the 
the saturation remnant magnetization Mr,, the 
threshold field HT and the switching or satura­
tion field Hs, as indicated in figure 6.3. The 
threshold field HT is the amount of field nec­
essary to change magnetization from -M,., to 
-.9M,.,, and the saturation field H s is the field 
necessary to change the ma.gnetiza.tion from 
-Mr1 to +.9Mri· 

An ideal recording medium would have H s = 
HT 

-- -

-­. • ... 
- -"":'-· . . 

Bs 

-Mrs 

Figure 6.3. R.emna.nt ma.gnetization 
cha.ra.cteristic 

H...,. 
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6.2 LONGITUDINAL 

RECORDING. 

At the present time, most magnetic record­
ing is in-plane, that is the recording medium 
is in the form of tape or a disk which bas a 
thin layer of recording medium coated or de­
posited on the surface, a.nd the recording takes 
place es¥ntia.lly with the magnetization lying 
in the pl/i.ne of the medium. For our purposes 
the prindpal component of field which a.ffects 
in-plane ma.gnetiza.tion is the longitudinal com­
ponent of the bead field (z-component in equa­
tions 5.14 and 5.16), so we sba.11 concentrate on 
the action there. While there a.re experimental 
systems iwhich use ma.teria.ls which magnetize 
only in directions normal to the plane, a.nd as 
such utilize the perpendicular (y-direction in 
equation 4.15) field, we shall not consider per­
pendicul~ recording a.t this time. 

Figure 6.4 is a schema.tic representation of 
the head-medium interface, with parameters of 
bead-medium separation d, media thickness 6 
and gap length g. The recording media is at­
tached to the substrate which is moving to the 
right p~t the gap with a velocity v, which a. 
consta.ni. The head ha.s a width w perpendic­
ular to the pa.per, a.nd it is assumed there is 
no field variation across the width. For most 
purposes we shall use normalized va.lues for the 
parame~ers d, 6' and v, normalized to the half 
ga.p length g/2. 

A.· / .. ,.. /, / / ,. / 
/ / ..- / .· IJllb•trate ' ,··[/ ... · / . . / . v-
' /,- / / / /, , / / / , 
cylinder .· .. _ I 

_:;ii th --==- ~ . 
:,fix-O:~ant 

\ ••p&raUon 

' 
·t;:~J 

Figure 6.4. Head-medium interlace 

~ORMALIZED PARAMETERS 
bead-media separation: D = 2d/g 
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medium thickness: A = 26 / g 
velocity: V = 2v/g 

30 

For saturation recording, the applied field 
must be sufficient to saturate the medium di­
rectly above the gap. We consider the cylinder 
of constant H ~ ( a.s discussed in chapter 5) which 
passes through that point, a.nd adjust the gap 
field H 1 so that the constant value of Hz on 
that locus is Hs. This insures that all points 
closer to the ga.p are saturated, as all points 
within that cylinder experience a field greater 
than H s, neglecting the demagnetizing field, as 
illustrated in figure 5.6. The highest reach of 
a cylinder is at x=O, and the height that the 
Hz = Hs cylinder must reach is d + 6 . Then 
setting z = 0, y = d+6, and Hz= Hs, we can 
solve for the minimum va.lue of H 1 to insure 
saturation recording. ID this case we wish to 
use regular rather than normalized units, as we 
a.re setting H 1 , the field used for normalization. 
Applying equation 4.14a, we obtain: 

H - -xHs (6 1) 
1 - 2 arctan[g /2( d + 6)) · 

It is seen that the distance para.meters in 
equation 6.1 become normalized in the process, 
so thatnormalized parameters can almost al­
ways be used. ID general the field at the back 
of the medium (X =O, Y = D +A) should ex­
eede H s, so that equation 6.1 is the minimum 
for saturation recording, and 

H1 > "Hs 
- 2 arcta.n l/(D + ~) (6.2) 

All the magnetization within the constant Hz 
cylinder of Hz = H s is guaranteed to switch to 
the direction of the gap field. That is because 
all of the interior of a cylinder of constant Hz 
bas Hz greater tha.n that on the cylinder. Thus, 
when equation 6.2 is satisfied it is known that 
a.11 media magnetization within the cylinder is 
in the direction of the gap field. 

Let us assume that the gap field satisfies 
equation 6.2, and that the field has been on for 
eome time. The medium is moving to the right 
with a velocity v, eo that for aome distance to 
the right of the gap the media is aaturated in 
the direction of H1 . ID figure 6.5 the situation 
is shown where the gap field is in the negative 
:-direction an has been in that direction for a 
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long enough time so that the the magnetiza­
tion to the right of the cylinder marked -Hs, 
indicating that it is the cylinder of H: = -H s, 
is switched to the negative direction as indi­
cated. Further to the left we see a cylinder 
marked -HT, indicating it to be the cylinder 
for H: = -HT, which is just enough to begin 
switching some of the magnetization to the neg­
ative :r-direction, if the magnetization at that 
cylinder were known to be saturated in the pos­
itive :r-direction. The region between these two 
cylinders would be capable of being partially 
switched to the negative :r-direction, however 
we know nothing of the previous history there, 
and so will leave everything to the left of the 
H: = H s with a question mark. 

Figure 6.5. Condition before 
head current reversal 

With the condition of figure 6.5 stabilized, 
the gap field is instantaneously reversed by re­
versing the head current. The new cylinders in 
figure 6.6 are seen to overlap the previously sat­
urated region in the medium near the recording 
gap. Here the previous condition of the media 
to the right of the gap is well known, it was 
previously saturated to the left. Thus we can 
predict that the region to the right of the gap 
between the cylmders marked H s and HT a.re 
partially reversed, 80 that region can be con­
sidered to be a transition region between the 
earlier situation and the present condition. 

It can be seen that the transition length is 
determined by the two material para.meters H s 
and HT, together with the uormalized (to the 
half gap-length) parameters D and ~. The 
cylinder radii of the the loci of H: = H s and 
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Figure 6.6. Condition a.t the time 

of hea.d current reversal 

H: = HT have the ratio (see equation 5.14): 
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RT= s~?rhs ~ Hs (6.3) 
Rs sm?rhT HT 

The approximation is within 5% when hs is 
Jess than 0 .55. 

6.2.1 Example 

For a particular recording system, the normal­
ized parameters a.re D = 1 and ~ = 5. The 
recording media has HT = 280 oe. and H s = 
580 oe. We will set the gap field according to 
equation 6.2, and then determine the transi­
tion length at both the top and bottom of the 
medium. From equation 6.2 we obtain that Hg 
must be 5,517 oe., then hs = 0.330 and hT = 
0.159 Then from equation 6.3, RT/ Rs = 2.059, 
while Hs/HT = 2.071. 

In order to solve for X from equation 4.15a, 
note that it can be manipulated to the form: 

1 2Y 
h: = ;: arctan v? , v? , (6.4) 

80 that 

X 2 = 1- Y2 + 2Y cot'll'h: (6.5) 

Then at Y = D = 1, Xs = 2.416, and XT = 
3.532, 80 the normalized transition width at the 
bottom of the medium is 1.115, which corre­
sponds to 0.558g. 

At Y = D+~ = 6, Xs = 0, a.nd XT = 6.311, 
which is also the transition length at the top of 
the medium, 3.165 g. 
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6.2.2 Example 

Using the same system as example 6.2.1, but 
increasing H1 by 20% to 6,620 oe. hs becomes 
0.275 and hT becomes 0.133. Then at Y = D 
we obtain Xs = 2.662 and XT = 3.866 for a 
normalized transition length of 1.204 or 0.602g. 
At Y = D +A = 6, Xs = 2.744 a.nd XT = 
7.395 for a normalized transition length at the 
top of the medium of 4.651 or 2.326g. 

end of example 
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Figu:r-e 6. 7. Transition regions for 
exa.mples: (a.) 6.2.1, (b) 6.2.2 

The transition regions for these two exam­
ples are shown in figure 6.7 as the shaded ar­
eas. While they a.re quite similar in shapes, 
the second ca.n be argued to be better, in that 
it is more concentrated than the first. On the 
other hand, it may be argued that first is su­
perior because the transition length nearest the 
head is shorter. As other considerations, such 
as demagnetization and the reproduction pro­
cess, a.re of importance, it is not completely ac­
curate to base an optimum on either of these 
criteria. However, experiments find a.n opti­
mum recording current in the range of these 
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two values, i.e. between placing the Hi: = H s 
cylinder so that it reaches beyond the back of 
the medium, but with the a.xis of the cylinder 
not beyond the middle of the medium. 

From the exercises 6.2.1 and 6.2.2 it ca.n be 
seen that the ratio of H s to HT is of great im­
portance in determining the transition length. 
To illustrate this we shall consider the same ge­
ometry with a different HT. 

6.2.3 Example 

The medium has H s = 580 and HT = 350 oe. 
Here we set the center of the Hz = H s cylinder 
axis at Y = D + A/2, i.e. the middle of the 
medium, requiring that H1 be 6,547 oe (very 
similar to example 6.2.2) and find hs = 0.278 
a.nd hT = 0.168. Then at Y = D we have Xs = 
2.647 and XT = 3.434, for a normalized transi­
tion length of 0.789, or 0.395g. 

At Y = D+A we find Xs = 2.655 and XT = 
5.980 for a normalized transition length of 3.325 
or l.662g. 

end of example 

Comparing the results of examples 6.2.2 and 
6.2.3, we find with a 20% reduction of Hs/HT 
the bottom transition width is decreased 34% 
and the top by 29% . 

It should be clear that the ideal recording 
medium would have HT very nearly Hs. 

~P1 
Figure 6.8. E:u.mple 6.2.3 

6.3 DYNAMIC SWITCHING 

In the previous eection we considered tran­
sitions for the case where the head current re­
versed instantaneously. That could also be a 
reasonable approximation whenever the media 
moves only slightly during the time that it takes 
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for the head field to be reversed. In this section 
we shall examine the situation where the me­
dia moves appreciably during the time the head 
field is reversing. 

Here we shall make use of the fact that the 
gap field changes from one saturation direc­
tion to the other in some continious way, nec­
essarily because of the energy stored in the 
magnetic field, which cannot change instanta­
neously. This can be thought of as the effect of 
the inductance of the bead winding. Referring 
to figure 6.9, we will examine the field reversal 
process from the medium's point of view. The 
medium sees the bead traveling past to the left, 
carrying it's field with it. We begin our exami­
nation when the bead just begins to switch it's 
field from the negative z-direction to positive. 
The right-hand 'circle in figure 6.9(a) indicates 
the constant H:r = -Hs cylinder at that time. 
As time goes on the head moves to the left while 
the field is first reduced from its original nega­
tive z- direction magnitude to zero, and then re­
versed until reaching the same magniCEtude but 
in the positive z-direction. The center point in 
figure 6.9(a) is the point where the field has 
reached zero. The left-hand circle indicates the 
fully reversed H:r = +Hs cylinder. 

' c --=:.., ---==>- < ">{\/ _, ) <-<. 

-1-. • ..; ·~-~:_y--
(a l dyn.amic llWi t.aui.; pl'OCOS• 

~ \ ?:z~ 
(bl •CJT>tti&&ti.Or> paUet'TI .....,.,.-ded 

Figure 6.9 

~ 
) 

> 
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Figure 6.9(a) indicates the size of the Ha: = 
H s cylinder for a discrete number of time sam­
ples, as to show more than that would further 
obscure the point at hand. Figure 6.9(b) shows 
the resulting recorded pattern of magnetization 
after the head passed out of the picture. Here 
again we see the pattern for the discrete sam­
ples offigure 6.9(a). Each portion of the bound­
aries of this discrete pattern is an arc of a circle 
corresponding to a segment of the Ha: = H s 
cylinder for a particular gap field and time in­
stant. However, with the field changing in a 
smooth manner, any locus of constant H,. is 
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also changing continuously. Thus there would 
be a continuum of circles in figure 6.9(a), re­
sulting in a smooth curves for the boundaries 
of figure 6.9(b). 

The medium is moving in the +z-direction 
with constant velocity v. Viewed from the 
medium reference frame, the head is moving to 
the left with that velocity. When the switching 
begins, the region of the medium which is ini­
tially in the Ha:= -Hs cylinder is magnetized 
in the original direction, and the region inune­
diately to the left has been partially switched 
to to that direction. As the field falls from the 
original direction and the head moves to the 
left, any point that has been saturated in the 
negative z-direction will remain in that state 
unless and until it experiences a reversed field 
of +HT. In figure 6.9 we can see that the 
middle region of the medium, marked with a 
question mark, did not receive a field of Hs in 
either direction during this switching process. 
The previous recording history is unknown, so 
there is no way of determining the magnetiz~ 
tion in that region, Data recording writes new 
data over the old record, so that the presence of 
uncontrolled regions such as the center region 
of figure 6.9 must be avoided. If they are al­
lowed to occur, they will bring excessive noise 
to the play-back signal. 

To eliminate noisy regions such as the cen­
ter parts of figure 6.9, we must insure that the 
pattern generated by the growing H :i: = H s 
cylinder overlaps the pattern of the previously 
shrunk Ha: = -Hs pattern. That is to say, 
in the process of fiux reversal the new direc­
tion of magnetization must overlap and reverse 
the direction of part of the magnetization just 
previously recorded. (This is sometimes called 
over-write, but that term has another mean­
ing which causes some confusion.) During this 
field reversal process it is necessary to assure 
that ea.ch point experience a field of magnitude 
Hs at least once. Then those points which 
originally had experienced a -H s field will be 
switched to some extent when they experience 
a maximum reversing field grea.ter than +HT, 
and will be fully switched if they experience a 
maximum reversing field of +H s or more. This 
will insure uniform transition patterns and sub­
eequently uniform play-back signal waveforms. 
A particular point in this active region which 
has previously experienced a field of -Hs and 
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then experiences a reversing field of at least HT, 
its final remnant state (demagnetization being 
ignored) is determed by the remnant magneti­
zation characteristic and the pea.k of reversed 
field experienced. 

Here we examine a point which is experienc­
ing its highest reversing field. It will next move 
to a lower field and be finished with the re­
versal process. Referring again to figure 6.9, 
as the Hz = -H s cylinder shrinks it leaves a 
boundary where the magnetization to its right 
is saturated in the negative :r-direction, a.nd the 
magnetization to its left is undefined. Similarly 
as the Hz = +Hs cylinder grows it also es­
tablishes a boundary where the magnetization 
is saturated to its left and undefined to the 
right. We wish to remove the undefined region 
by overlapping the Hz= +Hs boundary oblit­
erating the Hz = -Hs boundary, to establish 
a predictable transition region. 

The boundary is a sequence of points which 
have experienced a field of H s as their pea.k re­
versing field. In two dimensions the cylinders 
appear as circles, and each point on a bound­
ary obtained from a unique circle. Two nearby 
boundary points have come from two circles, 
one occurring after the other. If we place these 
two points very near to each other, it should be 
clear that a line drawn between them will be 
tangent to both circles. Figure 6.10 shows the 
geometry of an expanding circle moving to the 
left (as seen from the medium). In a time dt, 
the circle moves a distance vdt to the left. The 
boundary will be the loci of all such points as 
the switching precedes. 

Figure 6.10. construct.ion for 
the dynunics of switching 

The parameters used here a.re the radius r, 
the center of the circle at y = e, a.nd the velocity 
t1. The results obtained can be applied to either 
the Ka.rlqvist or the far-field head model. From 
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similar triangles we can obtain that: 

y-c = vdt-dz or 
:r 
:rd:r + (11 - c)d11 = :tt1dt (6.6) 

The equation for the circle is: :r2 + (y- c )2 = 
r 2 , which we differentia.te to obtain: 

2:r:dx + 2(y- e)(dy 

zdx+(y-e)dy = 
de)= 2rdr or 

yde + rdr - c40.7) 

AB the left hand members of equations 6.6 
and 6.7 a.re the same, the right-hand sides are 
equal, so that: 

1 ( de dr de) :r = - y- + r- - c- (6.8) 
ti dt dt dt 

AB r and c ·a.re not independent, it is worth 
while to discuss two cases. The simpler is the 
far-field approximation, so it is examined first. 

6.4 DYNAMIC SWITCHING FOR 

THE FAR FIELD CASE 

For this case r = c, so that equation 6.8 re­
duces to: 

:r _ Y dr 
-; dt (6.9) 

Substituting equation 6.8 into the equation 
for the circle we obtain that: 

2r 
y = 1+(! ~~)2 (6.10) 

from which we ca.n substitute into equation 
6.8 to obtain :r. However, this development has 
been in the head coordinate system, and we 
need the result in the media coordinates which 
a.re moving to the right of the head system with 
a velocity ti. We use the subscript m to desig­
nate the medium coordinates, so that Jim = y 
and Xm = :t - vt,so that: 

2r 
Jim = -1 + (: ~ )2 

ldR 
.. - -vt+--dt •m - fJ 

(6.11) 

(6.12) 

From the end of chapter 5 we have that r = 
gH1 /21fH.,, and for this example we look first 
at Hz = Hs, and secondly at H., = HT to 
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locate the transition region. For H: = H s, we 
find that 

rs = 
gHg 

21rHs 
(6.13) 

drs g dH6 

Tt = 21rHs dt (6.14) 

and for Hz= HT, we find 

rT = gHg 
21rHT 

(6.15) 

drr _g_dH9 

Tt = 21rHT dt 
(6.16) 

6.4.1 Far Field Example 

The simplest case to consider is where the field 
changes from its negative saturation value to 
positive saturation as a linear function of time: 
H1 = mvt so the loci where a particular value 
of Hz bas been the largest reversing field expe­
rienced bas radius varying as r = kvtR and 
dr/dt = kvR, where k = mg/21rHr. From 
equation 6.12 we obtain that: 

Ym ( 1) vt-- k+-- 2 k 

substituting equation 6.17 into 6.12: 

1 
Zm = Ym(k - k) 

(6.17) 

(6.18) 

which is the equation of a straight line in the 
medium coordinate system. 

We recall that the recording of predictable 
transition regions requires that the boundary 
locus of the reversed H: = +Hs pattern must 
overlap the previous Hz = -Hs pattern. we 
examine equation 6.18 for the situation of Hr= 
-Hs and find that, with ks= mg/27rHs: 

Zm = _Ym (ks_ 2_) 
2 ks 

(6.19) 

and that for Hr= +Hs: 

%m = Ym (ks - 2_) 
2 ks 

(6.20) 

so that as the field begins reversal with the 
Hr = - H s pattern a straight line of a par­
ticular slope, and as the field reverses the Hr = 
+Hs pattern is also a straight line with the 
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same magnitude of slope, but of the opposite 
sign. 

The situation where the H., = +Hs line 
just touches the Hr = -Hs line is where the 
two slopes are infinite, i.e. when Xm is zero: 
ks = 1/ks, or k~ = 1. Which requires that 
the field must change with a minimum slope of 
m = 21rHs/g or that 

H, = 21rHsv t 
g 

(6.21) 

It is of interest to note that, while this de­
velopment has taken place with un-normalized 
units, the normalization will yield that the min­
imum slope is given by: 

where V = 2v/g 

H, = 1rVt 
Hs 

(6.22) 

While a linearly changing field is only an ap­
proximation of practical field switching, this ex­
ample serves as a guideline to the maximum 
field switching time for predictable transition 
regions. 

6.4.2 Dynamic Switching for the 
Karlqvist Case 

Using the results obtained in equation 6.8: 

1 ( de dr de) 
z = ~ y dt + r dt - e dt 

For the Karlqvist fringe field approximation 
we found the radius and center of the constant 
H: on page 26 in normalized form: R = csc h: 
and C = cot h:. Then equation 6.8 can be writ­
ten in normalized form: 

X = ..!_ (ydC RdR _ CdC) v dt+ dt dt 

It can be readily shown that: 

RdR -CdC 
dt - dt 

(6.23) 

Thus we can use equation 6.9 in this case as 
well. Here it is rewritten in normalized form: 

KAR.LQUIST: X = Y dR v dt 
(6.24) 

Substituting equation 6.24 into the normal­
ized circle equation and using the facts that Y 
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must a.lways be positive and R2 = C 2 + 1, we 
obtain the following expression for Y: 

c + I R'2 + ( 1 dR) 2 
KARLQUIST: Y = V. 'V di 

1 + ( 1 dR)2 v di 
(6.25) 

With C = csc 'lfhz and R = cot 'lfhz we have 

dR = 1rHz (csc2 1rHz) dH g 
dt Hf H1 dt 

There is presently no known closed form so­
lution for the boundaries of the transition re­
gion for the Karlqvist fringe field case, but nu­
merical solutions have been performed which 
show similar behavior to the far-field case, ex­
cept of course in the region very near the gap. 
In that region the linearly changing field indi­
cates that a greater slope is needed as the field 
passes through zero on its reversal, and less at 
the beginning and end of the switching inter­
val. Fortunately these are the usual and natu­
ral properties of magnetic fields in the transient 
state. 
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Chapter 7 

DE1\1AGNETIZATION IN RECORDING 

In chapter 6 we saw ho\\' a transition region 
would occur in the absence of demagnetizing 
fields. The transition is a region of chang­
ing magnetization, which means that there it 
is a region of finite divergence of magnetiza­
tion. which in turn means it is a region contain­
ing magnetic pole density. The pole density is 
the source of demagnetizing field in tensity H d, 

which acts to spread out the transition as much 
as possible. 

The hysteresis characteristic of the recording 
medium limits this spreading of the transition 
region. For any particular level of magnetiza­
tion, a minimum field is necessary to change 
the magnetization. If the combination of the 
applied field (magnetizing field) and the demag­
netizing field exceed that minimum, the magne­
tization will change. 

While the demagnetizing field can change the 
transition region after recording has been com­
pleted (the applied field no longer present), the 
principle effect occurs during the writing pro­
cess where the total field is t ,.e sum of the ap­
plied field and the demagnetizing field. This 
will result in a transition region shape that is 
altered from those predicted in chapter 6. The 
transition it will be wider (in the x-direction), 
and may even be shifted depending on the dis­
tances to adjacent transitions. 

Analysis of the recording process. including 
the demagnetizing effects of the recorded mag­
netization, is an iterative problem requiring a 
large high speed computer to carry out self con­
sistent calculations. This is often done using fi­
nite element mathematics. a process beyond the 
scope of this course. Insight is obtained only 
by using simplifications to allow the nature or 
characteristics of the process to be expressed 
in analytic form. The general rule is to sim-

.,-
·JI 

plify until only the barest necessary complexity 
remains and so obtain approximate relations. 
After that, complicate as much as is practical 
to gain understanding of secondary effects. In 
this way we can also obtain results useful in 
system design and analysis. 

7.1 THE UNIFORM 

TRANSITION AND ITS 

DEMAGNETIZING FIELD 

The demagnetizing field is due to the diver­
gence of the magnetization, and can be calcu­
lated using equation 3.10, which is written here 
in rectangular coordinates: 

rJJPmlJJ d d Hd = j' --~- x JdyJ ::J 
47rr;1 

(i. l) 

where 

r,f = 1.,(xf - x,) + ly(Y1 - y,) + 1,(:J - z,) 

r,1 = J(x1 - x,)2 + (YJ - y,)2 + (::1 - ::,)2 

and 11 1 = r 11 /r,1. 
The demagnetizing field is to be calculated at 

the middle of the recorded track, where:: 1 = 0. 
This requires integration of equation i .1 over 
all space, which is effectively the space of the 
recorded track in the magnetic medium. To 
begin with, the magnetization distribution is 
not specified, but some specific examples are 
considered after some preliminaries where the 
y and :: effects are taken into account by some 
simplifying assumptions. 

In the spirit of simplicity the following as­
sumptions :ire made: 
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l. assume the magnetization is entirely in the 
x-direction, so the divergence of M is sim­
plified to dM:r/dx,. 

2. As the x-components are of primary inter­
est, they and z components in r,, are elim­
inated. 

3. Assume there is no variations in the z di­
rection and that the track width is much 
greater than any other dimensions, and 
calculations are made at z: = 0. The inte­
gral limits on the : go to infinity, and with 
no: dependency of the magnetization, the 
integration 1 over : is carried out to obtain 
equation i.2, which is the x component of 
the demagnetizing field H :rd: 

H _ff Pm (x1 - x, )dx,dy, 
rd - -. ') p / ') 2:r (x1 - x,)--:- \YJ - y, )-

7 .2 ABRVPT OR STEP 

TRANSITION 

(i.2) 

The simplest imaginable trans1t1on is one 
which has the magnetization reversing in a zero­
width transition, which can be written as a step 
function for the case where the magnetization 
is negative to the left of the transition (i.e. the 
magnetization points in the minus x-direction) 
and reverses to positive to the right of the tran­
sition, as indicated in figure i .1. 

M:r(x,) = Mr,[2u(x, - x 0 ) - 1] 

where x 0 is the location of the transition plane 
m source space. 

The pole density is found from the negative 
of dM:rfdx,: 

p(x,) = -2M"6(x, - x 0 ) (i.3) 

where D(X, - X 0 ) is a mathematical delta func­
tion and is distinguished from the medium 
thickness, 6, by the fact that it always has an 
argument [i.e. (.z:, - x 0 )J whereas the medium 
thickness always occurs as an entity [i.e. as 8 
without decorations]. 

1 see appendix A. equation 1 

+I\\,.. I 
LM..-s -----

,..__ ~ ....._. 
....__~ --­~ <.-- "E- Y "'~ s _..,. ---... 

--->.., (x;-xc-); :=. lllf- ~ 
~~<-
~ ~ 41::­
~ Mr:s~ 

I ____,,. --;II> ---+. 
~~~: 

--71* Mi's ~ 

l i;x:.5 :-'.X.o 
Figure 7 .1. Abrupt ma.gnetiza.tion transition 

Then substituting the result of equation 7 .3 
into equation 7.2 we obtain: 

H:rd= -112.\.fr• b(Xj - x,)dx,dy, 
2:r (x: - x,)2 + (YJ - y,) 2 

The infinite integral over x, is a special type 
of integral involving the delta function, which 
is called the sifting function. This is evaluated 
by replacing the integration by the value of the 
integrand at the point where the delta function 
is non-zero2 , i.e. where x, = x 0 • This results 
in: 

6/~ 
H j -Mro (XJ - x 0 )dy, 

::d = - -6/2 7 (x: - Xo)2 + (YJ - y,)2 
(7.4) 

The final step is integration over the thick­
ness of the medium, using equation 2 of ap­
pendi..x A to obtain: 

H - ]\!,., { tan-1 6/2-y, } 
:rd - --- ZJ-Zo 

7r +tan-1 612+Yt 
:: 1-:r. 

(i .5) 

This function has its maximum magnitude at 
Xj - Xo = 0: 

IHd:r(ma:r)I = M,., for (-6/2 <YI < 6/2) 

At the points YJ = ±8/2 the ma.ximum magni­
tude is only half this value. 

2see appendix A section A.2 
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The maximum of the function is found at the 
YJ = 0 to be: 

H 2 Mr, _1 6/2 
:1:d = - --tan --

11' XJ - Xo 
(7.6) 

At y = ±6 /2 which includes the near side of the 
recording media, where the transitions seen in 
chapter 6 were the narrowest. The demagnetiz­
ing field at YJ = is: 

Mr, _1 6 
H:rd =---tan --

11' XJ-Zo 
(i.i) 

which bas its ma.""<imum magnitude at XJ = ;r 0 : 

I I 1\fr> ( £/ ) 
Hd:t:(mc:r) = -2- at Zo, -11 2 

These demagnetizing field functions at the mid­
dle and surface of the media are shown in figure 
7.2 with two intermediate heights. It can be 
seen that the surface of the media is a degen­
erate case, as all other points on the transition 
have a demagnetizing field equal to Mr,. 

:2Ii 
u 
I 

I I I 1 ... 
_.., 

-, 
~ .. ·-, .. _~ .-

Figure 7 .2. Abrupt transition demagnetization 
(a) at y = 0, {b) at y = ±6/4. 

(c) at y = ±36/8, {d) at y = ±6/2. 

These results provide upper limits to the de­
magnetizing fields that are possible in a mag­
netic medium with a transition involving 
the reversal of magnetization of the level M,.,. 
The maximum possible demagnetizing field is 
equal to the maximum magnetization. 

7.3 ARCTANGENT TRANSITION 

The most useful magnetization distribution 
for an isolated transition has been an arctan­
gent. This model of the transition is written 
as: 

\,f ( ) - 2.\1,, -1 :r, - Xo 
• :r .r, - --tan --

:r 12 
(i.8) 

where a is called the 11-parameter. Here x0 is 
again the arbitrary center for the transition in 
the medium coordinate system, the point where 
Mr = 0. At the point where x, - x 0 = ±a 
we find that Mr = ±0.SM,.,. At extreme dis­
tances from x 0 the magnetization approaches 
the appropriate saturated value. The deriva­
tive is taken: 

dM:r _ 2M,., a ., ., = -Pm (i.9) 
dx, - 11' (x, - Zo)· +a 

which can now be inserted into equation 7 .2 
for integration, where the range of :r, becomes 
-oc < ;r < oc. - ·-
H:rd = 

1 [ 612 f"° 2Mr, a 

211' }_6/21-oo 11' (x, - Zo) 2 + a 2 

x (zJ - x,)dx, d C 10) 
(z,-z,)2+(y1 -y,)2 y, '· 

This is the form of the convolution integral, 
as explained in Appendix A 3 . The method of 
evaluating such an infinite integral uses the 
Fourier Transform as outlined in Appendix A, 
section 4. Following that procedure, the follow­
ing steps are made: 

a 
fi(;r,) = (;r, - Xo)2 + a2 

Using identity 14 in table Al, and transform T6 
in table A2, it is found that: 

F1(k) = 11'e-i:t:okeck 

Next is identified: 

f2(u - z) => 

f2(:r1 - x,) = 

so that 

h(z1 - :r,) 
(x,-z,) 

(x1 - x,)2 + (YJ - y,)2 

I ( ) (z,) 
2 ;r, = :i:; + (111 ... y, )2 

Because of the nature of the integral (equa­
tion 7.10) it is not clear whether the term YJ -y, 
or the term y, - YJ should be used. Keeping in 
mind that the y-variable of integration is actu­
ally y,, equation 7.10 can be written in either 

3Appendix A, section 3 
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of two ways, which ordinarily makes no differ­
ence. However in this procedure it does make a 
difference: 

Hrd = M 16/210:: a r• X 

-7 -6/2 -oo (x, - Xo)2 + a2 

(x1-x,)dx,d(y, -y1) 
(x1 - x,)2 + (y, - YJ )2 

(7.11) 

So that using transform T5 from table A2, we 
obtain 

F2(k) = -)1re< 11 ·-Y1)k for d(y, - YJ) (7.12) 

Alternatively equation 7.10 can be written as: 

Hrd = _..'.:!. x M 1612 1°" a 
;r2 -6/2 -cx:(x,-xo)2+a2 

(x 1 -x,)dx,d(y1 - y,) 
(xJ - x,)2 + (YJ -y,)2 

(7 .13) 

which results in a transform using T5 again: 

F'.!(k) = pe(yry,)k for d(y.' - y,) (7.H) 

\\'hen the entire evaluation procedure is com­
pleted, it is necessary that the resulting demag­
netizing field be symmetrical with respect to y. 
As neither equation 7.12 nor equation 7.14 re­
sult in such symmetry, it is necessary to use 
both to achieve that symmetry. Therefore the 
transformed relation becomes: 

M 16/2 
Hrd=~. 1re-jr.keo.kx 

2;r- -6/2 

[ 
;;reCY1-Yr)d(yj - y,) ] _ 15 

-;;re(y,-y1)"d(y1 - y,) (i. ) 

This can be manipulated to obtain: 

H _ ft.fr, -jr 0 k X . 16/2 
rd - -- e 

2:r -6/2 

[ 3;re(a+111-11.)d(y1 - y,) ] "'16 
-3;re(a+y.-111)"d(yJ -y,) (1. ) 

Using transform T5 of Table A2 and iden­
tity 14 from table Al, the inverse transform is 
obtained yielding: 

H lvfrs 1612 (xr.ro)d(a+yry,) 
rd= 2:-:- -6/2(xrxo)2--:-(a+yrv.)'.! 

Mr, 1612 \xrxo}d(a+yry,) 
- 2::- -6/2 (xrxo)~-:- (a+ y,-!JJ f 

This is evaluated using equation 2 of ap­
pendix A: 

H.,d 
_ Mr, [ tan-1 •+111-6/2 l 
- -- 11:1-ro 

27r -tan-1 •+v+6f2 
11:1-11:. 

Mr, [ tan-1 a+6/2-v J 
-- z1-zo 

2:r -tan-1 0-6/2- 111 7.17) 
~1-z• 

which can be regrouped to obtain: 

~1 [ tan-1 a-6/2+Yt l J. rs z1-z 0 

2;r +tan-1 a-612-Yt 
r1-:r• 

H.,d = 
H [. tan-1 0+6/2-y, 

• rJ r1-r 0 

27r +tan-1 a+6/2+Yt 
z1-r• 

}1.1s1 
Equation i.18 ha.s the proper symmetry with 

respect to both· x J and Y!, and in the case of 
a - 0 the demagnetizing field also approaches 
that of the abrupt transition (equation 7.5). 
The highest field occurs on the plane y = 0, 
where the field is: 

H M.,[ _1 a-6/2 -~a+b/2] 
rd = - tan - tan 

:'!" Z:j-Xo Xj-Zo 

This function has its maxima at (z1-:r0 ) 2 = 
(a - 6/2)(a-;- 6/2), which has the value of: 

.\-!" 
H dr(ma: 1 = 7 [ ~::~.~ l 

But this can be sirpplified using the identity: 

( 1 B) tan A± tanB 
tan .'l ::!: = ------1 ::;:: tan A.tanB 

to obtain 
6 Mr, tan-1 -~ 

H d:r(maz) = -;;:- y'4Q2--- 62 (7.19) 

The demagnetization field is shown in figure 
7.3 for an a parameter of 1.5 6. 

For a situation where the demagnetizing field 
alone set the transitipn, the a parameter would 
be adjusted so that the maximum field would be 
approximately equal to the coercive force He. 
This is calculated from equation 7.19: 

a~ 612 (i.20) 
Sif!-(1rHe/Mr 1 ) 

This can be seen to be a lower limit on the a 
parameter. although effects due to the high per­
meability of the head could reduce this length 
somewhat. 
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(ct) H~& -Mrs 

Xf-Xo 

Figure i .3. Arctangent transition demagnetization 
(a) at YJ = 0, (b) at y = ±8/4. 

(c) at y = ±38/8, (d) at y = ±6/4. 

7 .4 MATERIAL 

CHARACTERISTICS 

The arctangent transition is described by the 
a parameter, for which a minimum value can be 
estimated by setting the ma.ximum demagnetiz­
ing field Hxd(ma::) to He as in eq. 7.20. This 
may be optimistic, because the actual magne­
tization distribution is determined by applied 
head field H:;, and the magnetization charac­
teristic in conjunction with the demagnetizing 
field. 

An accurate solution to the magnetization 
distribution is an iterative process which re­
quires numerical techniques and a computer. 
However, useful information on the a parame­
ter can be obtained by some simplifications and 
intuitive application of known relations. 

For convenience, it is assumed that the arc­
tangent transition being written is in the op­
posite direction from what was discussed previ­
ously, so the transition is being recorded with 
a positive gap field (in the positive z-direction) 
over a previously saturated region of at negative 
remanance. Then the resulting transition will 
be the negative of equation 7 .8, with a value of 
':f,'vlr,/2 at (z, - z 0 ) =±a. 

When the recorded transition is established 
and the transition has moved far away from the 
head, the middle of the transition will have no 
demagnetizing field. However, during the re­
versal process, the field at that point will have 
exceeded the coercive force ( H ,) and at that 
time the magnetization and field will be at the 
point indicated in figure i .4 as point I on the 
dynamic hysteresis curve. When the applied 
field decreases because of movement away from 
the head, the applied field relaxes to zero along 

the path indicated by Xr. 
In the dynamic process of writing the tran­

sition, the slope of the M-H characteristic, re­
ferring to figure 7.4, is: 

8M Mri Mr• 
{)H = He - H1 = Hc(l - S·) 

so that s· =Hi/ H, $ 1. 

Figure i .4 Magnetization cha.ra.cteristic 

Again referring to figure 7.4, the middle of 
the transition ( x, = x 0 ) will occur at the point 
where the net field has been H 1 during the 
recording process. The relaxation path in fig­
ure 7.4 is from point I to the origin, which has 
the equation: M = XrH 

The dynamic characteristic in this condition 
can be described as a straight line: 

M = Xd(H - H,) where: 

{}J\{ Mrs 
Xd = 8H = Hc(l -S•) 

From these relations we obtain that: 

Hi= XdHc 
Xd - Xr 

7.5 FIELD GRADIENT 

(i .21) 

(i .22) 

During the recording process the characteris­
tic of the material and the total magnetic field 
interacts so that a particular magnetization dis­
tribution results in a demagnetizing field which 
alters the total magnetic field, resulting in a 
changed distribution. This ca.n be treated by a 
series of calculations of the magnetization dis­
tribution, which then gives rise to a demagne­
tizing field which adds to the field, so that a new 
distribution must be calculated. This is an it­
erative process which is call the self-consistent 
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calculation method, and consumes much com­
puter time. Here we simplify by recognizing 
that the derivative of the magnetization must 
follow the following condition: 

dM,, 8M,, dH 
-;I;-= 8H dx 

but H = H:ra + H:rd 

(7.23) 

where H :rd is the negative of equation 7.18, and: 

H _ H 9 { tan-1 r+o/2 } 
:ra-- Y 

:r - tan-1 r-g/2 
~ 

(7 .24) 

From the negative of equation i.9 at the mid­
dle of the transition (x, = x 0 ) gives a slope of: 

dM 2Mn 
d x = - ---;;:;--

At x, = x 0 the demagnetizing field is zero, so 
the applied field must be set to H 1. However 
it is desirable to make the slope of the applied 
field, dH;r:d/dx as large as possible so as to ob­
tain as small an a parameter as possible. 

Equation 7 .24 is first differentiated, and then 
the second derivative obtained and set to zero 
to find the point of the maximum slope, which 
is the maximum of dH:ra/dx: 

dHra = Hg [ (r"T"g/~J5+y• ] 

dx 7r - (.,_9/~)""T"Y' 
(i .25) 

Taking the second derivative with respect to x 
and setting the result to zero, the following ex­
pression is obtained: 

x+g/2 _ x-g/2 
(x+g/2)2+y2 - (x-g/2)2+y2 

solving this for the position of maximum ap­
plied field slope: 

[g~2r = ~JL~2r + [g~2r + 1 
-~ J L~2f _ 1 (i.26) 

which will become the center of the transition, 

Xo 

At the center of the transition the field is also 
to be set to H 1 as given in equation 7 .22. From 
this the value of the gap field can be determined 

depending on which point in the media is se­
lected to receive H 1. 

The calculations are to be done at the mid­
dle of the recording media, which in the media 
coordinates is at YJ = 111 = 0, and in the head 
coordinates is at y = d + 6/2. Then taking 
the negative of equation 7.9 at z, = z 0 for the 
left side of equation 7 .23, using equation 7 .21 to 
obtain 8M/8H, dH,, 0 /dx from equation 7.25 at 
x = z 0 and y = d + 6/2, and finally obtaining 
8Hrd/8x from the derivative of equation 7.18 
with y, = 0 and x, = :r 0 to obtain the following 
relation: 

21\fr, Mr, ---= x 
7ra Hc(I-S•) 

{ 
[ 

d+6/2 l !f.s. (:r.+g/2)5+(d·H/2)5 
,. d+6/2 

(z .-g/2 !' +\d+6; 2 J' 

]!k[ I l ] 
- ,,. a+o/2 - a-6/2 

1'7 2;: 

where H 9 is adjusted according to equations 
j .22 and i .24 to give: 

Hi= XdHe _ 
Xd - Xr -

H { tan-1 :r.+g/2 } 
_9 d+o/2 
:r -tan-1 z.-g/2 

d+b/2 
(7.28) 

Equation i .27 can be evaluated for any specific 
geometry. The reader is encouraged to evaluate 
several examples. 
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A INTEGRALS AND 

TRANSFORMS 

4.l STANDARD INTEGRALS 

The integrals here can be found in m06t ta­
bles of integrals. They can be verified by differ­
entiation. 

J du 1 u 
(u2+v2)3/2 = v:? u2+v2 

J du 1 u 
--- = - arctan -
u2 + v2 v v 

J udu 1 
u2 + v2 = 21n(u2 + v2) 

./L2 THE SlFTING FUNCTION 

( 1) 

(2) 

(.3) 

The delta function, 6(u - b), is also known as 
the sifting function because it has the property 
of selecting out the value of a function at the 
point u = b whenever it multiplies the function 
and they are integrated over any interval that 
includes the point b. 

1b 6(u - b)f(u)du = f(b) for a$ b $ c ( 4) 

,A..3 THE CONVOLUTION INTEGRAL 

The form of the convolution integral is as fol­
lows: 

Ii"" h = 1: fi(x)h(a - x)dx ( 5) 

This form of integral occurs in the analysis of 
demagnetizing fields and of play-back voltages 
in magnetic recording systems. Two interesting 
forms of the convolution integral are: 

f(x1) = 1: /1(:z:,)f2(z1 - x,)dx, 

f(vt) = 1: fi(:z:)f2(vt - :t)dx 

In principle these are readily evaluated us­
ing Fourier Transforms. However, these partic­
ular functions (and others of possible interest 
in magnetic recording) are not usually found in 
most tables of transformations. For that rea­
son, a special table of such transforms are de­
veloped in the following. 
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Jl.4 FOURIER TRANSFORMS 

Transform pairs for various functions are de­
rived using the fundamental definition of the 
transform and inverse transform. The term 
l/27r must appear either on the transform or 
inverse transform, or be split between them 
as 1/../2i, and the placement is not consistent 
from one table of transforms to the next, so 
it is important to note its placement when us­
ing a particular table of transform pairs. Here 
we place it in the definition of the transform of 
F(k) to f(x), which is usually called the Inverse 
Transform: 

f(x) = ..!_ f<XJ F(k)ei::ll:dk 
27r J 1:=-CXJ 

( 6) 

where f ( x) is a function of x, F( k) is its Fourier 
transformation into k-space, and j = R. so 
that we are dealing with complex variables in 
k-space. 

The transformation from z-space to k-space 
is usually called the Transform: 

F(k) = 1:_CXJ f(x)e-i1'zdx (.i) 

The derivations and proofs of the properties of 
Fourier transform pairs is beyond the scope of 
this work. Here some of those properties are 
provided as a set of fundamental transformation 
identities, which are given in the table Al. 

TABLE Al TRANSFORM IDENTITIES 

I 11 f(z) <=> F(k) 

112 Af(z) <=> AF(k) 

13 /1(z) + '2(z) <=> F1(k) 
+F2(k) 

14 J(z + c) <=> tic• F(k) 

j 1s 1JJ.!j <::> jkF(k) 
dz 

116 f~oo f(u)du <=> "ftF(k) 

11 J~CXJ fi(x)f2(u - :t)d:t ~ F1(k)F~(k) 

The procedure in evaluating convolution in­
tegrals is to begin with identity Ii which has 
the convolution integral on the left side. \Ve 
must next find the transformations of fi(.x) and 
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'2(x): Fi(k) and F2(k) respectively using table 
A2, the table of transform pairs. 

The form '2( u - x) is essential, i.e. the func­
tion must be written so that the integration 
variable occurs in a subtractive relation to the 
independent variable of the function being eval­
uated. Thus '2 must be a function of vt - x or 
z I - z,. However, when finding F2, it is to be 
found from f-i(x) or h(x,). 

The next step is to manipulate the product 
F1(k)F2(k) to the form of some function of k 
on the right band side of table A2, which then 
allows the evaluation of the function of vt or x,. 

TABLE A.2 FOURIER TRANSFORM PAIRS 

f(z) ¢:> F(k) 

Tl. 6(z +a) ¢:> eiak 

T2. u(z +a) ¢:> -...1..eiak 
jlc 

T3. sin (3z ¢:> j;r[o(k + ;J) 
-o(k - J3)J 

T4. cos /3z ¢:> 1r[6(k + /3) 
+6(k - /3)] 

T5. z ¢:> j1reiuk 
z:l+u5 

T6. u ¢:> -;reiuk 
z:l+u 2 

Ti. arctan .! 
IJ 

¢:> ..z.. efuk 
jk 

TB. ~ ln(z2 + u2) ¢:> "eiuk 
1 

T9. eiaz ¢:> 21r6(k-a) 
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Advantaaes 

• Large signal Qutcut 

• Velocity independent signal amplitude 

• Good linear resolution with shielded 
MR sensor 

Basic Issues. ~ 

• Suppress~cn cf earkausen noise 

• Linearjzatjc0 cf MR response 

!..re-. c. I . - -./'.\,,..,, I<.,,__"\, \~r"r\ 
J ~ 
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(a) MR Element (Edge View) 

L T 
h 

Signal f~\ . J_ 
Fl(" ~p~Modlum 

(b) 

Transition 

g-f ~A Element 

r n-Shlold 

I • • • 1Medlum 

..__, 

9-I 1--(c) 
Shield 

-l l--MR 

•· • • Flux Gulde 

I . . - • • • 1 Medium 

(d) 

••-Right-Shield MR ., 
flux --. 
Ouida 

1 .. • • • I Medium 
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Two Possible Causes for. Domain Formation: 

• Dispersion of tho Anisotropy Easy-Axis 

• Longitudinal Demaonetlzatlon Effect 

~ 
High EoL 

+ 
+ 
+ 
+ 

-
+ 

~L =- (? V\ c,.v~~ {Yer'\--

Low Eol 

t 

t 

·~ 

V\ f) ~-j r'\t-\-: c__ 

clA~i -L dt ~s~ 
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Techniques for Generating Transverse Bias Field: 

(a) 

Sias 
MR Conductor 

\ / 

HCl~)H 
OirectJorT of 
Bias Current 

Sh'u~ 
Biasing 

• Weak etf ects 

• Erectrfcal shunting 

• Ngo-uniform bias 
pratife 

• Enhancements 

(b) 

MR Soft-Film 

\ I 
t;i _,m fil-M· 

Direction of Current 

Soft-Ejlm 
Biasing 

• Stroo; effects 
permeability limited 

• Thin spacer for 
uniform bras profi re 

• Selection of ..51.l!l:­
film materja I 
important 

• Saturated soft-ti Cm 
operations 

(c) 

t1 

Permanent 
Magnet 

·1/ 
1 

P.ermanenLMa;aet 
Biasin; 

• Selection of 
pecmanent. ma~net 
film important 

• .Good.bias i::rome. 

FYo""" ci,.. ~ V' "' T~ ">""" e. \ g. tV\ 
I I I 
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Configuration of Codes 

Error 
User _......., Correction 
Dal a Code 

Modulation 
Code Channel _,.....,Modulation 

Code 

Error 
Correction 
Code 

Encoders 

Modulation Code: 

Decoders 

Malches recorded signal cha.raclerislics lo channel 
· bandwidlh, detection method, read/wrile electronics, 
timing and tracking servo requirements 

Error Correction Code: Detects and corrects data detection errors 

User 
Data 

----------------========================= 11 S T ====== 



•. 

Digital Magnetic Recording Channe.J 

Magnetic 
Track: 

Data: 

Write 
Current: 

~ 

0 1 , 
1.---1 : 
~ L 

0 NAZI 

/"'""\ : 

~ ~-------.-
Readback 
Voltage: 

·Detected 
Data: 0 , 

" '-....._ 

1 

.Causes of oit detection errors 

• Random noise 

0 

• . lntersymb<?ls Interference . ·}Bit pattern 
• Loss of clock synchronization related 

. . 

-------------====== i i s '====--_,. 
A. Hoagland 3/90 
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Recording channel wavelength response 
(transfer function) 

M'x(k) - jkMx(k) 

jk represents the differentiation on read back 

and 

- 1-e-ka . ( 
Hx{k:,d) - { ).e-kd sin kg/2) 

k: . kg/2 

thickness spacing gap 
factor loss loss 

Of' 

E(k) = jkp.oNvWo { l -:-kS}·e-kd_ sin~~~~2 ) -Mx(k) 

N = number turns 
v =velocity 
W = track width 
& =medium thickness 



HIGH DENSITY RECORDING 

-100 0 

Narrow PW so 
Required 

100 

PW 50 = / g 2 + 4 (a+d) (a+d+ o) 

g =gap length 
a = transition parameter 
d = flying height 

8 = media thickness 

a: 2 Mr o 
He 

H c = media coercivity 

Mr = media remanent flux density 

Souxn: Williams • Co::lStod C 6) 

MIG· Sutton 4 ApplieCI Magnetics Corporation 

I //ST====~ 
A. Hoagland 3/SO 
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DISTORTIONLESS REPRODUCTION 

Vi(l) 

------· 
V1(w) 

: 

TRANSFER FUNCTION 

CIRCUIT 
OR 

Cl-IANNEL 

Vo(l) 
... 

V0 (w) 

l-l(w) = V 0 (w)/V1(w) (Independent of signal) 

FOR A 

DISTORTIONLESS 

CHANNEL 

a 

AMPLITUDE RESPONSE 

-------~- FLAT OVER 
· BANDWIDTl-1 

OF INTEREST 

FREQUENCY ... 
. ~ ~' -~-~ Pl-IASE RESPONSE, 0 = - MT 

STRAIGHT LINE 

e.g., Audio arnplifier, telephone channel 
WITH ZERO INTERCEPT 

'--~~~~~~~~~~--=================llST===== 
A 11-.--•---' n~n 
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VI 
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Cl 

UJ 
0 
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Q. 
:E 
~ 

EQUALIZER 
RESPONSE /• 

\; 
I FLAT EQUALIZED 

"'\ CHANNEL RESPONSE 

\ \------........ 

/ 

. \ ~ RESPONSE 

""-...... / 

FREQUENCY 

EQUALIZATION OF CHANNEL RESPONSE 
(AUDIO RECORDERS, INSTRUMENTATION 
RECORDERS) 



Saturation Recording 

· o For Traci{ Density Change 

- Signal o: ~ 
tp1 

- Media Noise o:J~ 
tp1 

or SNR decreases 3db as double tpi 

......_------------======================== 11 S T ==== 



·sLor 
NOISE 
POWER 
(dB) 

de 

'· 'i 

-- - ,.. _/TOTAL 
-TAPE 

--~::::::::........::::::::::..._ ___ ELECTRONICS 

FREQUENCY 
ORIGIN OF NOISES IS ALWAYS SOME 

UNCERTAINTY ABOUT A PHENOMENON: 

ELECTRONICS: ELECTRON (NOISE) STATISTICS IN FIRST 
STAGE REPRODUCE PRE-AMPLIFIER 

RESISTORS: 

HEADS: 

TAPES: 

ELECTRON STATISTICS 

DOMAIN WALL/ANGLE STATISTICS 
''H\ 

TAPE PARTICLE POSITION on ORIENTATION 
STATISTICS 



\_" 

JOHNSON NOISE 

RESISTORS <NYQUIST THEOREM 

R 

~ • T K 

V .. .J4kTA A I· VOLTS 

k a DOLTZMAN'S CONSTANT 
(1.38 1 o·23 JOULES/DEGREE) 

T a ABSOLUTE TEMPERATURE 

R .. RESISTANCE IN OHMS 

I HERZ) 
A I ca BANDWIDTH OF MEASUREMENT < CPS 

l : 



ELECTRICAL IMPEDANCE OF A TOROID. 
CROSS SECTION 

~ 

AREA A 

AV. PATH LENGTH, L 

z-? 
PERMEABILITY µ. • - l'R-11'1 

INDUCTANCE, L· - (o.4.,,. 10-e) N2 A~ 
. . L 

N2A . N2A 
IMPEDANCE s:a JwL * =::: Jw µR + w l'I 

L L 

PURE INDUCTANCE RESISTANCE 
STORES ENERGY DISSIPATES ENERGY 

• •. NOISELESS • •• NOISY 

'----------------==================== 11 S T ========= 
A Lt- .. -t--..t rtlf'\ft. 



IF PARTICLE: 

POSITIONS ARE RANDOM 

DIRECTIONS OF MAGNETIZATION ARE RANDOM 

THEN, TO FIND THE TOTAL NOISE POWER, WE 
SIMPLY ADD THE POWERS 

IF E1 ANDE2 ARE TWO SIGNALS, 

--
( e1+E2 )2 .. Ef + E~ + 2E1E2 

IF E1 ANO E2 ARE RANDOM E1 E2 - 0 

UNCORRELATED 
INCOHERENT 

THE NOISE POWER IS THE SUM OF THE SQUARES 
(NOT THE SQUARE OF THE SUM) 

"---------------================ 11 S T ===== 



'o" I 

WHY IS IT THAT: 

nW 2 SNR a a nWAmln ??? 

k~ax 
l 

10,000 .... 40d0 

1,000 ..... 30d8 - --

--N 

THE REPRODUCE HEAD ONLY SENSES A VOLUME 
OF TAPE, 1/2 A WAVELENGTH LONG AND ABOUT 
1/5 A DEEP, AND THE TRACKWIDTH WIDE: 
VOLUMEoWA2 

.·.ALWAYS BETTER TO REDUCE W THAN REDUCE All 

. 

.. 

.f-'·~'. 



f\.~ED!A NOISE 

• Noise in thin metallic media is associated mainly with 

written transitions. 

• Position jitter and amplitude variations contribute to total 

noise. 

• In general, maximum noise occurs at a density which is 
related to the transition width (A.c ~4a, Belk et al). 

• Two regimes, (i) noise initially increases linearly with 
density followed by (ii) "supra-linear' increase as 

transitions crowd together. 

1.L. Sanders 

Tra~lr. Oitection. ll'ft 

10 

·10 

~"· ...... 

I . 
"-----------=====I I S T===-__, 

A. Hoagland 3/90 



CONTROLLING MEDIA NOISE (2) 

• Reducing the coupling between grains reduces the 
coercive squareness of the hysteresis loop, and 
decreases the irreaularity_ in the transition boundary. 

1.0 
~/a-0.75 

:l' 11/Hk-0.4 
........ 0.5 ct•0.1 ~ 

M I 

::S d/a-o : 
d ,• 
0 : 

- I 

--------­,. I 
I ,. 

I , 
I 
I • 
I 
I 

I 

•' ,, 
I . 

~ 0.0 : r I 

~ : ,' ' 
.,J ,' I ~ I I ~ , ' .. I I 

CID I I 

I) -0 5 I I a . : ~· , 
,/ 
I 

' ;:; _, ---1 0 : _,_______ ( -
• I t 

·-0.4 -0.2 0.0 
applied field 

0.2 
H/Hk 

C"•0.15 

C"•O.O 

0.4 

(Zhu and Bertram, J. Appl. Phys. 63 (1988)) 

£~ o.- lt~C 1t11c••~ c_..,,._,4ir 

I l.L Sanders / J S T ) 
'---------------======~A. Hoagland 3190 



Matnetic reo:>rding prcx:cs.s 
,---- ·~ 

EUw) M"Uw) 
H(iw) 

Input (derivative of 
recorded magnetization) 

Cir.put (vot:.age) 

(a) 

Electri::a I filter 

,--- -------

M·UwJ , 1 H(j 1 r---··· --i_~(J 
I w) / ' I G(jw) ~ 

TUw) 

TUwJ = H(jw) G(iw) • 

(b) 

FiG. 6.20. bputrou~put t:'2llSfe: iu.::ictio::i bloci: d.ia;=-!l.::l.S. 

been d1:1finjng H(x) fo:r -co < :: < +co: and ~nee in ou: analogy= (o: :) 
corresponds to "time," we see th.at ou: impulse respo!lSe t:a.,.,c:fer function . ., ... . . . . 
pronaes an anoc1patory outpuL.. 
No~ we can mod.ii_,.- the input-output rel:a.tion sho WI:. in :Fig. 6.20a. by 

jTic:ertion of an elec:::ical :filte: a.t the head outpu't.. If tb.e voltage a.t the 
m:out "tP..,.\'"lin215 oi this :filte: is not ciistu.rbeci 0"' its tirese!lce, we c.?..!l re-. - . 
cir.a:" the input-output ~.a~e: relation, as ino7."!l i:n Fig. 6.20b: whe:-e 
Gr.,·,··) ro..,..rec:oT"I+" +'l-..c f,.::.,...uo..,..,.y ,..,..r,:_,,,,..t· o~~~,. of -:-.~l:. olo,...;.-i,...;.1 ~)-:-,,.- r-,..,;5 \..: w.> ..,.!"' ___ ....., ........,_ ... """''-"! _...,..., __ ~ ..... wv -~w-.. .. -- ...,....,..,...,...""" ...... _.,,...--...._. ..... 

s:i""ua.tiOD ~ ,.i:>Dh· :o~ "P.' re....,,.oc:o-. ... c: •":-io •--::-.c:;o.,. .:'U.!l,.tlOT"I O; tb0 ~-:o e--.., ' 41:.o .. - • J J. - ..... = ~_......,. __ .._ ~- ..._ ___ .L '-" - - - --.::t 

netic rec ore;..,,£: nroces.s.. and ~b.e ele::..-i:al ::>::.::a.::le"t-e:s of the ~ '!! ce-:i: - - . .. -
head C2.!.l be 1ieweC. as in.co::;Jo:.s.ted i!l't.o the ciesig:l of the i=.se:tec :5lte:. 
'T"'"n.0 ; .... :Jut 3"·1 r-) is ... ;.,c'!'l r0~c-0 ,.: +o •r.::. o"~--n·· ... vo1•..,o-0 er-) b"; tb.c folio-;:;--- .... -- -- ,.... ......,. __ ~-~-- ... -...-... ..."". _..... . ........ ::_.. ,..... .. ..... -
ing 't:'z.n.si e: ill:!ctio::: 

TU;;;) = E(jr...,)G(ir.;;) 

Theore~:illy, ii G(ir.;;) cocld ~e ch.ose!l such 

........ )G'. ) , 0 - . ?'·· _, '\1.• = - ..... - \..'- -· 

. . . ..... ,... 
~.:..-· 

(6.26) 

ov.c,. t~.:. .,..cc...: c:iC"""".;.1 -....o:..,,c·~~-~ +",.,o.,.. P(:7• •. ·'; '"0'i1c~ be i~.:,...'7ico1i""; o.-•,o1 t-0 I M'Cjw)·o; ... _ .... -·:::-• ..., __ ''"'"'•-: ....... __ ..., - ....... . ---- -. --:--
"I =I .,,... "Alf"' ( .:\ l . ,-,, -- ,-, 

11 ST=== J 
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RLL Code Classification 
(after Franascek) 

for instance MFM: 

d . k m n 
1 ..i 1 2 

r 

Number of word l~ngths 
(Variable word length code~ 
only) 

Number of code ce 11 per bit 
(=number of possible flux 
reversal positions per bi ts) 

maximum number of bits 
required for coding at 
any one time 
min: ratio data to code bits 

maximum number of code cells 
bet ween flux transitions 

minimum number of code cells 
bet ween flux transitions 

Source: N. Mackint.osh 

c: 
r._ ll: ,_. ("'; 

C'I) ~ 
. c 
.... C'C ..... ~ 

< 



Data: 

1/2(0,1) 

1/2(1,3) 

1 /2 (2,7): 

2/3(1,7): 

·comparison of ALL (d,k) Constraints 

1 1 0 

I I 

. -1 . 1 . , . , . 0 . , 

• 1 I 

!-------; 
1 

1----1 
. 1 . 1 . 

t-----; 
. , . o. 1 . o. o. o. , .·a. 

t----.; 

.1.0.0.1 .o.o.o.o. 
t--- ---f 

. , . 0.,. 0. 0. 0. 

(0,1) - (1,3) 
(2,7) { Less pulse crowding .1 I 
(1,7) Same/larger window ..., _____ ~ 

(2,7) vs (1,7} Involves tradeoffs 

l /.l.S T===----
A. Hoagland 3/90 



(2, 7) vs MFM (1,3) 

Fixed User Bit Density 

MFM 1 0 1 • • 

{2,7) 1 0 0 1 

{2,7) r.educes intersymbol Interference 

Fixed Minimum Transition Spacing T mfn 

MFM. 

. (2,7) 

1 
1-------t 

0 . 1 

~~--~ 
. , . 0 . 0 . 1 . 

(2,7) · increases density ratio by 50°/o 
· with decreased detection window 

.. 

. . 

T min = 2 

T min =· 3 

· Density Ra iio 
• 

2 x 1/2 = 1 bit/T min 

Density Ratio 
3 X 1/2 = 1.5 bit/T mfn 

---------------===================I I S T ==========-----­
A.1-toaq1and 3190 



I 

CHANNEL CODE PAR.A.METERS 

T = DATA BIT TIME INTERVAL 

m = # OF DATA BITS IN GROUP 

n = # OF CODE BITS IN GROUP 

m =CODE RATE n 

d = MINIMUM # OF ZEROS BETWEEN ONES 

k = MAXIMUM # OF ZEROS BETWEEN ONES 

·1 

Tmin =MINIMUM TIME BETWEEN TRANSITIONS 
T. . _ m(d+1)T 

min - n 

Tmaz = MAXTh1UM TIME BETWEEN TRANSITIONS 
T. _ m(k+l)T 

maz - n 

. 
W = CLOCKING WThvOW 
W = !!!T n 

DR= DATA DENSITY/TRANSITION DENSITY 
DR _ Luz.. _ m(d+l) 

- T - n 

LOW FREQ ALL ONES/HIGH FREQ ALL ONES 
_ ~ _ d+I 
- Tmin - k+l 

-------------===== 11 ST ) 
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•\ 

Practical Exan1ple: Rate 2/3, ( 1,7) Code" 

Data Code 

00 101 

01 

10 

100 

001 

11 0 I 0 

Basic Coding Table 

Data· Code 

00.00 101.000 

00.01 100.000 

I 0.00 001.000 

10.01 010.000 

Substituting Coding Table 

l I I C!- -r =====--,,;' ======== •• ~ • 
-------------------- A. Hoagland 3190 



l_ •-1 ·-- ·---·-1 T ! 
111111 lllUX UI~ 

'" 
CLULK/·· lJSV 

N ..... 1 i 1 . 1 1 0 °'° T Od 1 T l/T I o<> 

i ' ',. --· 
DOUBLE I 1 I 2 1/2 0 1 T /2 T 1/2 T /2 2/T T 
FREQUENCY j _ i 

. I 
: I 

MILLER : 1 . 2 1/2 1 3 T 2T 1 T/2 2/T 00 

MFM ~·--!---1----1·---+----t---+----t---t---;---r----· 
' 

ZM 1 2 1/2 1 . 3 T 2T 1 T /2 2/T 3T /:~ 

. .... ·-
~ MI LLEP.2 1 2 1/2 1 5 T 3T 1 T /2 2/T 3T /~~ 

3PM 3 6 1/2 2 7 3T /2 lff 3/2 T /2 2/T e><1 

~---~---l-----1-----~---·-t-------r-~---r--~-r~-.--r----.-----
• 

2,7 ~LL 2 4 1/2 2 7 3T/2 4T 3/2 T/2 2/T po 
3 6 

4 8 ·-
1, 7 RLL 2 3 2/3 1 7 lfT/3 16T/3 Q/3 2T/3 3/2T oo 

q 6 I 

l)'y\.. d ~ '~~ '~ 
CllANNEL~CODE COMPARISON 
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PLAVBAC 
SIGNAL 

-

r--

LOW PASS !-i 
FIL TEil 

.Cl> 

'-· 

ISOLATED PULSE 

SPURIOUS 

I 1AONS ... 

~t ln.-n-.-.Il-t 
DIFFERENTIATOR 11 zEno:cnoss1NG I i 

DETECTOR - -1 

FULL-WAVE 
RECTIFIER 

DETECTED 
I I I TRANSITIONS 

GATE --

Ln-.-11 TflRESHOLDING ·-

~ - Lb r-t 

GATED PEAK DETECTION 

i'~~ 

---------------==================== 11 S T ====-----­
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... 

~ITE CURRENT >----~ 

~ITE DATA~> I ~FIG. B, #1 • ICout FIG. B, #2 = LPFout1 
::AD, w.i th: N, L, ,.,,....-/ 

e'tc. , >-i HEAD- I I AMPS I I NOISE I r 
.............. . I >-i ARM >-i AGC I-->-! FILTER I--

' , , ~ Pr , 1 R/W AMP 1 1 & 1 1 
II CHIP" >-! ETC. I-->-! ( LPF) I-->-, 

d~ 
===•••=============:J~DISK, w.ith Mr, He, t, etc. 
==--------=========-

"-"- I 
I 
I 

..-~--~----~--------------<---------------------------------------------' 
...-----------------------<--------------------------------------------------' 

.--- -----~~-------l 

I BI-DIRECTIONAL 
t---->-! "THRESHOLD-GATED" 

I "GATING" I 
rr----->-l EQUALIZER 

I .("FIG. B, .S:4 :: TGou't 

I I 
~I >-! 
I I 

· I PEAK QOAL!FIER 
t---->-1 (GATE GENERATOR) 

DETECTED 
RAW-READ 
DATA 

I 
I 
I 

GATE DETECTOR or "PEAK QUALIFIER" PATH 

I ~'PEAK" 
EQUAL­

IZER 
--->"'1 (EQ.) 

~>"1 

I I DIFFER­
!-->-! ENTIATOR 
I I 
1-->-! d( )/dt 

PEAK DETECTOR PATH 

FIG. B, #3 = DFout 

i---->-i 
I 

1---->-i 

BI-DIRECTIONAL 
ZERO-CROSSING 

PULSE 
GENERATOR 

I..-->-! F.IGF.-
I SPEED 

"'---->-! II AND II 

I CIR­
CUIT 

L--

~-------< <----------------------~ 
SEPARATED 

IULTRA-HIGE SPEED 
I j"FIG. B, #5 = RRDout >-!"AND" CIRCU!T DATA 

I FIG. B, 
1#7 = SDout 

RECORDING-CODE: 'FIG. B, #6 = Nout~ '. 'OULs- &s.,.e":'"!"C':..l'":'~ 
~---------->~ • ~ -~ - ··-· '------->· 

I :->-! "DATA-C:S:LL" or 
I I I "WINDOW" GEN. 
I I 

CLOCKING S!GNAJ:.S 
t------------------------------------~> 

FIG. B, #8 :: CLKout...f 
l . <-----------------------------------~ 
I 
I I PRASE J I SAMP~E & HOtD I FEEDBACK I I VOLTAGE-
'--ri DISCRIM- l I CIRCUIT I & ! I COMPEN- I I CONTROLLED 

I. INATOR !-->-I INTEGRATOR 1-->-i SATOR r--->-1 OSCILLATOR -c 
->-! ( t:ime-to- I I (current-to- I I I I 

·1 eu:-:-ent) I I voltage) I I (lead/lag) I I (VCO) 

--~~~~~~< PROGRAMMABLE (DYNAMIC) COONT:S:R 
ODE PATTERN LOOK AHEAD !-<-----
O DETERMINE 11 n 11 >-! (DIVIDE VCO FREQUENCY BY "n") 

•VFo", "PI.I.", "PLO", or PRASE-LOC:!:ED DATA SEPARATOR CLOCKING SYSTE!-! 

f?Gtra.! A. TYPICAL RIGE-PERFORMANCE DISK DRIVE RECORDING CRANH'EL 

F. J. SORDEttO 1989 

--------------======= 11 S T====--_., 
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.. 

UtADBACK TRANSITIONS for 2, 7, RLL 
:ODE ->O 0 l 0 0 0 0 0 0 0 l 0 0 0 0 0 0 0 0 0 l 0 0 l 0 0 ~ 0 0 0 0 0 

J1 XCcut- I i =>-zc:::: ! I :>m=-c::::: ! I i - '\: 

IHD :IVJ:DOAL I 
ISOLATED~j·, 

I \ 
PULSES ~ '. '-. 

' ..... 

,.3 DFout 
"SOLID" 

-, 
" \. 

' 

--

f:2 LPPou 
"DASHED"' ' .... _ 
#'3 DFout 
•soLID" 

i 
! 

. l 

/, 

~ r--:---, ~ __i_ __:__ 
#4 TGou't -{ ; 1 i L.....J j . 1' ~ i ~ 

: i I : l I • • • • • • ..-s RRDoutt-; ; : j ; 1------
i r--t ,......, r--t ,......, i ,......, f"7'I ,..--, ,......, r--t ~ :--i : r--: l"""';""l r--i 

#6 Wou t ~ '--' i......i L.....J ~ '--' I L.....J 1-..1 L.......I '--' 1 1..-...1 '--' i........1 j '--' 1..-.J 

~r"'I i r"'I : ,..., I ,.., : ,.., r-i 

#7 SDout 1" I . . -· ----. : I 

COD~out ofo~1 o o o o o o 011 o ol1 o o o o o o 0!1 o oj1 o ol1 o o o o 
.. r-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-ir-i~ 

f:8 . CI.Xout l...J l...J I-I l...J l...J 1...1 l...J 1...1 1...1 u l..J l...J I-I l...J l..J l...J l...J l...J u l...J i...i --' 1...1 1...1 l...J . l...J l..J w _, ..... .. 

. .,..., READBACX SIGNALS AT VARIOUS STAGES WITHIN RE.AD CRA..NN'EL . 
{All intrinsic circuit delays have been eliminated fo~ 
clairity. For 24 Mbit/see = 3 Mbyte/sec, one "Wout" 
cell {~ complete eye.le of "Wout") s 20.833 nanoseconc. 

1988 F. J. SORDE:!.!.O 

------------======I IS T===-__, 
A. Hoagland 3.190 



' AMPLITUDE or UNWANTED ADDITIVE SIGNAL 
BIT SH!!T c·-------~-----~------------------------------------ = nsec 

SLOP! OF DFout SIGNAL NEAR "ZERO-CROSSING" POINT 

!T IS AS SIMPLE AS THAT! A1fY 'O'HWAHTED SIGHAL '!'BAT •LIPTS• OR •LOWERS" 
:'HE DESIR.ED RECORDED IHFORMATrOH BE.AR.IHG DFout SXGKAL wn:.r., CAUSE THE 
•ZERO-CROSSING• OF THE COMPOSITE DPout SIGXAL TO BE SEI!'TED IN TIME FRO~ 
THE XDEAL •ZERO-CROSSING" TIME. THE TIME WIDTH OF THE DATA TRANS!TION­
CLOCK!NG W!NDOW, Wout, D:ETERMINES THE TOTAL AMOUNT OF "LIFTING" OR 
"LOWERING" THAT CAN :SE TOLERATED BEFORE THE COMPOSITE DFout SIGNAL F.AS 
ITS "ZERO-CROSSING" SHIFTED IN TIME BEYOND A PARTICULAR TRANSITION OR 
"SIT" C:E:LL. F!GUR! D SHOWS THAT THE 2-' MEGABIT /SECOND RECORDING SYSTEM 
DESCRIBED CAN TOLERATE COMPOSITE DFout hZERO-CROSSING'' TIME-SHIFTS ("B!T 
SH!FTS") U? TO! (20.8 nsec)/2 = ! 10.4 nsec BEFORE OCCURRING OUTSIDE OF 
TH! TIM! BOUNDARIES OF Wout. F!GUR! D ALSO SHOWS THAT THE! 10., nsec 
SIT SF.!:: WILL EE CAUSED BY TF.E ADDITION OF Uh"'WANTED SIGNALS EQUAL TO 

·· •kPPROX!MJ...TELY ! BO% OF TP.! BASE-TO-PEAK VALU! OF TE! INFORMATION 
3EAR!NG DFout SIGNAL. 

rsE ABOV! NU~..EERS AR! ASSOC!AT!D WITF. A SINGLE ISOLATED READSACK 
rRANS!TION. TE! AM?L!TODE ·OF TE! BASE-TO-PEAK VALUE OF D?out CONTRO~S 
r.E! A:SSO:..UTE AMOUNT OF "E:T SEIF!" TEAT OCCU?..S FOR A G!VEN AMOUNT OF 
JNWANTED A.DD!T!V! S!GNA!.. W~EN PORTIONS OF !SO~ATED DFou~ PULSES 
:OME!NE DU! TO T.E!:!R PROX!M!TY, TE! BAS!-TO-?~K VALUE OF TEE N!:! 
~..ESULT!NG DFout SIGNAL MAY !NC?.!AS! SY AS MUCR AS 50%, YIELDING LESS 
'S!T SE!:':'" FO?. A G!VEN AMOUNT OF tm'~AN':'E:::> A.DD!T!VE S!GNA!.. SEE F!GUR!. 
, ON PAGE 3, AND ESTIMATE TH! POSITIVE PORTIONS OF TEE DFout SIGNAL 

~ORR!:SPO~"D!NG TO TEE SECO~"'D, TE!RD, FOURTE, Ah"D F!FTF. TRANS!T!ONS; A~'"D 
rRE NEGAT!VE PORTIONS OF TEE FIFTH AND SIXTR TRANS!T!ONS. TEEN, COMPARE 
:HE ESTIMATED PORTIONS STATED ABOVE W!TF. TH! NEGATIVE PORTIONS OF Tr.""!: 
OFouT SIGNA~ COR.~ES?Oh'"DING TO TEE FIRST, SECOND, TEI?.D, Ah'"D FOO'?.TE 
!RANS!T!ONS, AS WELL AS TE! POS!T!V! PORTIONS OF TH! F!RS! AND S:X'!'E 
!RANS!'!!ONS. 

!'H.::?...E A.?...E CTH!R WAYS TF..J..'!' ':'F.! "Z:E:RO CROSSING" CAN OCCU?, SF.!F'!'!D. HOS'! 
?ROM!NENT !S BY WR!TING TE! Z!RO MAGN!TIZAT!ON ?OINT !N TH! M!D!UM !N AN 
::TNW~"'T!D, SEIFT!D LOCATION. F.!AD/M!D!UM COHEINATIONS WITH POOR OV!RW?.!7:: 

.. :APAB!L!T!!S, COMEIN!:D W!':'E FINITE WR!T! CURR!:NT AND/OR HEAD G!NERA'!ED 
.ra!TE FLUX R!S!TIMES AND PREVIOUS RECORDED H!STORY !N THE ~D!UM MAY 
:AOSE TWO OR TRR!! NANOSECONDS BIT SF.!FT. 

H! ~~OR CAUSES OF D!a!'!'~: MAGN!'!'!C R!CDRD!NG CF.ANN!: E!T-SF.!FT A?.! 
RE FOLLOW:NG: 

~. NC:S! !h'DU:!D E!T-SF.!!T (N!E). 

2. :;..:-::!?J~ !N~o::::o :::-sF.:FT {?:E). 

~. CV!?:~""?.!':! Zh"'DU:!:i E ::-SF.!!'': ( O'io;:S) . 

!. :. SO?.DE::c ~956 

I 11 s '===--' 
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•. 

'·ASYMMETRY INDUCED BIT-SHIFT (ASIB). 

5. SYSTEM NOISE INDUCED BIT-SHIFT (SNIB). 

6. MINOR MEDIA DEFECTS THAT PASS DEFECT SCANNING TESTING BE­
CAUSE THE MINOR DEFECTS ARE WITHIN SPECIFICATIONS. (MMD) 

7. ADjACENT TRACK INDUCED BIT-SHIFT (ATIB). 

NIB IS CAUSED BY MEDIA, BEAD, AND ELECTRONIC CIRCUIT NOISE SOURCES. THE 
INSTANTANEOUS AMPLITUDE OF THIS NOISE IS COMMONLY ASSUMED TO BE 
DEPENDENT UPON THE NOISE SOURCE'S RMS VALUE, MAGNIFIED BY THE SIGMAS 
ASSOCIATED WITH THE PROBABILITIES OF GAUSSIAN DISTRIBUTION OF CHANCE. 
IF THE NOISE IS ASSUMED TO BE GAUSSIAN, IT LENDS ITSELF TO THE FOLLOWING 
PROBABILITIES: 

RMS VALUE = SIGMA 

SIZE OF NOISE "SPIKE" IN 
TERMS OF NOISE RMS VALUE 

0 
l 
2 
3 
4 
5 
6 
6.47 ... 6.S 
7 
a 

PROBABILITY OF OCCURRENCE 
OF THAT NOISE "SPIKE" 

l/l 
1/3.2 
1/21.74 
1/370.4 
1/15,625 
1/1,724,137.9 
1/500,000,000 
1/10,000,000,000 
1/400,000,000,000 
l/80,000,000,000,000,000 

FIGURE D SHOWS THAT IF THE 24 MEGABIT/SECOND EXAMPLE SYSTEM HAD SNR 
EQUAL TO 26db (BASE-TQ-PEAK SIGNAL DIVIDED BY RMS NOISE) AT THE OUTPUT 
OP '1'B:E DIJTER.Ell'TIATOR , TH~ COMPOSITE "ZERO CROSSING" WOULD SHIFT IN 
TIME WITH AN RMS jITTER EQUAL TO: 

26db = 20:1: THE RMS NOISE IS S~ OF THE BASE-TO-PEAK DFout. 

BENCE, THE "ZERO-CROSSING" WILL SHIFT: (S,)/(10,/nsec) = O.S nsec. (RMS) 

• NORMALLY, SNR IS SPECIFIED AT THE HEAD'S OUTPUT OR THE HEAD'S IC 
PREAMP 1 S OUTPUT. IN ORDER TO OBTAIN THE SNR AT THE DIFFERENTIATOR'S 
OUTPUT, THE RMS NOISE OR THE SPECIFIED NOISE SPECTRA CHARACTERISTICS ARE 
OBTAINED FROM THE SPECIFIED SNR TEST CONDITIONS, THEN POWER SPECTRA 
MODIFIED BY THE INVOLVED READ CHANNEL BLOCKS SUCH AS AGC AMPLIFIER, 
NOISE FILTER, "PEAK" EQUALIZER, AND, OF COURSE, THE DIFFERENTIATOR. THE 
RMS NOISE PRESENT AT THE OUTPUT OF THE DIFFERENTIATOR OBTAINED 
CAN BE USED EITHER TO CALCULATE SNR OR DIRECTLY TO PREDICT NIB. 

F. J. SORDELLO 1988 
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BIT-SHIFT 
ON TRACJC 

(I A.HY TIME I XlOlO 
(6.S•sigma) 

RIB 0.71 3.25 

PIB 2.4 2.4 

ON'IB I o.a o.a 

ONIB II 1 -> 3 l -> 3 

.ASIB 0.5 -> 2 0.5 -> 2 

SHIB 0.1 -> ? 0.1 -> ? 

ATIB -o -o 
I 

5.51 8.05 

ERROR 
1010 1010 RATE 

MARGIH 4.91 2.37 

BIT-SHIFT 
on TRACX 

{DFout slope divided by o10s} 
(@ ARY TIME 8 xlO 

(6.S•sigma) 
lfIB 0.95 4.33 

PIB 2.4 2.4 

OWIB I 0.8 o.s 

OWIB II l -> 3 l -> 3 

ASIB 0.5 -> 2 0.5 -> 2 

staB 0.13 -> ? 0.13 -> ? 

A'l'IB l.S 1.5 

7.28 10.66 

ERROR 
1010 109 RATE 

MARGIN 3.14 0 

axT-uxn 
ON TRACE and. DORING MIHOR DU'!CT 
(DFout slope divided by 010 > 
I UY 'l'Dm I zl.O ) 

(6.5*sigma} 
1.01 4.64 

3.43 3.43 

0.8 0.8 

l -> 3 l -> 3 

0.5 -> 2 o.s -> 2 

0.14 -> ? 0.14 -> ? 

-o -o 
-

6.88 9.71 

1010 1010 

3.54 0.71 

BIT-SHIFT 
OF!' 'tRACX and DO'RIHG MIHOR DEl'ECT 
(DFout slope divided by o10•o.75} 

I AJIY TIME 8 xlO ) 
(6.5*sigma} 

1.35 6.19 

3.43 3.43 

o.s 0.8 

l -> 3 l -> 3 

0.5 -> 2 0.5 -> 2 

0.19 -> ? 0.19 -> ? 

2.14 2.14 

9.41 14.25 

1010 10 

1.01 o. 

F. J. SORDELLO 1988 
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V1SUafizing the shifts in detection that occur clue to noise and Peak Shift as a Statistical Oistn"bu­
. tion within the Data Window is the first step in the modeling process. As shown in Figure 2, the 
perspective gained by this model yields an Immediate observation, ths error rate of a drive is ths 
total area of ths distribution falling outside the Data Window. 

. -·-~ _, 

Peak 
Shift 

I 
~.:J - -- -:: r:. :1 I~ 

• i . -
• I i • 

Early Bits 
In Error: 

; 

-1 . .-:r 
;;;;;s;)A ~ -

i 

• • ----

JL (mean) 
I 

Late Bits 
In Error 

I I 
-a 

0 

+a (standard deviation) 
I 

·TW/2 +Tw/2 

1-- Data Window .. I 

FIGURE 2 

STATISTICAL DISTRIBUTION 

.":~·-

The next step in th~ modeling process is the choice of statistics. Assuming that the shifts in peak 
detection conform to a Gaussian model, makes the task of comparing noise and Peak Shift to the 
Cata Window simple. According to the Gaussian model, the area outside the Data Window is di· 
rectly related to the ratio of Data window width to the Mean (µ)and Standard Deviation (a) of the 
distribution. This is ref erred to as the intrinsic error rate t of the system. 

t Katz and Campbell, "Effect of Bitshift on Error Rate in Magnetic Rec:crding•, IEEE Transactions on 
Magnetics, Vol Mag. 15, No. 3, pp 1050·1053, May 1979 

'--------------·====== 11 S T===--­
A. Hoagland 3/90 



Bitshif t Basics 
BIT ERROR RATE 

PWSO Related 
Qt-=::::--~~~~~~~~~~~~~~~~ 

•. 

- 2 ____ ____..,___ 

...._ SNR Related (slope) 
-4----

-6 ---

-8 .... -·· . ---- ·- - ·-·· -·. ·----· ----· 

--10 ' 
0 2 4 6 8 10 12 14 

BITSHIFT (ns) Ma)ctor 

I fl s T===-__,. 
A. Hoagland 3190 



0 

..... ~ 
(/) ~ O

l 
...... 

cu 
0 

.. ..._
I 

ci 

v 
~
 

y 
v 

I---
,.,-- I

-
-

lL
 E:-- ._...... 

~
 v 

,
~
.
,
,
 

~
 

r/-
.....--

- v 
v 

f"'9' 

/ 

rl' v 

~J.. 
0 

)
:
 

,,... 
CJ? 

0 
0 

)
: 

ci i-
:i: 

0 
J-

0 

'l? 
-· 

0 
z 

U
l 

-
0 

3: 
3: 

~t 
<

( 

3: 
I-

0 
-<

( 
0 

0 
z 

LL. 
-

_
J
 

0 
0

:: 
)
: 

-<
[ 

<'i 
z 

. 
:i: 

0 
U

l 
....... 

dl 
0 

....-
<

'I 
IQ

 
.,; 

U
l 

'ID
 

I"" 
CD 

C1' 
2 

b
b

b
b

b
b

b
b

b
b

b
 

.-
.................................. ... 

31 V
~
 ~
0
~
~
3
 l.:JO

S 



.. .. .. 

................ 
I 

t 
t 

I 
I 

t 
t 

.. 0 H
 

a~ 
I 

I 
I 

f f 
I 

I 
I 

I 
ji 

-·-.. ·+
-•-

-1-+-•-•-· 
.L

L
L

L
 -~-.LLL 

-
-i++-•-1-~-L •. ;. 

_
.._

g
 _.,... 

·1-rT
+

 ++T1·· ~ 
-•--1--r-··1-1·1-·-1· 

" § 
·t-1--t-+ -1-

I .L
 -

2 
oii 

-1+-:--t-
+-.--~-I-

~ 
, .. 

1···· 
Q

 
·. ·rrr· T

T
T

t· 
=rrrr.:r1:ti:· I ~ 
·l++-~-1-~--'-J·f-· 

1-t 
, 

• • , 
, 

1 r 
-:-rT

-rT
rT

T
J-

-:-1·1--r-:·1·t·t·.·· 
~ 

.. " .. 
0 

I 
I 

I 

0 
... 

" 
f'1

 
... ... ... ... 
f 

t 
f 

I 

....... 

. .. .. .. . .. 
I 

I 
• 

I 
I 

I 

" OM
 

a~ 

,ll 

0 .. •o .. 

.,. 
1· 

: ·.-· .. •" .' : 
": 

n 
•• .. 

I 
·:· ·~ 

:s . . ~
 

... ~ 
Ii ;: 

• 
0 i. 

\ 
... ........ 

I.,~ 
\
.
 ············· 

!nJ 

\
.
-
L

.
L

.
L

.
1

 .. 1 
.l.L

.1
 .. 1 .. ! 

.; I 

r:.• 
~
·
 

I 
... I 

r
. 

.. -· ' 
...... , ..... , ..... , .......... . 

" ... -· I 
·
1
-
=
:
u
·
.
:
~
~
1
~
·
.
;
 
""':"":.:"'"·.~.-:_~.:r"-... r 

'n
."t. 

:
-
:
·
r
:
·
~
.
:
·
·
 
:
·
-
~
.
:
·
 -

111 
1 t 
: I 
I I• 
... I•' 



PRML DETECTION 
(PARTIAL RESPONSE CHANNEL, MAXIMUM LIKELYHOOD DETECTION) 

CONCEPTS 

• SAMPLE THE SIGNAL WAVEFORM ONCE PER BIT PERIOD 

• DELIBERATELY ALLOW PULSES TO INTERFERE 

• EXAMINE SEQUENCE OF SAMPLES FOR DECISION 

PRINCIPLE 

Match waveform against a library of all possible waveforms and select 
the one that gives the minimum sum of squares difference between 
the sample and the stored waveforms. 
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Application of Probabilistic Decoding to 
Digital Magnetic Recording Systems 

.. ~ 

;~ 

· . .-
... 
·~t 
;;;. 

Abstract: A digital magnetic recording system is viewed in this paper as a linear system that inherently includes a correlative le~I :~~ 
encoder. This encoder can be regarded as a linear finite-state machine like a convolutional encoder. The maximum likelihood decoding ·!' 
method recently devised by Viterbi to decode convolulional codes is then applied to digital magnetic recording systems. The decoding f. 
algorithm and its implementation are discussed in detail. ;;;.:· 

$ 

Expressions for the decoding error probability are obtained and confirmed by computer simulations. It is shown that a significant 'j! 
improvement in the performance with respect to other methods is achievable by the maximum likelihood decoding method. For ~': 
example, under the Gaussian noise assumption the proposed technique c:an reduce raw error rates in the 10-' to JO-• range by a factor -~: 
of SO to 300. These results indicate that the maximum likelihood decoding method gains as much as 2.S dB in signal-to-noise ratio -~ 
over the conventional bit-by-bit detection method. ~ • 

1. Introduction 
In an earlier paper [1] it was shown that a digital magnetic 
recording channel can be viewed as a partial-response 
channel. The partial-response signalling or the correlative 
level coding is a technique recently developed by Lender 
[2], Kretzmer [3], van Gerwen [4] and by others in data 
communication systems, in which a controlled amount 
of intersymbol interference is intentionally introduced to 
improve the information rate [SJ. In a digital magnetic 
recording system, on the other hand, the differentiation 
operation inherent in the read-back process generates, 
in effect, a correlative level coded sequence. Since the 
representation of a digital magnetic recording channel 
in terms of its equivalent panial-response channel is 
c.-ssential to the development of the present paper, a brief 
revii..'W of some earlier results [I, 6, 7] is given. 

In the ordinary digital magnetic recording system 
saturation recording is performed, i.e., two stable states 
of magnetization rep'resent binary data to be stored. Let 
la.l represent an information sequence of "O"' and "1'" 
to be recorded on the magnetic surface. The magnetiza­
tion pattern 111(1) recorded by the NRZ (Non-Return-to­
Zero) method is representable as 

-
m(t) = :,L: (2a! - l)u(t - kT) - 1(-1), (I) 

lt•O 

where u(.t) is a rectangular pulse of' duration T seconds: 

u(r) = {I, 
0, 

OS1:5 T 

. elsewhere, 
(2) 

.. _ 
l 
~: 

(3)J 

and 1(1) is a unit step function: 

l(t) = {l, 
0, 

I ?_ 0 

t < 0. 
t!: 

Here the amplitude of m(1) is normalized by its saturation ~ 
levels, i.e., + 1 and -1 represent two saturation levels , 
corresponding to "I" and "O'" of the sequence I al j. 
We assume in Eq. (1) that m(t) = -1 for 1 < 0, i.e., 
the magnetic surface has been magnetized to the -1 ~ 
saturation level before the arrival of data stream r~ ~ 

In the read-back process the relationship between the 
output voltage e<.1) and magnetization pattern m(t) is.~-

given by · 

e(t) .. [!_ 111(1)] • h(t), (4)·t 
~ I 

where • means convolution and h(l) represents the mag· 'f 
netic head field distribution characterized by the response .j 
due to a unit step function in m(t). Figure l illustrates I!\' 

waveforms at various stages in the NRZ recording method. 'l' 
On substituting Eq. (1) into (4) we obtain 

e(t) - h(t). [t (2al - 1){ o(t - J,;T) 
•-o 

- 0<1 - kT - nl + 0<1>] 

-== 2 :,L: x.,h(t - J,; T), 
l•O 

H. KOBAYASHI IBM J. RES. OEVELOl'· 



e'" 

Input dalll 

Ma1netizaticm 
pattern m(t) 

0 

dm(t)/'1 ----':---.;....--

Output dt) 

0 0 

Fii.'llrc 1 Waveforms at various stages in the NRZ record· 
ing system. 

where 

. _ fat - Dt-i. 

·'• - I 
(Do, 

k. ~ I 

k = 0. 
(6) 

As seen from Eq. (6), the sequence !xtl is a three-level 
~c~uence of -1 's, O's and +l's. Unlike the situation in 
data communication systems, the sequence I Xt I per se 

-enerated nor clearly observed in any part of the 
, ~ _. , 1g system. What we actually observe is e(r), a 
linear function of the sequence lxtl as shown in Eq. (5). 
In other words, we consider for analytical convenience 
that the magnetic recording channel contains some 
imaginary correlative level encoder as a part of the system. 
rr :11,: takes on "l" and "O" equally likely and is inde-
1vndcnt from bit-to-bit, the sequence I Xt I possesses the 
f,ilJowing statistical properties: 

Pr : x, = 0 I = ! , Pr { x 1 = - ll = Pr Ix t = +II = t 
(7) 

und 

L[1 . .r,] = {-~: 
0, 

k = I 

lk - II= I (8) 

elsewhere. 

Eljumion (8) shows that adjacent digits are highly cor­
rdatcd and hence I Xt I is called a correlative level coded 
~quence. In other words I Xt I is a sequence that contains 
redundancy. 

Let e(t) be passed into a linear filter f(t), the output of 
"hich is denoted by r(t): 

r( I) :: e(t) * /(/). (9) 

,.!.'.:\Vl\l'lf J~/1 

Data 
IOCll'Ce 

Data 
IOll1a: 

l•tl C orrcla1ive 
level 

encoder 

~,·41·-·•-1 

(a ) T •'0-llare machine 

lzt ! 

Prccockr 
Com:lative 

level 
encoder 

•i • •, 49 •.t-1 Zt••t-•t•I 

( b) T-a1c machine 

l· ' , ... !( 

-< 

j:,1 

l >'t I 

Figure 2 Discrete system representations of (a) the NRZ 
recording system and (b) the NRZI recording system. 

If the total response function g(t) = h(r) • f(r) satisfies 
the condition 

g(kT) = Ot,Ot k ... 0, ::!: 1, ::!:2, ...• (10) 

then the sampled value of the filter output is 

r(,kT) = 2x •. (11) 

Equation (10) is satisfied if the filter f(t) includes an 
equalizer so that the effect of intersymbol interference is 
removed. However, the sampled voltage cannot be exactly 
equal to 2xt because of the noise and the residue of inter­
symbol interference. Therefore, what we actually observe 
at a sampling instant is represented by the following 
random variable y.: 

Yt .. X" + Zt. (12) 

where Zt represents the total disturbance. 
From Eqs. (6) and (12) we obtain the block diagram of 

Fig. 2(a), which is a linear discrete system representation 
of a magnetic recording system. Here I a, I is a sequence 
of .. 1 .. and .. 0 .. , Ix. I is a sequence of -1 ·s. o·s and +l's, 
whereas I J'• I is a random sequence that may take on any 
real number. In earlier papers [I, 6, 7] Wt! described a de­
cision scheme that quantizes IJ't I into a three-level se­
quence I q, I. The data sequence I a« l can be t!Stimated on 
the basis of this "hard" decision output I q,. I by solving Eq. 
(6). However, an erroneous decision in jq. I would result 
in the propagation of error in decoding the data St!quence 
{a. I. To avoid such error propagation, I a. I is transformed 
into another binary sequence I an by the following 
relation before being passed into a correlative level 
encoder: 

a; == at Ef> a;. 1 mod 2 

-
r' -

(13a) 

•• ,.-, ::.·na1. ·' 
l:f: 
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Precockr <nonncl 

[r:!D]_2 I BWl .I 1-D ~+'\--C<D) 

Noise 
(a) 

1~ 
61tcr Dccod .... 

C(f)l I 1 I " I [1-D]-l 
B<D) 

T='l) T 

lc\'Cl tcst Detection 
ol errors 

R ( n): re.ct puls.: 

(b) 

Figure 3 (a) A representation of the NRZI recording sys­
tem as a partial-response system; (b) error detection and 
decoding method in the NRZI recording system. 

where 

c. = {b· - bt-l• 

bo, 

k~I (9) 
k = 0. 

• • ·be response function /l(r) virtually satisfies the fol­
, condition at sampling instants, 

h(nn = {1. 
o. 

n = 0 
(10) 

II .,t. 0, 

then the sampled value of the output voltage is 

e(.nT) == 2c., ~~ (11) 

which is a three-level sequence, as is clear from Eq. (9). 
Thus, the recording channel can be regarded as a partial­
rcsponsc channel with a discrete transfer function 

Go(D) = I - D. (12) 

From our earlier discussion on partial-response channels, 
the corresponding precoder here should perform a trans­
formation that is "linear" in the binary sense, and has 
a transfer function [1/(1 - D)]-' 2• More specifically, 
the precoder input I u. I is related to its output I ht I by 

bt E Dt + bt-1 mod 2 

It is easy to see that the precoder obtained above by 
viewing the magnetic channel as a partial-response chan­
nel performs exactly the function of an NRZI encoder 
[Fig. 3(a)]. That is, a symbol in the precoded binary 
sequence {b.J is always reversed from the preceding sym­
bol when a ONE in the binary input seq~ {a. I is to 
be recorded. This new observation, nevertheless, enables 
one to employ the general detection method developed 
for partial-response channels and to take full advantage 
of the inherent redundancy in the three-level channel 
output. 

A possible structure of the error detection method based 
on the theorem in Section 2 is diagrarrunatically shown 
by Fig. 3(b). Here the rectifier or ••mod 2 detector" in 
the conventional system is replaced by the combination 
of the inverse filter with transfer function (1 - Df 1 and 
the decoder with transfer function {1 - Dl....i ,. 

It should be pointed out that, in this special case, the 
error criterion is equivalent to the observation that voltage 
pulses read from a saturation recording system must alter­
nate in polarity. However, it is reassuring to know that 
all detectable errors can be detected this way. The special 
form used to implement the error detection logic may 

also be of some practical interest. 

4. A new high-density recording scheme 
The function h(r) of Eq. (1) is the output voltage response 
to an impulse in d[m(r)]/dt; i.e., to a step change in the 
direction of recording medium saturation. It is known 
that a Gaussian characteristic, h(r) = a exp (-br2), can 
generally provide a good fit to experimentally obtained 
characteristic voltage pulses. 1 It is seen from Fig. 4(a) 
that although the pulse shape h(r) has no overshoot, it 
is not suitable for high-density recording, since a bit 
interval T of a fairly large value must be chosen to avoid 
excessive intersymbol interference. 

The pulse in Fig. 4(c) is the same as that of Fig. 4(b). 
However, the sampling rate is increased by 50 percent; 
i.e., sampling is done at every T' second, where T' • 
i T. If we define the new time axis t' by 

t'=t+!T' 

and a function f(t') by 

f(r') = lr(r + ! T'), 

then,· as can be seen from Fig. 4(c) 

f(nT'){= I, 

~o. 

II = 0, 1 

n .,t. 0, 1, 

(14) 

(15) 

(16) 

It 

IE L D; mod 2, 
•• o 

wi1• usually assumed to be zero. 

where the values at n = 0, l are normalized. Hence, the 

(13/transfer fun~tion is characterized by 

F(D) = .!;. f(nT')D• = I + D. (17) 371 
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0 
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0 
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F'acun 4 The principle of a higber-clcmity recording sysrcm. • 

Figure 5 (a) lntcrie:ived NRZI recardin, method; (b) crTOr 
detccticn cip:ibility added to the system. 

CcDl 

Preomder Ommcl 
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1-0-

I 
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(a) 

.. 
llD) 

.. 
AIDl [1-o:J_: 

I LcTd - I I De--. __,__ I •-

JtlDl:-pullc 

(b) 

. Ji:OllAY.\5111 Ai'IL> U. "1. i "-'" 

llipooc .... ja. t 0 1 0 I 1 I 0 
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~ •(t) 
.. .. 

u 

/(t) -~ 
Oucpur ...map ,( rJ ~~ 
o.p..~fct} 0 1 0 -1 1 1 0 

Fapre 6 Waveforms at various stages in the Interleaved 
NRZI recordin, system. 

Then the tt"'..nsfer function of the whole system is. from 
Eqs. (12) and (17), 

G,(D) • G.,(_D) F(D) • l - D:. (18) 

The c:orresponcfu:g pr=:oder has a transfer function 
[1/(1 - D:).1...:- The input sequence {atl and output 
sequence { bt I are related by 

bt • at + ba-: mod 2. (19) 

We shall call this new syswn th!: .. Interleaved NRZI"" 
recording system. The block di:l~ of the system is 
shO\lo"tl in Fig. 5. Fig. 6 shows the 3ctual waveforms 
obsef\i:d at .. -arious staaes in the Interleaved NRZI 
system. 

The Interleaved NRZI system described above requi::::; 
the channel response: to satisfy Eq. (16). !!l pr:mic~. 
hO'lo\"C\"er, such desired channel response c:m not always 
be maintained (especially if the sampling t':lte is pushed 
hither), and. as a result, systtm pcrf ormanc:e may dctc· 
rior::ue. A common remedy is the introduction of"sh:ipin; .. 
or .. cqual.iz:uion- in the frequency ch:ir::ic:tcristic of the 
channel. A possible frequency characteristic H(i.:) [the 
Fourier transform or the channel n:sponsc function /l(r)} 
:sssumes a cosine shape in th-: magnitude, as shown in 
Fi~ 7. while possessing a linear phase charac:tuistic. 
Equalization or channel shaping c::in :l1so be realmd in 
the time domain. Automatic or adaptive cqwiw:uion 
de\-c!oped in da~ tt':lnsmission systems•·• =n thus be 
applied to the m:ignetic reo:irdini: channel. However, this 
subj«t is beyond the scope of the present paper. 

llM J. au. 1)1!\"U.Gi'. 
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(a) 

(b) 

Fsiun 3 -St:ue transition di:ii:rams of (:i} the NRZ record­
i111 system and ( b) the NRZI n:cordin1 system. 

Ficure 4 Trellis pic:tun: n:prescnt:1tions of the state tr.In· 
sition in (a) the NRZ recording system and (b) the NRZI 
n:coniini: system. 

s...o-n --- o -- o --~ 

Sw&I -0 

r :i > 

ScaMo-o --- o -- '.:> --~ 

Slaccl - c 
(bl 

-a:"-1- : lapur. i •ti 
· · -1. O.+ I : Outpu&. izai 

and~' - 0. (13b) 

This transformation is usually Clllcd pn:eodins in data 
eommunic:uion systems [2J. It has been shown [I] that the 
so-called NRZl (Non-Rctum-to-Zcro-ln\'crse) recording 
method is equivalent to a precoding oper:uion followed 

H. !;08AY.,SHI 

11>s·rs·1-..e1 
... "':"> 

by the NRZ r«erdini method. Fii:ure :!(b) is :in equ1val\!nt 
disercte system n:prese:u:ition of the N RZI syst~m. 

An :ilgcbraic method or error detec:ion proposc:d in 
Rcfet1:na:s 1, 6 :ind 7 m:ikcs full use of the inherent 
redunc!a.ncy of the three-1.:vel sequence I z. I. This :ili;cbr.iic 
approach has ~further c.~tc:nded to the 6.sc in which the 
receiver makes a .. soft" decision. i.e.. the nun.bcr or 
quantization l.:vels is increased !tom th~ to five or seven 
including ambiguity leve1s (6, 7]. 

The pn:sent paper describes a completely different 
. approach to decoding the magnetic reeording output. 
This decoding method is a very simple scheme to n::ilize 
the maximum likelihood decoding (MLD) rule :ind is a 
probabilistic d.:coding scheme rather than the :ilgebr:iic 
one discussed earlier. It will be shown that a signific::int 
improvement ir. the performance is obtainable by the 
proposed decoding scheme. 

2. Maximum likelihood decoding 
In 1967 Viterbi [S] devised a new nonsequential decoding 
algorithm for convolutional codes. Forney [91 showed 
that this algorithm is in fact the maximum likelihood 
decoding rule. Omura [10) discussed the algorithm in a 
state-space conte.'tt and showed its equivalence to the 
dynamic programming. 

A correlative level encoder c:ln be viewed :i.s 3 simple 
type of linear finite-state machine over the n::il nt.:'.':"lber 
field :i.s opposed to a Galois field ovc:t" which :i cor.vo!u­
tional encoder is defined [llJ. Now that we know thi: 

· equivalence between a magnetic recording channel :ind a 
com:lative level enc:oder, it is'"'!lot difficult to show that 
the Viterbi decoding rule is applicable to our problem. 

We define s ... the state of the imaginary correlative level 
encoder by the latest encoder input, i.e .• St • a. in the 
NRZ recording; system :i.nd s. • ~ in the NRZI recording 
system. A prtcoder defined by Eq. (13) is also :i. two-state 
machine; hcna: we an combine the precodcr :ind cor· 
&'f:lati..-e .:needer i:: the state representation of the NRZI 
s1stcrn. Figur·~ 3(a) a:ld (b) si':ow the state transitic n 
diagr.uns or the NRZ :ind NRZI recordin~ systems, 
respccr.ivdy. where 1 and 0 in small circles repr~nt two 
possible St:ltes. E:lch time the machine receives :i new bit. 
-1" or"'()", :i State transition takes place dependin~ on the 
input :i.nd the current state. Numbers -1, 0 or+ l :itt:iched 
to arrows n:present the encoder output i .\'.: . Although 
the di:ii;ram of Fis. 3 completely describes our system. 
the description in ~ of the trellis picture introduced 
by Forney (9] will provide a better undemanding oi the 

di:codinii rule to be discussed. 
The trellis picture or Fig. 4 shows the transition l)f the 

encoder state as a function of time t. Here the input "I" 
or "'O" :md the corr.espondins output -1. 0 or ..;.. I :in: 
:itt:ichcd to cch br:lnch conn~ting two st:.itc..-s. St:inin;; 
from s., - 0 the encoder rouo .... -s a particul:lr path :iccording 
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A SUBOPTIMUM DICODE DECODER 

1. Estimate data by threshold decoding· 

2. On·detection of o charge viootion, 
invert the bit with lhe least detection 
margin in the direction which removes 
lh~ vioolion. 

sequence vlolalln9 charge canslralnls sequence vlolalln9 chor9e constraints 
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Figure 1 Probability of error vs SNR: (A) the maximum 
likelihood decoding. ( B) the bit-by-bit detection with thn:s­
holds 'lit -A.{2 and A/'2. (C) the bi1-by-bit detection with 
1he optimum thresholds. 

the channel symbol x. takes on A, 0, and -A with prob­
abilities, t. t and t. respectively. The optimum thresholds 
:ire t ... and - r .... where r ••• is the solution of the equation 

~t/>(r ... /v) • ~(r •• , - A)/v], 

which yields 

A vi 
r •••• • 2 +A ln 2 . 

(40) 

(41) 

Thus the bit error rate with these o,timum threshold 
\"alues is given by 

t•: KIT - 4'(-~ - ~In 2) 
l(d v'J.) + - 4> -- + - In 2 · 2 v'J. d 

(42) 

Curves Band C in Fig. 7 are plots of Eqs. (39) and (41), 
respectively. Their difference is fairly small. We can see, 
however, a substantial difference between CW'\'CS A and 
C. For example, at SNR • 13 dB r.arT • 1.1 X 10-a 
whereas P. Mt.D • 1.8 X 10-•, i.e., improvement by a 
factor of 70. The performance improvement is even higher 

J"NUARY 1971 

-~ ... 

10· 1 

o NRZI ,_uu., -tbod 

I x NKZ-uia method 

I ....... -.>e.-

10·3 

IO-' 

IO-' 

.: 10-• 
IO II 12. 13 14 15 16 17 

SNR.(dB) 

Fspre 8 Simulation rmilts of the maximum h"'kelihood de­
coding method and the bit-by-bit detection method. 

for a higher SNR: the decrease in the error probability 
by a factor of several hundred is possible beyond SNR -
14 dB. In tmns ofSNR, the maximum likelihood decoding 

·method gains as much as 2.5 dB in the range of raw error 
rate 10-3 to 10-4• 

Now we shall report the computer simulation results 
and confirm the analytical results obtained above. The 
discrete channel models of Figs. 2(a) and (b) are assumed. 
The data sequence I a, I was acnerated through the random 
number perator program, and the noise sequence I=• I 
was generated by transforming the random variable with 
a uniform distribution through a polynomial approxima­
tion formula of the mapping 4>- 1(-) (12]. It will be worth 
mentioning here that most existing subroutine programs 
under the name .. Gaussian Random Generator" arc not 
appropriate to this type of simulation. in which a high 
accuracy is required at the tail of the probability density 
distribution. 

The simulation results are plotted in Fia. 8, where 
decodina error rates for the NRZ and NRZI recording 
methods are marked by X and 0, respectively. The size 
N of data is 10$ for SNR • 10 to 11.5 dB, and JO' for 71 
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EVOLUTION of MEMORY and STORAGE TECHNOLOGY 

Peripheral Storage 

Punched Card (and paper tape) 
Magnetic Tape 

Magnetic Disk 

Optical 

Year 

1940 
1950 

1956 

Main Memory 

Relay 
Vacuum Tube 
Mercury Delay Line 
CRT Storage Tube 

Magnetic Core 

Transistor 

LSI (Silicon) 

1985 VLSI (Silicon) 

1989 

l. 
l ·· ···· · ·11sr ...._.,, 

A. Hoagland 3190 
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HEAD-MEDIUM INTERFACE 

• How close is contact - or how do you define zero? 
(from laws of scaling are relentlessly driven towards zero spacing) 

On Tape: 
Assume contact and set limit on number of passes 

On Disk: 
Assume no contact and expect unlimited number of passes 

• Wear versus time 

-------------- --============================ I I S T =- -==----­
A. Hoagland 3190 
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~tt~~~:;::t~t~:~:::~:t~~~t~: 

i411~1~~si 
~'!~ .....•. 

Disc 
Substrate 

Finger 
Print 

Smoke 
Particle 
.00025 

Recording 
Media 

c 1ean1 i ness Requ i rem en ts: 
Contamination vs. Flying Height 

' -~) 
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Fllght Attitude - oefln\Uons 

.. 

Load Point 
Location 

(ABS l 

Skew - ~ 
· Angle ... ,. 

'. _ _,,. 
/ 

Longi-

l· 

tudinal 
Slider 
Axis 

-~ 

Oise 
Velocity 
Vector 

Roll 
Angle 

Load 
Force 

Yaw 
Angle 

Fly; -) 
· He1ght 

Pitch 
Angle · 

') 
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SJ i der 

Hana H. Gatzen 

FERRITE HEADS 
Sheet 7 

.. 

3370 Type Pivot 

Load Force 
\ 

Load Arm 

\ _, .. ·. 

%\:-:-·:-..... ~ 

Air Bearing 
Pressure 

Dimple 

Recording Head 

Technology & Applleatlons 

Santa Clara, i989 

~ 
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Saturation Recording 

• For Tracie Density Change 

- Signal ex ~ 
tp1 

- Media Noise a: ~ 
Jtpl 

or SNR decreases 3dlJ as double tpi 

--============================= I I S T = 
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Tracie Width 

'"""'\ 
l 

• (W =Track width) (s =signal output) 
• - so: We -7Td(fci) 

• tpi o:l 
w 

• track density versus linear densi~y . 

bits/in2 o: (fci}(tpi) o: (fci) x s x e7Td(fci) 

• 

· holding s constant, maximize bits/in 2 in terms of bpi and tpi 

a (bits/in2) = 0 or fci = :1-
afui 7Td 

(ignoring noise) operate where a further increase in 
linear density causes a greater signal loss thari an 
increase in track density would. 

-
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HEAD POSITIONING 

Open Loop 

low cost 

Servo 

• dedicated . comb 
arm 

servo pattern 

data 

Issue - casc9ded mechanicar& thermal tolerances 

• imbedded 

(a} Sector 

" Issues - open loop when R/W 
• real estate 
• slew rate 
• tof erance to disk defects 

(b) Continuous 

Issues - source of PES {position error signal) 
· • disk fabrication 
• sensor 
• servo whife write 

---------====I IS T ) 6 
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Read head ·pickup ·of old/adjacent track Jnformation 

I I ' I 

1 I I / Required I I 
I , -1 - .I.. - read -.&:a -

T I / / / signal 

/ I l .1~-(0ld 
..i -,.L. """\ .,,. Information 

,,-- -,T --1--:-f Adjacent 
r v track 

pickup 

'--~~~~~~~~~~--===============llST=======-~ 
A.Hoagland 3190 



( ... 

\· 

.. 

Write-wide Read-narrow 

Head Design 

Worst case analysis 

track 
centerline 

track 
centerline 

[ Raad -J 

4 P;,.. . . . 

I Wri ta - update info I 
~pr--

I Wri ta - old info . , * Read 
' (for single element) 

' 

~p~ 
Write -
adjacent track info 

. 

-+ p~ ' ' ' 

. ' 
' ' :... ...; . ' 
: track pitch : 

W = write head width R = read head width 

W = R + 4P 

track pitch = w or tpi = 1/W 

Single element: Signal a w - 2P 

Noise I N;ld 
2 

a + N adj 

'--~~~~~~~=======I/ST ) 
A. Hoagland 3/90 
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I HEAD POSITIONING I 
Two requirements on head positioning 

• Track following 

• Track seeking 

Track following Track seeking 

• Sources of track position variation 

Spindle bearing runout 

disk deftections 

• Mechanical disturbances 

windage 

carriage bearing friction 

vibration and shock 

• For minimum access time 

Use maximum power 

max accel then max decel 

bang-bang servo 

design involves choosing 
switch point 

-================= 11 S T = 
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Voice Co11 Actuator I 

~:~~ea;ent ~ OICDI ----: Force 

Pole· ~-1 i 
-=.,':::!;r:.7":.J,.~:gf:f:iiiii:iE!i:i::;;,::;;;!ii'Jiiiml:'.Eiilffi=nru:. 
~.:~-~:§f.-:iffiH:~~~~=::·~;:=-:;;?:~.,;.~ I~ 

Piece 

Voice Shorted 
Coil Turn 

F = B I i (9.1) 

= Ki .(9.2) 

F: Force (Newton) 
B: Flux density in gap (Tesla) 
i: Current (Ampere) 
I: Active length of coil (Meter) 

(e.g. for cylindrical geometry: 
1 = 11 x coi1 diameter x Number of turns) 

K: Force factor 

~nun:e: A_ Waaner )· 
//ST_---.._:_ _____________ =======:=A. Hoagland 3/90 
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Closed Loop Actuator - Pr1nc1ple 

· Permanent 
Magnet 

. Piece 

Voice 
Coil 

Carriage 

Servo 
Head 

Data 

Servo 
Surfac 

The carriage is actuated by a linear c·vofce 
coil•) motor. The carriage position is sensed 
from a magnetic servo pattern. Most commonly. 
the servo pattern is on a dedicated surface, , 
(servo surface) and read by a servo head. The 

. magnetic servo pattern is prerecorded during 
drive manufacturing. 
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Voice Coil Actuator 111 
Force and Acee l erat ion 

F = ma (9.3) 

Ki = ma (9.4) . 

Vo . 
(9.5) 1 = 

R 1 + R 2 

K i K Vo 
(9.6) a= = -

M M Rt + R 2 

118AN6 BAN (7 II .. 
a:x 

-t· 

• v=x 

8£6/W TRACK. 
FOLL 0 V./JNG I 

I : 
x - t 

.. . -xo Source: A. Wagner 

~ ~ 
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HEAD POSITIONING 

Equations - where mass alone considered 

a=F/M 

a = acceleration, F = Force and M = mass of actuator assem­
bly. 
For voice coil actuator 

F=Kl 

I= maximum current available from power supply. K =Bl. 
(B equal magnetic flux density and l = coil length). 

and 

K 
a=-1 

M 

KI M 
t= Klv V = -t OT 

M 
v = actuator velocity and t = time. 
Then 

Klt2 1 M 2 x=--=--v 
M 2 2KI 

Let X 11 = stroke length and T11c = seek time 
Then 

KI 2 M Xs 
Xs ex: -T11k or I ex: K T2 

M 11k 

As Power needed ex: I2 
M) 2 x; 

Power <X (K T:C 

"------------===== 11 S T===----' 
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HIGH PERFORMANCE HEAD POSITIOKIKG SERVO SYSTEM (BPBPSS) BLO~ DIAGRAM 

I AGC I : 
AGC reference >I DETECTOR I< 'RO: •amplitude" of j 

I 
SERVO 
HEAD 

voltage demodulated 
1 

servo position analog servo . I 
"carrier• signal ______! signal 

-~---.--.. r- ·--·----, ,--
---> I IC I I WB I I AGC l--0 > I DE- I 
I r---> I AMP I-> I FILT I-> I AMP I I I MOO 1->-0 
CCCO I I SYNC & PLO I 

'--->I GENERATOR !-->---' . ~ 
servo disk in-phase and quadrature analog 

position signal, 11 sinewavish 11 ~ 

,.....~~~--~~--------~-----<--------------------~~-
I 
0-->I FINE-MODE ANALOG SWITCH I I SERVO STABILITY I I NOTCH 

.1 
I 
I 

I ! "on just pas't" DIFF = l :--->I FILTERS & COMP. :--->I FILTER ;_>-. 
I 
I fine servo error~ 

--------------------~<-----------------------------------------------__. 
I 
I ( +) ,--- -----------, 

----> J SUMMING I I PRE- l I POWER ! 
,....--> I AMP I-> I DRIVER !-> I AMP !--> ! 
I ( +} 
I 

VCM !===•=\ 
ACTUATOR~=====/ ~ 

actuator motion cu~ 

< coarse servo er::-or f 

n------------>I ELECTRONIC I (-) I ANALOG I I COARSE-MODE 
I I TACHOMETER >I SUMMING I-> I ANALOG SWITCH !->--' 
I ' ' r--> I .JUNCTION I I "off ju.st past" I 
I f I ( +) I DIFF = 1 I 
I 1....--<---, I 
I I <---, 
----> I CYLINDER PULSE l--0 f 

I GEN!:RA TOR I I 
I 

r---<------------------------' 
I decrement by cylinder crossing 
I 

coarse analog/ 
position signal 

'->I DIFFERENC.:E I I "BANG-BANG" I I 0-to-A I I D!RECTION I 
COUNTER !->I FUNCTION PROM !->I COh~:E:RTE:R !--> ! /?OLAR!'!'Y ;....>-

, i: I I i I 

i 
--->-~~~~~ .... SET NUMBER OF CYLINDERS TO SEEK 

--->--SET DIRECTION OF SEEK---------------:>-----~--------~ 

F. 3. SORDZLLO 1988 
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Desired 
Output 

.. Yo (s) 
+ 

E 
-

Output 
Error 

E(s) 

Structure of a Control System • 

Analog 
-Compensator 

"' X(s) 

Control 
Signal 

F(s) 

Sensor 

Physical 
System 
H(s) 

System 
Output 

X(s) 

-==========I I S T = 
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• 

AnalOg Compensators 

Advantages 

• Cheap parts 

• Control Theory is well known 

Disadvantages 

• Difficult to modify 

• Components change with time 

• Circuits cannot adapt to changes 

'-----------------======== 11 S T ===-----' 
A.Hoaoland 3190 
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Desired Output Digital Compensator Control System 

Output Error 
Signal . Output 

I - - - - I 
.. Yo(s) E(tj) F(s) X(s) 

+ l DSP l Physical 
.... E l~ ADC r-

._. DAC T System --
-

L - - - - _J 

... 
X(s) Sensor 

.. 

~ 11 S ~ -- -T 
. A.Hoagland 3190 
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• 

Advantages of) Digital Control 

• Greater Flexibility 

- Rapid prototyping 

- built in diagnostics 

- dynamic decision making 

• Filter Characteristics do change 
with time or temperature 

• Learning Ability 

- On-line identification 

- Adaptive control 

--------------========= 11 ST===---­
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·rribit• Servo Pattern 

Data Track Servo Servo Tnteks/ 
A11oc.tion Head Servo Pattern 

6llp 

Pos'n ------

E---~~-· .tl1 
1
2 

• 11 
. 
E·-· 1 

E·-·-·I 

l 

l 

t 

1 

3 

2 

3 

I I - . 

Track A 

Track B 

Track A 

Trmck B 

Pulse Sequence: 
1. Sync pu1se 
2. Tn1ek A pulse 
3. TrKic. B pulse 

.Heed closer 
Tr.ck A::. 

Tntek A pulse 
>Track B pulse 

to 

Head in the middle 

·I ( : 1..-J 11, -between Track A Md 

i I i v ~=~=..,1se 
=Track B pulse 

I I I Heed closer to 
. ( Tni<:k 8: I • 

I : Track A pulse ' . 
J <Tr.ck 8 pulse ! 

I 

.. 
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d I Ev ~ ~ 9M I IA 1 !FA 0 1~fJt 
. HEAD 

Kp KF l x. is Jt I~~";: 
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( COlltPtNSA1"l) 
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POSITION TRANSDOC~ "!H-PRASE". "IN'V'!:RTED !N-PEASE". 
"QOADRA.TURZ", AND "INVERTED QOADRA.'l'U'R:e" SIGH.A.LS VERS~S 
RA.DIAL DISK POSITION OR CYL~NDER LOCATION; Lih"'!:.AR 
REGION SELECTION LOGIC AND CYLD\DER COt:Jll~ING IN co~s~ 
MODE; Alt~, SE!.ECTED LINEAR R!!GIOH FOR Fih"'E ~~uE. 
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+PROS; 
- SIMPLE SERVO WRITER 
- LOW OVERALL COST 
- LOW OVERHEAD 
- TRANSPARENT TO CONTROLLER - FREE FORM FORMATIING 

+CONS; 
- LOW BANDWIDTH FEEDBACK FROM DISK (ONCE AROUND) 
- CORRECTS FOR LONG TERM EFFECTS ONLY 
- HIGHER INERTIA OF ARM STACK (ACCESS TIME CONSIDERATION) 
- LIMITED TPI UPPER LIMIT 

~ r. 
i 

~ 
I 

I 
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' +PROS; 
- FEEDBACK FROM DISK STACK t 
- WIDE SERVO BANDWIDTH 
- CORRECTS RUNOUT 
- BETTER SHOCK AND VIBRATION IMMUNITY 
- WELL DOCUMENTED APPROACH 
- MORE PRECISE SERVOWRITING " - TRANSPARENT TO CONTROLLER - FREE FORM FORMATIING 

+CONS; 
- FEEDBACK FROM SERVO HEAD ONLY 
- NOT EFFECTIVE FOR DIFFERENTIAL DISK SLIP 
- SERVO TO DATA SURFACE RELATIONSHIP DESIGNED IN (COST OF MECHANICS) 
- EXPENSIVE SERVOWRITERS 
- % OF OVERHEAD INCREASES WITH SMALLER FORM FACTORS 
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+PROS; 
• FEEDBACK FROM DATA HEADS 
- REMOVES THERMAL TILT VARIATIONS 
• LOWER OVERHEAD 

+CONS; 
- "NON ZERO" HEAD SWITCH TIME 
- LOWER BANDWIDTH SERVO SYSTEM 
- HARD SECTORED - LESS TRACK FORMAT FLEXIBILITY 
- INCOMPATIBLE WITH DEVICE LEVEL INTERFACES 
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FLEXIBLE DISK DRIVES 

Brier Technology fields a first: 
a 20M·byte, 3 1/2-inch flexible drive 

• 
Mike Seitl'wtt', Seruar Editor 

San Jose stan-up Brier Technology 
Inc. hopes to tum a few he.ids at the 
COMCEX:F:ill show in Las Vegas 
next month when it introduces a 
:?O~·b' te. 311:-inch flexible disk 
dri,e. That"s more than double the 
storase of the nev.cst breed of high­
c:apac:ity S'·'·inc:h flexible.disk drives. 

With an a·•erage access time of JS 
msec. Brier's BT 30.!0 high-capacity 
product also ri,·als the performance of 
comparable-size Winchester disks 
and olTers a remo,·able media to boot. 
This 1s something that is attractive to 
OE~ts :ind system integrators work­
in& in the engineerin&- scientific and 
militar~· segments. where work· 
stations arc shared and the best way 
to protea one's data is to remove it. 

Brier's fim product \lSCS a proprie­
tary system th.at embeds continuous 
servo information into the maptetic 
oxide c:oatins of a standard 31r.-inch 
high-density disk. The company 
claims that it has ~n able to divide 
the disk"s oxide media into two logi­
cal layers. Servo information in the 
deeper layer. recorded at a very low 
freqenc:y. is used to keep the read/ 
write head on trac:k. The upper layer 
is dedic::ited solelv to user data and is 
written at a much higher frequency 
than the servo information. 

By comparison. most vendors sell­
in1 S11 •• inch disk drives in the ranee of 
.iM b\·tes to I OM b ... ~es embed servo 
infom.iation direttl~ on the data sur­
face. As a resulL up to half the total 
data area is given up to servo. 

Thanks to this buried-servo system. 

Brier has been able to o\·ercome the 
bigest technical hurdle-track densi­
ty. The BT 3020 has 777 tracks per 
inch. compared with the 96 tpi on a 
regular S11.-inch disk. By increasin1 
the bit density and usin& ad\·anccd 

Embedded servos (ief!) ryp1cally 
use part of me aara surface to me 
entue depth of me oxide media ro 
store reaa/wme head ::aci<1ng infor· 
mat1on. Brier honzoncatly cJiv1aes :ne 
oxide into t'NO log1cat layers (rrgnt}. 
Prerecorded. continuous servo infor­
mation is written at a low frecuenc-1 
onto me lower. Dara is wrme!'I over 
the enrue uQr:>er layer at a !'l1gt1 fre­
quency. Brier·s drive e1ec::on1cs 
senas aata one way and neac :raclf­
ing mformat1on anorner. 

r · HOW ••••• -,ACXSA •T 3020 DtSK ----- - · -1 
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DISCRETE TRACKS· POSSIBILITIES FOR HIGH-DENSITY MAGNETIC DISKS? 

Ian L Sanders and Steven E. Lambert 

PROCEEDINGS 
VLSI 
and 

Computer 
Peripherals 

3.-Annual 
European 

Computer Conference 
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Edge Noise Reduction in Discrete Tracks 
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Track Density in Magnetic Storage 
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& Transducer 
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Geometric Stability of Head-Disk Assembly 
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The error probability p, eq~&l to the &ER, is also called 

th• transition probability, where transition re-fers tc a "1" 

c:han;in; into a •o", and vice versa. The probability .of no 

ltf"'rars is 1-p, and n independent symbols are therlt'fore received 

.,..,.er 4ree •ith a probability of <1-p>". We can •WMlarize: 

P<ccrrect> s Cl-p>" 

P<l error> • p<l-p)"-& 

PC2 errors) • p2c1-p>"-2 

t I I I I I I I I I I 1-t I 11 I I I I• t I I I I I+~ 

P<b errors> = p•Cl-p>"-• 

I t I I I I I . I I I I ++ I I I I I I I I I I I I I I I + ++-!-

<25.c> 

The actual probability will be greater, since one <or morel 

errors can result in different error patterns: 

ONE error: E X X X X 

or X E X X X 

er X X E X X 

or X X X E X 

er X X X X E 

Fer a n-dimensional word there are n different patterns for 

• single error, and the true error probability is therefore 

? < 1 error) = n•p<l-p> ... -1. 

Two errors will result inn• <n-1>12 patterns: 

E E X X X X E X E X 
E X E X X X E X X E 
E X X E X X X E E X 
E X X X E X X E X E 
X0 EEXX X X X E E 

25 - 13 
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Retransm1ssior 

r reouest I 
T I 

E rrcr 
avoidance 

and 
redundancy 
encodin£ 

I . j I ~ ,,,,, I 

Channel 
errors 

oete::~ 1 o~ 

E:-~or 

correction 

Figurr 7.1 The major processes in an error-h:indling system. 

Error 
concealment 
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W((OIOIK OCltSllT 
1 33 

W1cordfn9 dtnslty (WO) ts t"- thll6tr of ustr bits whfch can be recordfd 

r 11nft lfn9th of tr1c• (1.9., f1teh). For our purposes ft Is t90St convfnfent 

tale this unit len9th to be '•In• the •fnf1111111 recorded spot size. (This 

1antft1 ts 1 -.1swre of the •IV chtnnel bandvfdth and ts usually difficult lo 

1crun. J Th1t Is, 

RO • nUllbtr or vstr bf ts In fnterv11 '•In 

• (•/n) • ntlllbfr of code bits In lntervtl '•In 

tl tht fntfrvtl '•tn Is dl•fdtd Into d•I detectlOft wtnd0tits of len9th Tw; In 

:htr words, thfre ire d•J code bits fn 1n tnterv1I of length '•In· 

I RO • ~ . ( d• I ) I 

CRllOllS Ott ~CICTIC DISKS 

Thus, 

• Surftces of both rf9f4 and flt•fblt dtsls hive few defects 1nd 
vfry tittle dfrt. Also, sf9na1-to-nolse ratio fs typlc1lty very 
ht9h (e.9., JSdb). 

• Ols•s ire ror1111tted and certfffed before use. Durtn9 certfflcatlon 
• test p1lttrn ts written 1t 11ch sector tnd then read b1cl. If It 
contains any errors, tht sector Is discarded. (Sfveral spare 
sectors ire provldfd.) 

• As 1 result or tht tbovt two f1cts, errors trt rare. Typical bit 
error rites 'rt In tht r1n9t of 10-lO to 10-ll, 9lvln9 sector error 
rates of 10- to 10-9. 

• Errors lrt cHst4 •1: 
• dirt • •h-tndlnCJ 
• hud sUpplftf • dt90dul1tor tl•ln9 Jftter 
• -.r9ln1I o•ldt '"'' • fnters)Wlbol Interference 
• noise 

• A typlc1I error event ts caused by •lsre1dln9 1 sfn9lt flu• 
ch1n9f. There ire three ways In which thfs can occur: 

• Drop In - reading 1 flu• ch1n9e where there ts none. 
• Drop out - •lssln9 1 flu• ch1n9f. 
·Shift - rfadln9 1 flu• ch1n9e fn the wrong tt•fn9 Interval. 

• Crrors lrf f•lfndtd by the llOdul1tlon code dfcoder. Result of). ~ 
lyplc•I error event '' • 'horl burst of errors (l-10 bit,). 

• Most errors ire soft fn th1t they do not rtpfal on 1tt1fllple reads. /~[ 4 

""dh 

1 3 '1 

Ste tor 
fyp' 

!l'fl' I 
flu Ible 
(111yl Ir' 

rigid 
(llU111ln1J1111) 

HARD YS. SOff SlCfOIS ---------- - ---- -

Hard 

(factory \fctorfd, 
s•rvo tr1dln9, 
hl9h density) 

Hl9h-perfor111ance 
floppfe' (e.t·• 
Bernoulll Boi, 
old e· flopplts 

Hl9h-perfor1111nc• 
VlnchtstHS 

Soft 

(uHr ttctor•d, 
open-loop tr1clln9, 
low dl'nslly) 

fl opp tu 

PC Vlnchuters 

H1rd-sfctorfd dlsls •r• forw11ttfd '''' precls,fy 1t thf factory. They 
•r• capable of 1ccur1te traclfn9 and thus 1chftvl' hf9h recording density. 

This hl9h d'nslty, In turn, 1111les sysl'• lllOre sensitive to nofse, ISi and 
tl111ln9 Jftl,r. 

~_ll_QR _~O~R(( T 10".__~_!l!!JO~! ()_'!_ ~.!i_NUJf__!!!j~~ 

I. Dtt•cl-1nd-Rere1d --------

Error dttfctlon code only. Reread unlit corrtcl read 1chftv,d. 

(Syste111 p1r1""lers lllf tr1clln9 offset or d'1110dul1tor tl•ln9 offset ••1 
bt adjusted on dtfftrfnt reads.) Code 11111st hlvl' l1r9f nllllber of ch•cl 

bits to 1chl••• 1110dtr1t• rell1blllty. Disk perfon111nct poor. 

2. Rer•1d-1nd-Corrfct 

fin! or C0111PUlfr-9enfrllfd (single-burst corrtcttn9) code. 511111 as 

Oetfct-1nd-Rtrf1d, ••cept that after 1 flaed nllllbtr of unsuccessful reads, 

correction ts perfonntd. Correction Is typlc1lly perfonntd by CPU with 

loc1tlon and p1ttl'rn provldfd by controller. ~!~~tr perfo""'nce. 

J. Correct-1nd-Rere1d 

Error correction Is ptrfol'lllfd In controller. If 1 detectable but 
uncorrfct1bll' patt .. rn occurs, rerfld Is lnvnltd. Typical cod•: 

fnlfrlflYfd RSl. Since rtre1dln9 ts rlrl', ~!~! perfor1111nce. r1 



Binary System: 

Addition 

#t1 

1 
0 

Vector 

transmitted word ( t ) 

received word ( r ) 

error pattern ( e ) 

t=r+ e 

f>JaiJle 2 
Multiplication 

0 1 

01 0 0 
1 0 1 

101i001 

1001001 

0010000 

thus once error vector determined can add to received word to correct 

and get transmitted word. 

-----------======I IS T===----' 
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Par.1 ty Check 

Simplest method of error detection. 

· Coding Rule: 

Add additional bit (named parity bit), so that 
the entire message including the parity bit 
contains an even number of 1 's. 

e.g.: odd parity message: 
even parity message: 

1101 ~ 
·1111 ~ 

t 
Parity bit 

Hamming Distance (Definition): 

Number of bits that differ between code words 

e.g.: Codeword 1 : 1101 
Codeword 2: 1111 

The two messages differ in only one bit. the 
Hamming distance is one. 

The addition of a parity bit increases the 
Hamming distance by one. 

A Hamming distance of two al lows the 
detection of one error and no correction. 

----------===== 11 ST ~ 
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k n-.k 

! S js: SI · · · ! ~-- · -.rn,S I 
n 

.~code word of lengtil n consists of an information block of 
k symbols and a parity block of n - k symbols; each -symbol com­
prises s bits .. The nuinber of possible words of n symbols is 2 11s. The 
parity bits are fixed for each combination of the ks information bits 
in accordance with established encoding rules. The number .of code 
words is thus 2ks. It follov.·s that the fraction 2 (k-n)s of the nun1ber 
of possible words consists of code words. 
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llOU coon - BASIC CONCtrf'i ---- ----- -

code 1rngth (n) . nUlllbtr or bth Ptr word (111 word\ hnt ''"" ltnqlh) 

n~r or fnfo,.,tfon bits (l) • tr1nV11lssfon of 1 cod• wotd convrys a 
l-btt 1114eSS.19f, whrrt l < n. 

nllllbtr of pirlt1 chtcl bits - n-l 

c~ rat• or rfflcltncJ (R) - l/n. Sine• l < n, It fo11ows th1t R < 1. 

s1stflll1tlc cod• - b1ocl cod• In which tht ffr\t l bits of rach code 
word lrt ldentlc11 to the l-blt message 

rncodlng - 1ssocl1tfnq 1 cod• word with 1 l-blt lllf\saqe 

dtcodlng • 1ssocl1tlnq 1 l-blt 111fss19t with 1 rrctlvrd word 

UCOOING TAllLE 

This ts 1 sl•p1t list of ••,s19es ind lhtlr 

1ssocl1trd cod• words. In prtnctp1t,encodln9 c1n be 

1cco•p11shtd by 1ooltn9 up ••ss19e In table, then sr1rct­

tn9 corrtspondln9 codt wor~. 

h111ph In 1 systt• wtth rour •rss19rs end bln1ry 

cod• words or 1tn9th 5,ont posslb1e tncodln9 

t1blt ts es shown, 

•tUllH 

1 

z 
l 
4 

codt words 
11000 
00110 
10011 

01101 

~~s_l_llU_!'._lJl)lt_ or_ ~COOHIG T~l 

In 1 drcodlng tablt, 111 2" PoSst•1t ...ct•v.d -.ords lrt 9"°"1'td Into 2• 
colt111ns. with rach co1UIMI fttJ1dtd bJ 1 codt word. l11Port1nt Point: tntrtn In 
1 column arr srlectrd to ht tht words ..,,t 1flt1J to ht rectlvtd ..tltn the! 
corrtspondlng cod• word fs transmltttd. 

h1111P1•: n • 5, l • 2 

"'ss•ge 1 2 l • 
Codr Words 11 0 0 0 0 0 11 0 10011 0 1 1 Cl 1 --------

1 0 0 1 0 0 11 I 1 0 0 1 0 0 11 0 0 

1101 0 0 0 1 0 0 1 0 0 0 1 0 1 1 11 
Othtr 

' 11 0 0 0 0 0 1 0 1 0 1 11 0 ' Cl Cl 1 Rtcehtd 
Words ' 0 0 0 0 0 11 ' 0 1 1 Cl 11 0 0 1 Cl 1 

0 1 0 0 0 1 0 11 0 0 0 0" 1 11 0 1 
- - - - - - - - - - - - - - - - - - - -
"11 0 0 0 0 0 0 1 0 1 0 1 0' 0 11 

0 1 0 ' 0 ' 0 1 0 0 0 0 0 0 ' 11 11 1 

lfote: Since thtrt are 2" entrfts In tht table ind 2l co1!1111'1,, thtrt ll!Kt 
be 2"121 • 2"-l rows. 

USE Of OEC001NG TABlE 

Cue 1: Error Correction O!!l!.a. Rtcthtd word ts 1oclttd In the! t1b1t end 
ts decodtd Into lht codt word et tht ht1d of Its co1Ulllll. Tht dttodtr 
outputs tht corrtspondlnq 111tss19t. 

Cest 2: Error Otttctfon On11: Tht dteodtr dttt"'lft'tt tf rtethtd "°"9 ts 
•bovt or bt1ow tht solid lint. 1r It ft,.,.._, thtn It ts • codt 

word end tht corrtsPondlnt 11tUl9f h oulP11tttd. tr It h bt1ow, In 
error has bttn dtttcttd. 

Cast J: COlllbtn,d Error OtttcUon and Correction: The! dtcodtr dttt,,.lnts tf 

r'ctlvrd word Is abovt or bttow tht d1shtd ll~t. If ft '' abo•t thtn 
tt ts d'cod'd Into tht codt word 1t the htad of tht co1""'. tr ft 
Is below an trror has betn dtttcttd. 



11£ Alt(Sf llt IGMllOR OCCOO I NG 13 

Errors are nor1111lly unlflely; for errors which occur al random, the 

1bablllty of a ..ulttple error pattern decreases as the wel9ht Increase~. 

other words, few ern>rs are 110re 1Uely than 1111ny. 

A 9ood error-correctl"9 code ts one which successfully corrects 

~terns hlYl"9 few errors and (t.e., lt•ely ones) and (necessarily) falls 

· hf9h-wet9ht patterns. 

The decodl119 rule which Is •st approprfate for randcn ern>rs Is 

1rest neighbor decoding. Here the received ..ord ts decoded Into the code 

rd which Is nearest to It (fn the sense of 1t111111lng distance). Thus, the 

toder 1lw1ys guesses that few errors, rather than 1111ny occurred. 

HNttlllG MCIGHT ANO DISTANCE 

e (HH11fng) weight of 1 vector • ts 

w{v) • nmber of non-zero C0111ponents In v 

! (Hatat119) dhtlnce betwen two vectors •t 1nd v2 

d(v1, v2) • nuwbc!r of places In which v1 and v2 differ 

• wh1 - •2>• 
• w(v1 • v2)• In the binary cue 

e •Inf- (H-1"9) dhtHCt tf 1 code fs the distance between the two 

closest code .......,,. 

1t Is, d•fn • s .. 1test valve of d(w1• YJ) where t I J. 

Hi ... tng distance ts prl .. rtly useful tn dealing with 
randOlll errors. 

•Addltton (or subtractf0tt) of vectors Is always perfonned by 1ddl119 
1r subtracting) corr,\pondlnq ten11s. 

·1 ~ 

lRROR CORR((l!ON OPMllltHS AR{ OltcRMtlttO IT d I 
---- ·-------- . -------- -·· -· --· --------------~ 

[ rror Correc l"lon: 
-----~----

Case 1: dmln 
Case 2: dmln 

";>t • '>quaranteed error-correction capability of code• l 
= 2l • 2 

Proof: let ct e transmitted code word 
c = nel9hhorln9 codt' word distance d 1 away n m n 
v = received word at distance e ~ t from ct 

by trlan9le Inequality 

d(ct,c ) < d(ct,v) • d(v,c ) n - n 
so 

d(v,c ) > d(ct,c ) - d(ct ,v) n - n 
> d . - e 
- min 
) (t • 1 t = t • 1 

llence en Is farther away and so nearesl-nel9hhor 
decoding corrects any error pattern of weight ~ t. 

I , 
\ 
\ 

/ 

/ 

'\... 

N£AR£ST NEIGHBOR DECODING ANO d111 ln 

ct • transmitted code word 

en " code word 1t distance d111 tn • 7 

v • received vector - -..... 
........ --/' "" 

\ I 

\ I 
c~ J-t- 1 

''~,··/<, 
'- / v ........ - / 

IV 

t d111ln 

' J or 4 
2 5 or 6 
J 7 or 8 
4 9 or lo . . . 

' : 

'\ 

\ 
I 

I 
/ 
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CRROll CORRC CT I Q!f_ANO __ ()(_l_(_ CJ_~ ON 

-.iy rrror paltrrn havln9 ~ 'c rrrors c1n br corrrclrd and any pattrrn hdvinq 

~ 'd rrrvrs (rd~ re) c1n be drtrctrd provided: 

'c + 'd • d - I 

Proof: Stncr 2rc < d, rrror corrrctlon works. ror detection to work the 

recrlved word lllUSt be further than ec frOlll every other code word. 

d(v,cn) 2. d(ct,cn) - d(ct,v) 

Thus, detection worh loo. 

> d - (d - 1 - ec} 

> f • 1 - c 

A SPECIAL CASE 

If 'c • 0 wr have the result: 

A codr with 11lnl1111111 distance d has 
error detrctl119 capabll lty 'd • d - I. 

Siner error correction c1p1bt11ty ts 'c• each codr word ts centered 
In I sphe~ of radius ec. These spheres ire at least distance - d apart. 

tu1r1ntttd detrctton I '-Y\..falsl' corrrctlon 
r@9lon , region 

d . ., 
If fewer than d - 'c errors occur, the rrcehed word cannot "rraclf the 

sphere •round en. ffl'nce any error patterns of wrt9ht d- 'c - 1 or less will 
be detrcted so the error-detl'cltng 1btltty of the code Is 

ed • d - ec - 1 

gJRR!_C_l!flft _!~_,_ O!_!_[ct IJ!!! 

Al drslqn tltllf' thr dfosl9ner drcldes hOlf 1111ch dt\tlnce wt11 

hr used for error correction and how much for detection. Once the 

drcoder Is hullt, thl\ decision Is fro1en. 

hamp1e: Supposed• 7; then the 
"c ed followln9 choices are 

(lOHlhle. --- --
0 6 

1 'i 

2 4 

J J 

~()R_~!_C_!_I 011 _!>!__! RRIJ~~-~fllJ_J RASURC S 

Sometimes the rr1d-hr1d output sl9na1 ts qu1ntt1ed Into 
lhrre rather than just two regions. The third output ts then 
seen by the decoder 1s 1n !~ure. 

We treat erasures 1s having H111mlng weight 112. It lakes 
two erasures (but only one error) to confuse 1 transmitted I 
with I 0. 

one l'rror two l'rlsures 

T 
1 l ,---

d• 1/2 

d~t ll 
_J, 
t J_ d•l/2 

0 0 
j_ 

Corrl'ttlon of etther l'rrors or er1surl'S ts nor111lly done 
by flndtnq the code word which his thl' smalll'st dtstancl' to 
thl' received word; that Is, nearest neighbor decodtnq. 



ERROR CORRECTION 

Hamming code (single error correction). 

Need check word that can point to single bit in error. 

n = word length 

k = # information bits 

n - k = # check bits 

n - k parity check bits have to indicate n + 1 conditions: 

i.e.; n possible error locations 

+ error free condition 

n-k 

2 

3 

4 

Thus: 2 (n-k) = n + 1 

or: n = 2 (n-k) - 1 

D 

3 

7 

15 

ls 

1 

4 

11 

-----------=====I I S T===-___./ 
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TABLE 3.4-2 Encoding a 4-B it Message and Locating Error 

Encode 
l J 

..., 
4 ) 6 

..., 
Position ... .J I -

1 - 0 1 1 Message 

0 i 1 0 0 l 1 Encode ~ 

x Error 

0 1 0 0 0 ' 1 Receive - .l ... 

Locare error 
Check 1 1 

..., -.J ) I 

0. 0 0 1 Fails___,. 1 
Check 2 2 

..., 
6 7 .J 

l 0 1 1 Fails___,. 1 
Check 3 4 5 6 7 

0 0 1 1 . Correct~ 0 
Syndrome = 0 1 1 = 3 --+ position of error 

Correct (add 1 into the error position) 
1 Correct error 

0 1 1 0 0 1 1 Corrected message 

--~~~~~~~~~-==========I/ST=====-~ 
A. Hoagland 3190 



Code Sample after R. Hamming: 

Error correction code for four binary digits. We 
will need three parity checks, i.e. the message 
including parity bits is seven bits long. If there 
is no error, the syndrome will be 000. if there 
is an error. the syndrome gives position of 
error. 

Example message: 1101. For simplicity reasons, 
the parity bits are interlaced with the data. 
Dashes symbolize positions. where parity bits 
are to go. 

Bit Position 
Data 

1st parity check: 
Parity at position 
1.3.5.7. 
Parity bit position 1: ·o· 

2nd parity check: 
Parity at position 
2.3.6,7. 
Parity bit position 2: • 1 • 

3rd pari l y check: 
Parity at position 
4,5.6,7. 
Parity bit position 4: ·o· 

7 6 5 4 3 2 1 

1 1 0 - 1 - -

1 1 0 - 1 - e) 

1 1 0 - 1 1 0 

110c1 1 0 



Parity Check: 

Bit Position 7 6 5 4 3 2 1 
Message 1 1 0 0 1 1 0 
Syndrome: 0 0 0 - no error 

Error: Bit 4 changed into 1 

Message 
Syndrome: 

1 1 0 1 1 1 0 
1 0 0 - 4 decimal: 

Position 4 is position of error. To correct 
message, reverse bit 4. 

Parity check of corrected message: 

Message 
Syndrome 

1100 1 1 0 
0 0 0 

The syndrome of the correct message 
is 000 - message correct. 

Note: The Hamming error correction 
code has been chosen to 
demonstrate the principle of 
error correction. 

More sophisticated codes are used 
in disk drives. 



f • 

J_!f( lt((D-SOUll~JN toot~ 

lhtst tre cyclic codes whose sytllbols •rt binary •·tuplts -- - - - ·--- ----

rather thin bits. 
Ill ,. Ill 

• len9th • II• 2 • 1 s)'lllllols or n • •(l · I) bits 

tr use II - K c~l sywillols (•(II - K) chfcl bits), then 
code c•n correct t • 1(11 - l)/11 randonl1y located sytllbol 

errors. Thtt Is, d •II - K • l. • 

• for t·frror-corrtcllOft, llftd 2t chfCl syd)oh so N-K • 2t 

• In a t·trror-correctfn9 RS code, tht followln9 error 

pttterns are corrtcttble: 
I burst of total lff19lh b1 • (t - I }tit • I bits 
2 bursts of total ltt19th b2 • (t - 3}111 • J bits 

I bursU or totll len9th h1•(t-21tl)m • 21 - 1 bits 

• Ottodtnq Is 0ttly sltqhtlJ 1110rt c0111Ple1 than for BCH codes. 
In addition to thf locations of thf errors, their valuts 

(•-tuples) 11111st also be deter111lnfd. 

(INft[ 

For•• 8 we ctn construct the fo11owff19 R~ codes 

(.......,_.~rt) 
error 
corr. 

tbtllt7 code 
(n, ') t rate bl hz 

(2040, 1976) • .97 lS " 
(2040, 1912) 8 .94 S7 I 0 

( 2040' 1784) 16 .81 12' I 107 

whtrt b, ts the total ltt19lh of t correctable bursts. 

"9te: n, l, and bf are txpresstd as ntllllbtrs of bit,. 

!''!_ GfN(RAlOfl rot Y~lf41Al or All ltS toot 

ror •n AS code of 1en9th t" • '• ,,....,,,art bfntry 

111-tuples, t.e., ''""'"ts of Gf(t"). lht 9'fttrttor 

polynOMlal of 1n AS codt with 111tnt1111111 dfst1nce d has thf 

for111 

9(•) • (• • oH• • o1} • .. (r • od-l) 

' ( Ill where n ts an el~nt of Gr 2 ). 

Actually, any set of d-1 consecutive powers of n can ~fused. 

Thus, we could also write 

q(•) • (r 'o"ll• 'n) .. '(r • .. d·i') 

l_A!'_~lH:._KJ_~~t_Jla_[d • fi-_~1. J 

UAMPLC or AN RS COO£ 

To construct 1 J-error-correctln9 RS cnde or lenqth 

ts with 4-blt sywibols, 1 tot11 or d - 1 • 6 checl s)'lllbo1s ere 

necess1ry. Thf 9eftfr1tor po1yn0111f11 of this (1S,9) code ts 

9(1) • (1 • 0){1 • o2J(• • 01)(1 • 04)(1 • 05)(1 • o5) 

• i' • o10.s. o'4•4 • o4•l • a'•1 •a••• al 

Yt~ IS 1 btnary codt, thfs ts I (50,llJ'~odt wflfch 

ts cap1blt or corrtcttn9 1n1 error bursts whtch art conf tntd 

to three 4-btt sytllbo1s. 

As In the btn1ry case, encoding c1n bt acc0111Pllshed by 

dfvtdfn9 by 9(1). 



Start 0-0-0--1-, P1 

"-1-0-1-1~ P2 
) 

Co-1--i-1~ 3 

Lo--1 -·~-1 ~ P3 
I 

/ 

C,_o_,_,) 5 

Co-0-0-1\ 6 
.J 

c_,_,_0-1 --Finish 7 

I I I I Hamming 
codewords 

Figure 7.8 The vertical columns of this diagram are all codewords generated by t!1e matrix of 
Figure 7.6, which can correct a single-bit error. If these words are recorded in the order shown, 
a burst error of up lo four bits will result in one single-bit error in each codeword, which is 
correctable. lnterleave requires memory, and causes delay. Deinterleave requires the same. 

-----------===== 11 S T===-_, 
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F?>C: !l 
I ·K 71/ "·, '~(' ,')/ //· / )/ <Y /i,/,/l L ./), / /'/ / /,t /\11 

,..;.,/ /; / [/ . l /\, / l/ L / l /I j i 

Codrworc: A 

Cooeworc e 

~1' 11: '1' ! 1 i1:·:I I l i\'1!!: 
I I I' I ' ' ' . I I • . ' I : . I 

- I~- ' • . • i . : . I . '~' ; ' i Codeworc C 

' Interleave 

~----:-c···~-;-~ .. ~~· ./·. ·-·~· 1 1:--v~· ·-•os:11on _t:=./ / 1 \' . ':.____V/' J, · ,__;//~ · ; ,..........._.v I • · I ·Ii--
. :/,11 it I /: ' ' ,, 'Iii---{ ., ' 

O:"': ta:>! .,____,/ /: ·. -. ,, ! · . -- . : ..._____,;~ . 1 l 1 ,........ 

Double_ 
error 

,.:.; Bi c~ ..:..: 62 c: .:._:; s::; CJ At. si: c~ AS BS c: 

2 

A 

E '-''S: 

'''0' 

~ 5 6 

la: 

i s 9 10 

,-~:x~ -- -: -1 -- ! T I 
i s : 

U*]I 1111111! I Ill I Ill i Ill! lllJ]lIJU]] 

Cooeworc A 

Codtword 8 

Codtword C 

lnterleive 

:~s;:j;,n-t:=1/211 lt3ZJ1 i \~i-llS/:2UJt=:1EJI I!~ 
Ai Bi C 1 A2 82 C2 A: 83 C3 A4 84 C4 

D 
6urst 
rrror 

lb} 

AS BS CS 

'U 
Fl1ndom 
error 

Fi~urr '7.:i Al (;i). in1crle:ivc controis the si2e or burs: errors in inc:iividu;il code worcis. but :it 
(b) the sys1em falls down when :i riJndom error occurs :idJaccnt lo a burst. 

I I S T ==::_._.....' 
A u ... .,.,..1.,,.,1o4 ':i.tOn 
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1 76 COOING GAIN --- . ----

lo 1chlr•r 1 dr\lrtd bit trror prot.abllltr (t.9. p • 10· 7) 

'" uncodrd \f\t"" rrqulrti • ctrt1lft Yllut of fb1"o (t.9.,lt.l dbt. 
A codtd \y\lf'lll c1n 1chltYf thf ,.Mt Yllut of trror prob­

ahl 11 ly 1t 1 lowrr ••lur or (bflf0. thr dlffrrrnct brtwrrn tht\f 

two ••lut\ or £b1"0 Is rtftrrtd to •s lht 91tn of thf codr. 

·, - 7 [~ampl_r: To 1chlt•t • bit trror prob1bl Hr of 10 , thr 4-rrror 

corrf'Clin9 (155,llJ) codr rrqulrrs I channr1 bit error rate of 

p • 1o·J.o6. This nlo1t of p,ln turn.rl'qutrrs 1 sl9'111•to-nohe 

ratio or Cb/"o" 7.5 db. Hrncl' 

Codlnq Gain• 11.J · 7.5 • J.Rdb 

CODl"G GAIN Of YARIOUS tOO[S 

(Pb • I0- 7) 

.875 • 75 .s ~ R 

~ blod. con•.• btocl con•.• bfod con•.• 

I l.8db I. 7 1.J 

2 2.8 2.7 l.6 l.J 

J ].4 J.J J.J J.l l.1 2.4 

4 J.8 J.7 J.6 

•tonYo1utlona1 codes Irr se1f-ortho«}On11 ••Jorlty • 109tc decodable 
cod!'\. 



ECC"IN DISK ·sTORAGE DE\'JCES 

I YEAR I I D!:NSln· I DATA I 
SHlP I D!\"ICE bpl tpi CODE ECC CAPABILITY 

! l S!I':' I 
I 

:3~0 100 20 1-' F.Zl PARITY CHECK 
I 

! l95X 1 l3XX 520 50 t'hZl CRC CHECl: 
! 1020 50 M Vl. Tl ?l.E ERROR DtTECTlOt\ 

I , -·· 
23:U 2200 100 FM 

33X'.X 4000- 2f'IO-i Slt-;GLE BURST CORRECTJON I • S · .... 

I I 
!5000 e~o j 

I 

I I i 

I MODJF!ED FIRE CODE 

I CORRECT ./DETECT. = or CHECK BYTES 

l 9i l ::330 4040 192 MFM 11 BITS / Z2 BlTS 7 / RECORD 
l~i3 3340 5€36 300 Mf'M 3 BJTS / 11 BITS 6 / RECORD 

I lS76 3350 5425 475 Mf M ' BITS / 10 BlTS 5 / RECORD 

M ODlf'l ED REED-SOLOMON CODE 

I 

1S79 3370 12134 635 I (2.7, 9 BITS / 17 BITS 9 / BLOC~ 
lPE() 3375 l2J34 BOD (2.7) 9 BITS / 17 BlTS 12 / RECOF!D 
1981 :3380 15200 BOO . (2.7) l7 BITS / 33 BITS 12 / RECORD 

I 

----------===== 11 ST===--_.... 
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ECC IN TAPE STORAGE PRODUCTS 

!YE;.F:: ' 
I C:HJPI D':""·1-~ I 
t - • - \ \...- I 

nr~s1n· ECC CA?AB!L1TY 
~ 

I 
! l 95:\ 

i l 952 
I 
I 

I 

i ' 
I l 956 I 
I 

I lS73 

72X 

-'.:>c 
~ 

24)::>: 

3420 

100-556 bpi l P .ARl TY T?..AC:t-: & !..RC 

~-
I 
I 
1800 bpi .KF.:: !PARITY TRACK & CRC 
19 7:?..ACKS / l 12· OJ\ E TRAC!: CO?.RECTJ o~· Ot\ Ti!:READ 
I 
I 
I 

l 600 '1pi PE !?ARlT"Y T?..ACK & PE ENCDDJ NG ( CRC) 
9 TKACKS /1 /Z" IOt; E TRACK CO?.RECTl OJ\ OJ-.;-THE-fLY 

I . 
!CCR CROt:P CODED R:SCORDJNG (ORC l 6250 bpi CCR 

19 TRACt:S/l/z"' IPARiTI" TRACi-: & l CHECJ.: BYTE/7 BYTES 
T\\'O TRACK CO?.RECT10N ON-THE-fL)" 

1975 I 3850 16888 bpi ZM !INTERLEAVED SUEFlELD CODE 
M~5 57 tpi WORD = l!i SECTlONS. SECTJOS = 16 BYT!S 

REDliNDA~~CY 2 SECTJONS/15 SECTIONS 
0};-THE-FlY CORRECTION OF 2 S!CTJO?\S 

. l9BX I ~.;eo 

j ,-

-22000 bpi (0.3) IMULTl-TRACK COFIRECTlON 
1 B TRACKS/1/Z" !ADAPTIVE Ci10SS f'ARlTY COD£ 

----------===== 11 ST===-­
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DISK ARRAYS 
MIRRORING 

2N 

(Also called shadowing or dual copy) 

• Complete duplication of data, 
i.e., disks paired 

• Read from disk with shortest 
access (have twice as many paths 
to data) 

• Twice the number of writes 

Used in transaction processing 
where fault tolerance essential 

PARITY DISKS 
N+1 

Byte interleaved: 

• Array viewed as single 
logical disk 

• Parallel readout for high 
data rate - striping 
(Synchronized spindles) 

Block interleaved: 

• Second write to update parity 
(therefore rotate parity among 
disks to minimize delays) 

Notes: Disk drives indicate when they become inoperative 
Hot spClres used for availability and minimum MTTDL 

'--~~-,-~~~~~--~~-==============================llST========~ 
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Improving Reliability with Redundancy 

o Add redundant drives to handle failures 

Redundant 

Array of 

Inexpensive 

Disks 

• Redundancy offers 2 advantages: 
1) Data not lost: Reconstruct data onto new disk 
2) Continuous operation in presence of failure 

• Several RAID organizations 
Mirroring I Shadowing 
ECC 
Parity 

Source: Industrial liaison Program, Berkeley, CA - Mar.'90 

'---------------============================ I I S T ==========------



( 

Types of Disk Failures 

Transient 
=> retry or ECC modification 

Media 
::> ECC modification, factory remapping, 

nad after write verification 

Elecaical 
=> end-to-end checksum, complex interface 

protocol, internal buff er & path ECC 

Mechanical 
=> hope you can scavenge data 

Lifetime Parameters 

• temperarure 

• age 

• power cycles 

• seek events 

• read/Mite events 

Disk Lifetime Distribution 

&JC 

• exponential lifetime good first guess 
=> desparately seeking better data 

• also assume independent, but ... 
support hardware 
bad batches 
human operators, maintenance 

Effects of Arrays on Failures 

• higher data rates 
=> higher misdetection/miscorrection rates 
::::> bener error detection 

• striped files 
::::> more files exposed to each failure 
::::> encourages failure tolerance 

• more disks 
=> more frequent failures 
::::> automatic isolation and easy repair 

• large: total capacity 
=> more to backup 
=> reduce frequency of back'"Ups 

----------=====I I S T===---"' 
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HELICAL SCAN HEAD ASSEMBLY 

COUNTER 
WEIGHT 

·'. 

LEADS 

FERRITE AOTATfNG 
TRANSFORMER 
LEADS 

BLOCK 

STATIONARY 
TRANSFORMER 
LEADS 

PRE-LOAD 
SPRING 

BEARING 

~ 

f STATIONARY 
DRUM 

STATIONARY 
TRANSFORMER 
LEADS 

INTERCONNECT 
PRINTED 
\AllOIM~ r:tnJ\RO 



Read After Write 
2nd Stripe 1st Slrlpo 

2nd JG<r Rolallon 1st 36cr Rolallon 

~~ 

~ .....____ 
--- 2nd 100° of Rotation - Read Back .. . ---=; Check 

2nd 180° of Rotation - Read Back .. 

WRITE HEAD .. .. 
1ST 180° OF ROTATION 

SERVO HEAD __ .....,. 

READ BACK CHECK HEAD 
2ND 100° OF ROTATION 

Check 

1800 
RPM DRUM 

().._CAPSTAN 
~ 



Read After Write 
Normal Sequencing 

Rewrite Sequencing 
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STEPPER MOTOR 
AND --~ 

DANO ASSA'Mlll.Y , 

CARRAICE 
CU/DE' RODS 

PJ/OTODET1'.'CTOR -----·--- ·-·· ... ----

I.ENS AND -------
ROUT/NC AllRROR --- I --

3.S- 20 MD 
Jr'J,OPTICA I. 

VOICE COIL 
JIOTOR 

· DISK!'TTE ·~ 

( INll.J.E fu:f...a• 00 I 
PROCRAllS: 11 TILES: I 

Diii · 11 1110 

.. -

OPTICAL DETECTOR 
PREAJIP 

J,fACNETIC HEAD 
PREAJIP 

LED 

DISKETTE 
SERVO TRACKS 

~ 
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Optical Data Storage 

TABLE OF CONTENTS 

* COMPARISON OF OPTICAL AND MAGNETIC RECORDING 

* OPTICAL COMPONENTS 

- laser diodes 

- lenses, beam-shaping prisms, beam splitters, 

holographic lenses 

* AUTOMATIC TRACKING AND FOCUSSING OF THE BEAM 

* READ-ONLY DISKS: CD, CD-ROM 

* RECORDABLE OPTICAL DISKS 

* WRITE-ONCE DISKS 

• REVERSIBLE DISKS: - phase-change 

- dye-polymer 

- thermo-magneto-optic (TMO) 

* CURIE-POINT AND COMPENSATION-POINT RECORDING 

* ORIGIN OF MAGNETO-OPTIC EFFECTS 

* ENHANCEMENT OF KERR MAGNETO-OPTIC ROTATION 

* PROPERTIES OF BARE fARTH - IRANSITION METAL AMORPHOUS FILMS 

* SPUTTERING OF TMO FILMS 

* DESIRABLE PROPERTIES OF TMO FILMS 

* FACTORS LIMITING THE SIZE OF WRITTEN BITS 

* COMMERCIAL TMO DISKS AND DRIVES 

* FLEXIBLE OPTICAL DISKS AND TAPES 

* ISSUES 
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MAGNETIC RECORDING 

SIMPLE 

RELIABLE 

NO CRITICAL COMBINATION 

OF INGREDIENTS NEEDED 

INEXPENSIVE MEDIA 

NO PROCESSING NEEDED 

(REMOVABLE) 

INFORMATION STORED IN A STABLE 

STATE OF THE MEDIUM 

UPDATABLE 

, 

INFINITELY ERASABLE AND REVERSIBLE 

.... 

G. BATE 



Performance 

·Technology Development 
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/.. NEW TECHNOLOGY 
I 

I ____ .,,,,. "'/ 

~LIMITS 
~---

\ more difficult problems 

· accelerated growth 

~-,..,,,,.~ discovery of governing factors 

conception 
Time BATE 
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Areal Density versus Time 
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s~(\~ \'7-b'e> Dp I I f' 1 ) I\ ---- ----- J_ - - . 
x (0 ) "-? \ y_ f-~ 

RIGlu DISKS 

In Micro Inches 

Year Device Bits/in Tracks/in Bits/in2 Spacing Gap Thickness 
-
1956 IBM 350 100 20 2000 1000 800 1200 

1961 IBM 1301 500 50 25000 500 500 500 

1964 IBM 2311 1100 100 110000 125 200 250 

1965 IBM 2314 2200 100 220000 85 105 85 

1970 IBM 3330 4040 192 775680 50 100 41 

1973 IBM 3340 5600 300 1.68 x 106 17 60 41 

1975 IBM 3350 6425 476 3.06 x 106 17 £0 41 

1978 STC 8650 . 6425 952 6.12 x 106 17 60 40 

1979 IBM 3370 12134 635 7.71 x 106 15 24 35 

1980 IBM 3380 . 15000 801 1.20 x 106 11 24 26 

1981 NTT PATTY* 13970 1092 1.53 x 107 8 32 7 

1984 NTT PATTY* 25400 1800 4.57 x 107 6 20 7 

1985 IBM 3380E 15000+ --1400 2.30 x 101 

1987 NTT GEMMY 31500 1250 4.00 x 107 8 20 { 6.4 (y-Fe203) 
2.2 (Co-Ni-P) 

1988 IBM 3380(K) ~15000 2030 3.05 x 107 
~ ~ ~ (~UV"Y1S 6?>1\\)€'1 {l: 

iil1f~YO.:v---. ~ 13. qriJ.-t-'\ J..i;-1!,, ~ 
i e(iu.a<) ii cJi J. !SK .bv-1- ~ 11.c 

SL-OWL - e: ( ~ 'fl-'i. 
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va + £a + la + ~a 
= 1auB1s 

o = (Pa + £a) -(la + ~a) 
fiU!)j~BJJ. 

o == (£a + la) -(Pa + ~a) 
5u1ssn~o,:j 
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OPTICAL vs. MA~NETIC RECORDING 

ADDITIONAL DIFFERENCES 

• MAGNETIC RECORDINGS ARE ALWAYS "SWITCHED ON" 

:(OPTICAL RECORDINGS - INACTIVE UNTIL SWITCHED ON; LIKE DNA 

- ONLY THE ILLUMINATED BIT CONTRIBUTES TO THE SIGNAL) 

• WHOLE RECORDED AREA OF MEDIUM EMITS FLUX THAT CAN BE PICKED UP BY THE READING HEAD, 
/--

/ - ---'-., 

l • OPTICAL BITS ARE EQUIAXED 

J_ 
T ~ im~:::za;;:~:nzuo; t BIT LENGTH 

_,;:..J L..r_--
1 ' 

----------0::- ~---------
-'>-· 

ADJACENT --- TRACK 
- MAGNETIC HEAD READS SIDEWAYS 

AS WELL AS DOWNWARDS ,, , 

- SENSITIVE AREA NOT LIMITED TO GAP . --·- -- • d0,D> . -urn • t 
___;_ :::== TRACK 

--··--. he0-d. j . . -----=---~ w1IDTH 
, ~./ )' I ..\. . . I 

-l .l. ·.~:- __ _,/ 

·- ···- 'l> -<---------
.. ~..:::-= "-. ------· ----

, 1> -

.·>.., /=1', _,...,.. .. _ tLb ,·>-··-. ,1r-t, 
-;,-~ --- 1___.,.l Q22, .•........__ l___.i I t 

' ----

' 
/ , 

/ 
___.::::: 

-
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10,000 

1,000 

100 
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TRACK DENSITIES OF OPTl~AL AND MAGNETIC DISKS 
VERSUS HEAD-TO-DISK SPACING 

01984 

1985 001981 
. 01978 

1980° 0 1979 
01975 

01973 
01970 

0 01964 
1965 

01961 

01956 

01 LV 1976 
CD 1983 

10 '--~~~~-L~~~~~-'-~~~~~...L_~~~~~L-~~~~__J_ ..... 
10-6 

25nm 

10-5 

0.25µm 

10-4 

2.5µm 
. 

10-3 

25µm 

head-to-disk spacing 

10-2 

0.25 mm 

1 o-1 in. 

2.5mm 

r:... 'Q. .n Tto-; 
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i£110 - cw. 

!>o\a. 
$;~~ 
\-'lw. 

~11'\ \.6.~r, .'. H?11~+ su.ledlaserpackage 

5mm----4 

divergent laser beam 

\f\~ ~o~er : lOO -1..co"'~. 
~\rtt\-t~ r"-ootA\CA.~l:,le; 0.crl:o.. ~ \-S. MfS~~s/~c.. 

t 
B .a 
~ 
.8 

~o 1 . · , . '?rt\' . , . ] 
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or--;-- I • •< I \. t ~ l 
-3o• o• so• 

emission angle 

1qec- ~~";) \'\ sl\w--o'f':L CD~MU - ~ 
- i (\ ovf\ce\ ous'K..~ 

~ 
30 I I I I I I :' ' I I I I I I 

saturation 
and dam.•(• 

-.... a 20 
g 
~ 

i 10 
'iJ 
0 ..... .... 

incoherent 
emission 

( M\- los ~ , "o sh "'~rJu 

linear 
luer 

• 

p.. 
0 

~ "'i ~~o"') 
0 I I I I I I I I I ~. I • I I 

0 50 100 
laser current (mA) 

I--- 200 µm---; 
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Focal distance 
NA 
Field diameter 

F'aeld curvature 
Diameter 
Lenath 
Wei&ht 

Focal distance 
NA 
F'lCld diameter 

Field curvature 
Aspbericicy (S1) 
Aspbericicy (S2) 
Diameter 
Thickness 
Weiabt 

Focal distance 
NA (object side) 
NA (unqe side) 
Faeld diameter 

Field curvature 
Asphericicy (Si) 
Diameter 
Thiclcness 
Optical throw 
Weiabt 

Imm 
0.45 
1.0 mm (OPD at .fOO ,.m from the centre is 
0.052 >.) 

. 611111attherim 
7.5mm 
llmm 
<21 (mount included) 

Imm 
0.45 
2.0 mm (OPD at 800 pJD from the centre is 
0.047 ).) 
24 pJD at the rim 
•2511111 (with respect to the best fit sphere) 
•2 ,an 
7.5mm 
8.5mm 
<2 I (mount included) 

3.7mm 
0.10 
0.4' 
0.2 mm (OPD at 80 pm from the centre is 
0.045 >.) 
2 ,.m at the rim 
* 11 11111 (with respect to the best flt sphere) 
4.1 mm 
3.2mm 
26.0mm 
< 0.25 1 (mount included) 

- J 
e&aRlPEi~ -Page: -
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Coming Molded Glass Asphenc Lens 

-5.4 mm Diameter± .015-

l=ocvs SEtJS.\tJ& MEl1-io'DS 

CJ 
~ 
Jlr,. 

3 
3 
I+ 

0 
(..) 

I 

o..ftu ~-~rk 
.. r'i .. 
~- ~ b~ ...... :J••••• ...... 

-~ . . 

0. 

Dlmncter. less than 6 mm 
()paatina WIMlcncth: 710 nm 
EITettiw focal lcncth: 4.-47 mm 
Entrance pupil diameter: '4.2 mm 
Mapilication: Infinite conjucaic 
Warltina distance: I.IS mm 
FWcf of Yicw: 0.1.SO mm 
Mass: G.24 I 
RMS -rront aberration: las llwl o.os 1 at full lldd 

0 e.,,. 40-62 
NA • r.~9. 0·75" 

~ l>, Oii) ~ Git e~':> ~\lu~~~ 

61\~ u\..e" 'h. I(~-~ \s d- f1-.e 

~ ~ ~ ~ M~rTDf", le. A~,;. 0 

~ -- ~ 
ti; \\«el"'4. ~~ ~ 

1<11 ~ )[/// '-1: 
;s o. not'l-t:1'QU ~ct1°" o} A~ 
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, f r "'' Slgnol • A-0 
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I 
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,,,.,..,,. 

~m///~: 
---i:l~==:::;%1.-+f..U4::__ ______ ---.-IA 
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Net Signal • A-&-C+O 
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'H·~ 'I::ie'ni \s. 

?> -!-c" 

a.. . , '\.~ts-nti!~on 
6 J!J COllting 

h~~r inaOe~ OI\ ~r~"' al- 'Bt-ttJ~ A~le 
all b~hl- iS. ~"'~(> 

fC?So.l t- •s. 0 I\ ~ fMSi °" 91- -h ~ N'\) i" 

~ 6itecr.o" s~") ~ a &c1bt o.}- Y\ 

USi~ two 'P'i~rns > -&~ ~ ./ll'\11/0fS 

f'O-<"~~ io '&s onet~ ?1°""· 
LASERS: Fu.tu.re 

Extendins and improvins current. technol.osy •houl.d 
al.l.ow the re1iabl.e. CW powers to be ::Lncraa••d 
~rom 20-30 mw. to SO mw. 

If non-abaorbina mirror• prove pract.::Lcai. :Lt. may 

be po••ib1e to make •inal.e-al.ament l.a••r 
diod•• that oparat• r•l.::Lab1y at 100 mw. 

Phaaa-1ockad array• hava pot.entia1 to axceed 100 mw. 

but. hava For2n::Ldab1e Prob1ama. 

arraya not y•t d•mon•trat.•d 

Diffraction Limited. 

Stab1e. Singl.a-Baam ::l.n 
C.W. operation 

1ons-term re1iabi1::1.ty i• unknown 
(di•aipat::Lon of heat mor• diff::Lcu1t than in 
•ingl.a l.aa•rs) 

fa.::l.l.ure of ona 1a••r cou1d al.tar b••m'• 
patt.arn. 

New Id••• incl.ude:- Singl.• 1a••r diode with etch•d 
convex mirror• act.ins a• 
un•tab1• r••onator. 

Coupl.ing o~ individual. J.a••r• 
via externa1 cavity •O that 
th~y op•nt• •• • •<nab •ource · ) 

t"Cl..C ~.let C'!:\ ~ .......... ._...,.-;.v,.-;; ~~ ...... I 

Page: 
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...:..·-..1 
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£,u.r ~(.Q_ , M t>.S \- $ t Q. ~ FL AT t-o :!: 0 • L\ f'll'\ a. I:- T ~ 5 5 C. 

_ o.W~ \.o...\Qel (o" -\he o-lher s.10e) 
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~r\~ \t\o\e. ( t>unc.lr- ce"\:-ers o.ol-o/l\<l-icun.~ o" te&ks 

10 m\l\S. fecor()e;J l'l\U!:\C. (CD);erf'l>( ~ ~··-1*~ 
. 1;" \OQ, 

500 - 6Cf) MB d.aio.. ( CD-R.OHJ 
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Photo dlodea 
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91 

A1 

4 
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Corning Molded Glass Aspheric Lens 

-- 5.4 mm Diameter ± .015 --

w . 
~ 
~ 

3 
3 
I+ . 
0 
w 

I 

Diameter: less than 6 mm 
Operating wavelength: 780 nm 
Effective focal length: 4.47 mm 
Entrance pupil diameter: 4.2 mm 
Magnification: infinite conjugate 
Working distance: 1.85 mm 
Field of view: 0.150 mm 
Mass: 0.24 g 
RMS wavefront aberration: less than 0.05 A at full field 

0 e-= 4B-62 
NA = s.:"G: 0.-,5 
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p-polarized 
Incident 

beam 
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loser ) collimating lens 
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Track Density - Optical Storage 

0.5 1.0 

p --wo 
~ 

1.5 

r~ 're'-' 
tiAdC" a..aiO~ 

?( 11.01. 

l 011."t 

• To Limit Crosstalk 
p 

- -1.5 
wo 

• A= 820nm 

NA TPI --
0.5 18K 
0.65 24K 

• Residual error limited by: 
- centering error 
- spindle runout 
- gain-bandwidth of servo 

< JWo 

·}Wo 

,,,..--.. 



Typical Optical Recording Medi- 11nd Their Writing Mechanism. 

1. Ablation 

~ fWa 
2. Topography Change 

ttzzz22 z zzz~ ;272;1 ;zz, 

3. Chemical Reaction 

m1;1.ll'll~l'l·l'I• 

4. Particle Coalescence 
QQOQQQQQ 0 9 Q QQQOQQOO 

5. Phase Change 

~1111111111~ 

6. Magneto-Optic 

tttt++I++ t+lt+Htt 

Te-alloys, organic dyes; 
Ag in gelatin 

Textured Ge, Si 
I 

Au (or Pt) alloys/organic polymer 

Rh/Si, Se/Bi 

Discontinuous Au 

Chalcogenide, TeOx 

Mn-Bi, Tb-Fe, Ga-Tb-Fe 

TQ O._ , Av../TeO,_ 

,-

·. 



Basic Read/Write Medium Requirements 

1. High laser writing sensitivity 

-Compatible with diode laser recording at 1-3MB/s 

2. Well defined threshold for recording 
108 

' I 

-To permit unlimited(> 1 OOM) non-destructive reading 

3. High resolution and regular mark geometry 
- To achieve adequate raw BER at high density. 

4. High contrast between recorded mark and unrecorded track 

-To maximize read signal amplitude(SNR) 

5. Long lifetime 

-To maintain low raw BER(<l/lOK) for at least 10 years 

60' CNR 

~o 

I 
I 

c' . , , ' , '', ' e>w 
I 5 ; b 7 l'f\ • l. ?..j3 ~ 

I . '"" (..jf( \le:.. 
I 

(Qa.d 

~ la~r 'Power ( m \J) 

- ~ree-,jea 'o~ l~r fY\o.o~~ 

6. No i~termediate processing ~ fOSto.ble (do.tu (0.t\ be. G~O \o..,~.r) 

W <" i h "~ 'itiwer Dens;!-~ ("''°"I 

Oepe~ Of\~~ 
ll"() 0"' op\ic.s . -To permit data verification during recording 

7. Comparable with f ormattable substrate 

.:.For track servo, sector ID, etc. 
- To c:er\·\~~ \J.(\\J·rt~et\. Meolu. 

8. Compatible with low cost, high volume manufacturing process 

"' <""\_-,.. .. ~ .... •\...\_ n ...... "'--~ --

\.j(\t\n~ Eo~~ ":r 
- oepe110~ o" las.-er ~~r 

- ~'1cs 
- rot:o.. t-~ s;: oee - .-- -- - -· ~- -- \,.. -. -

• - I 



vJR \TE - ONCE MEDtA High Reflectivity·· 

' 70_ 
Te/PMMA, 830 nm 

601- ' 
R ,.,..•-•- Ii •• 

/ • 
501- '/ ; 4T ~:-: A • ..................... .__...;.--• 

er.· 30 . -......... =---· 
~ 
A 

201- I 

"" ,. 
101-/ 

. ""-... ' 

I ........_..._____"' T 

' --· •• 0 
0 100 200 300 400 500 

t\-.;cl(I\& d f Al 

Norm t1J 11"\( f"-CR. ( "eo.r\) I \esr;- ~"~ ~D N'~ d<'~<?_ 

S- t il\'r.}.- (E J_ p\(J"~ Of ;110d ) 'ii&s ~~. J,,~ =- Tf 

r- \i5ht-(11 /1 ,, ·· ·· } ,, ·· ,, = o 

Low Reflectivity 

~~~.,, J ,~~---strongly absorptive 
recording medium 

(a) I 

t 
( b)j 

(}.erir~·v ·,-if ~,.,..,f''C l'~u · CJ·u 
")-...* 

Approx. 4 n . i l ~ t l I (Q,u.. ~- (.l'' (..,.If'\ A'. 

i··=·=::.:~=11r·,.,,··-r·w·~ --~et~~~J/~g a~seo:iu~e .:~;~;;;;;;~t;t~~~~;i;tiili;i;if liiiil~;til~li;~;;;? ~~iii;l~iii~i~;~;i;~ii;iiiii~iii~~t ..,.._ 1 ra nsp 8 rent spacer 

T :t}llJJij[(~i11.T.illl,:Jiil1f ~illi~!1t--Alu mi nu m reflector 

(c) 

* . . . .-. . ' . . . . . . . . . . . . . . . 
4,~ = approx. 125 nm when X =BOO nm assuming a refractive index (n) = 1·~ 



UPl\CAL D1sK STRUCTlJRt:S 

(a) 

(b) 

Air Gap 

Active Layers 

Substrate . 
(Glass or Plastic) 

Substrate 
(Glass or Plastic} 

Air Sandwich 

Substrate 
(Glass, Plastic or Aluminum) 

Encapsulated 

Ai< San~ v'.Hth 

useo w; rh • • 
- a. 'o \Qt-\ 0 f"'\ 

- Su.Mr fir(T\ i I)~ 
_ t-o\)O~\"O~h~ chM~e 

E f\cop;u.kJed 

use() w; th · 
I 

- (euo- Ot\\~ 

- c~e°'' cul cencK.()"' 
- d \ SCof\Tll\UOUS ~olv 

- -therMo-ffl~clo-opHc 
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REVERSIBLE OPTICAL DATA STORAGE 

Ad."Vantages 

Lo~er cost of media 

Compatible ~ith magnetic recording 

Multi-f~nction dri-ves 
re-versible) 

(read-only, ~rite-once, 

Dis ad-vantage 

Erasure is not easily detectable 

Issues 

3 
Limited erasability (/V 10 cycles) may 
acceptable for storage of images, audio, 
but not. :for data 

be 

Erasure should be fast so that ~riting data 
rates mat.ch reading data rat.es 

G. Bate 
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Amorphous to Crystalline Phase Change In Te-Based Materials 

eg TeAsSe, TeGe, Te 

t 
a 

cm-1 

: Crystalline 
~ 

I 
I 
I 

/' "i 
Amorphous 1 

I 
I 

J\, nm .. 

- 60°/o 

- 30nm - 40°/o 

t 1 
=immr:~ji~l~1r~1l~r 

l + 

Reverse-Mode Writing: 
Amorphised marks along 
a polycrystalline track 

A.E. BELL 



TM·----

Temperature 

TG 

Phase-Change Recording 
[Te01.1] Ge5 Sn5 

Rapid Cooling 

---------------------- ~ 
Write. 

Read 

" C AA A A c 

0000 
C =crystalline phase· o o o high reflectivity, low transmlsslvlty . 

0000 

A= amorphous phase o 0 o g 3 0 low reflectlvity, high transmissivlty 

o 0 0 
G.BATE 



Ideal Optical Storage Material 

• Need a material: -writable with low-power laser 

-high reading SENSITIVITY 

-but STABLE with respect to TIME 

,.-

TEMPERATURE 
HUMIDITY 
STRAY FIELDS 

• Medium must also be STABLE and REVERSIBLE 
after millions of write-read-write cycles 

Answer: Thermo-Mag~eto-Optics, TMO 

BATE 
r.tl"•tr-
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Writing and Reading Energies 
Write-Once Media Reversible Media 

Nhv 

• 
Nhv (writing) 

~ 
Energy to write 

nhv (reading) 
r./ 

r./ 
JI 

l 
Bias 

1 
"O" state "1" state "O" state "1 "state 

. e.g. Hole-burning e.g. Thermo-Magneto-Opti~ 
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FARA"DA'l tFFECT (\g45) 

"Yo 

[A~rpt.LO!\ I .. ~ , .._ 
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~-== f t-l~ 

f 
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0 -·-

c, 
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Properties of Rare-Earth, .. 
Transitio~Metal Alloys · [i-~ 300K] 

Tbx Fe1-x 
0.3 

• Kerr Rotation Determined by TM Magnetization 
500 

• Bk Ranges 0.25° -0.5° Depending on Composition ~/ 

" !'· 
Curie Compensation Coercive Anisotropy 

Material Temp Temp Ener~y Constant 
(K). .(K) 

Dens;ty (104 jfml) (104 j/ml) 

Tc Tcomo Ms He Ku 

Tb23Fe77 400 300 4 30 

Tb21Co79 .. 300 4 14 

Gd25Fe74 480 300 0.02 2.5 

Gd21Co79 . - 300 0.02 , 
Tb22Fe56Co12 -500 <300 8 10 

Gd22Tb4Fe74 450 300 1.5 4 

Gd16Tb6Co1e -- 280 1.1 4 

Kerr 
Rotation 

(deg) 

e, 
0.23 

0.33 

0.29 

0.33 

0.38 

0.30 

I 0.32 

M.J. s 

400 

emu/cc 300 

200 

100 

M .. .J..~ I s • \ . . I • 
X, At% 

O' I I 0 I I I I 

15 20 25 30 35 

\ \ 

0.2 

0.1 

// 
§ [ I : I 'ff VSM 

fl D l n "TI__ Kerr 

:i: Jn 
f ~ 

d :!h 

L\M t c • 

'k 
degrees 



Year 

1958 

1985 

1987 

T. M.O. Materials : Kerr Rotation, 9k 

Material 

Mn Bi 

GdTeFeCo 

PtMnSb 

ek 

0.7° 

0.45° 

1.9° 

Wavelength 

visible 

780nm 

780 

Temperature 

25°C 

25 

25 

_--, 

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

1986 

1986 

CeSb0.15 Teo.25 

Ce Sb 

30 

14° 

1.2 }Jm 

2.4 

2K 

2 

G.Bate 6/26/89 



x 1 
I Eo 

t 
y 

y 

' tK 

I 
/ 

.... 

Enhancemer. Jf Kerr Rotation 

Incident: 

Plane polarized 

Reflected:· 

Elliptically polarized 

E. 

E - r. /( -
~ 

rv Ey 

=~ 
Eo 

Single layer 

Bilayer 

Trilayer 

Ouadrilayer 

M'a!Jnelo'-oplic An1l-reflecllon Trllayer 

Ey 0 

·A 1-4-Absorber....:., A 

'4-Dielectrlc-1> 

\ . -4-Refleclor-1> 

Destruclive lnterfercnco 
;: - o x 

Hiah l\bsorpllon of -- -Record-Beam Energy ---- --

Construcllve lnlerlerence 
ry Enhanced 

lncre11sed Playback SNR 

If It If " p 5 
. r. reduced r, enhanced 

i; l i ( A i-~- M-0 
Layer 

J_ 
4n 

Tl Al) 

o• 
K 

0.27 

0.5 

0.75 

1.7 

GdTbFe, ..\ = 800 nm 
Ohta et al, Sharp (1983) 



PAr 

0> PAr • Aroon Pressure 

(JD) V1 • Taroet Voltooe 

§) V8 = Bias Voltage 
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Properties of Interest in T.M.O. Films 

Writing Storage Reading 

Tc, Tcomp' Ms He, Ms (20°C) µ * = n - ik (Temp.) 

·a (A), R(A) dHc, dMs {x, T) (a{A), R(A)] 

dHc) Ku> 21T M5 2 thickness 

dT Tcomp magnetostatic vs. 8f,8K,8F,0KR 
thickness wall energy a 

Tmax • specific heat corrosion 
grain structure 

therm. conductivity 
interference layers 

(film and substrate) 

spot diameter 

G. Bate 
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~. 

Domain Stability 

Demagnetizing Field (H0 ) 
Expancs Bits • • 

h + + + i + +It t t t t !:t t t ! + ~ + + + + + 
ll 

w~ 

Wall Field (Hw) 
Contracts Bits 

• S~aoillty Criterion: HeFF "' IH0 - Hwl < He 

0 
o Minimum Stable Domain: dmln "" -­

MHc 

+--

• 4wM1h 
H0 :;: -- • k 
- h+~d 

4 

Bit Diameter • d 

aw k H •--. 
W M5d 

( 
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DOMAIN STABILITY 

hr 

( Normalized Force ) (Wal I Surface) ( Demo?netizin9) (A pp lied) 
\ Area Tejsion ~1eld Fiild 

~E •( 1 ) :-.!!... +41rM 2 •J!.F(~)-2M H 
llr 27rrh r r h s 

FOR COERCIVE STABILITY: 

OR: 

6E •( I )>-2MH. 
llr 27rrh c 

(j 
(Small M, thin films) 

rm in = 2 M (H c- H ) 

.• ' 



Company 

MAXTOR 

SONY 

CANNON 

OLYMPUS/RICOH 

SHARP 

H-P 

VERBATIM 

Disk 
Diameter 

5.25 " 

5.25 " 

5.25 " 

5.25 " 

5.25 " 

5.25 " 

3.25 " 

TMO Drives 

Capacity 
(2 - sides) 

1 GB 
650 MB 

650 

512 

650 

650 

650 

64MB 
(1 - side) 

Access 
Time 

35 ms 

90 

80 

44 

67 

95 

30 

RPM 

2,200 

2,400 

3,000 

1,800 

2,400 

2,400 

2,400 

Data 
Rate 

,,-

10 Mb/sec. 

7.4 

9.1 

5.6 

7.4 

5.1 
5.6 

2.1 

G. Knight 



OPTICAL DRIVE TECHNOLOGY TRENDS: 

• G.E. has demonstrated an 8-track laser device 
• frequency - variable lasers are being developed for use with 

multiple-layer films 

• seek-time now < 20 ms. 
• rotational speed ___... 3,600 rpm 
• higher-level of electronic integration 

I 19951 data rate > 3MB/sec. 

access time < 15 msec on 3.5 " drives < 20 msec on 5.25 " drives 

capacity > 400 MB on 3.5 " disk > 2 GB on 5.25 " disk 

cost < $1/MB 
G.Bate 
Dec.1990 

. ..... -.... 
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)E TRANSACTIONS ON MAGNETICS. VOL. 2~. NO. Ci. NOVI. .JR 19M1) 

Data Storage in 2000-Trends in Data Storage 
Technologies 

MARK H. KRYDER 

MAGNETIC DISK DRIVE IN 2000 

Capacity: IO Gbytes 

-*Eight J.5-in disk!' 
125 000 bits/ in 

· .7000 tracks/in 
0. 7-Gbyte /side 
Zone Bit Recording 

-: 
•·: ~I • • l ~ ~-. / I '• 

• ·c. • • ;.'.. • '* • .. 

Mon- re tl\OV~\e. d\Sk 

Data Rate: 100 Mbytcs/s 

G Mhytcs / s-channcl 
at 5000 r /min 

• I head/ surface • 

MAGNE"rOOPTIC DISK DRIVE IN 2000 

Capacity: IO Gbytes 

, ~;\ One 3.5-in disk 
· . 115 500 bits/in 
/ _.0.33-µm spot 

1.5 bits/ transition 
63 500 tracks/in 

0.33-run track 
0.07-µm guard band 

5-(Jbytc /side 
Zone Bit Recording 

" ·, , '• .,, _...:, .... \ (', • p /I\ I• . .. ·- . . . . .. 
~~\f~le <bsk 

Data Rate: IOO Mbytes / s 

6 Mbytes / s-channel 
at 5000 r /min * 8 lasers/ head * 

I head/ surface 



ISSUES: 

-
-
---
-
-

Reversible vers~s ~rite-once or read-only 

Data rate, over~rite by magnetic field 
mod~lation - need fast erasibility 

Bit density limited by A and N.A. 

Magnetization determined by R.E. and T.M. 

Magneto-optic effects determined by T.M. 

/'-

Optical heads 
holographic 

integrated?, 
lerJ..ses 

short /\ lasers, 

CAV vs. CLV vs. banded CAV 

• Removability, vs. multiple disks/drive 

- Access time (head mass) 

- Continuous vs. sample servo 

- Multi-functional drives 

• Hierarchy of storage must be transparent to users 

- Media cost 

- Media life expectancy, reversibility 

• Media backward compatibility 
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TMO versus Conventional Magnetic Recording 

TMO: 

• much greater head-disk 
separation 

• no risk of head crashes 

• removable disks 

• tpi x 1 0 higher 

• lens can handle multiple 
signals 

• bits are passive until 
interrogated 

MAGNETIC RECORDING: 

• mature, established tech. 

• problems are known 

• standards established 

• small, light heads 
( - > faster access times) 

• multiple disks/ spindle 

• high data rates 

• direct overwrite 

• stable media 

G. Bate 
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FLEXIBLE OPTICAL DISK SYSTEMS 

Bernoulli Plate Motor Hub Microhead 

Static Disk 

Bernoulli Plate Motor Hub Microhead 

Spinning Disk 

- 130 tntv"\ 6'isk 

2. - cl\sks /car\-rio~) 1 GB 

40 ms. O.\ler~e_ OCC<2~ 1-\me 

1 · 5 Y\ B~\e. /sec do.fu. rCAk-e 

- ~ h'2.\~\\\-

• Ber(\O\k\l\ prinC.\ f>\e. Sfu\1\ l\'2.e~ 

a\&"' - \-\euo se"°'rvl-~ o"- . 

- No d~M.Mic. ~CJ.>SS\ ~ req/J'\rea 

- £Ma1l. > \\~W- ~e ,~~ het>..o, hi~"' "-LA. 

~ 

• \ WO d.; s\Cs. Cut\ b2 Sf°'"' I('\ Of'\€.. 

CO.rtr' cecf 



ICI DIGITAL PAPER 

1.6 µm 
track pitch 

Melinex!I· 
polyester 
film 
substrate 

Metallic reflector 

Protective overcoat I I Dye/Polymer layer 

--

• ?ET £u~\-roJ:e. , 25" -75 f'M. ~\cl<:. 
f700 

• I°, K. ctYJSOi 'o·, n~ > 0~€.. ?ah~Mer,~-:S0ntv\ 

• pre,j-orfYlalft; n~ o,\- ()o}o._ 5-- -t-rncks 

b~ €M bossil'l~ O~e - ~o\~Mer \a~er 

• wrik-in~ b':'.\ ra--,f-orf'l\in~ ii"\ 

o v,}- - ~ c \ ~r<\er \ o '::r:-. 1p CY\ ~ v\s 

• \ i ~e €.'f-~cTnncj '. 15 '-!:Jeo..rs 

• ce c:orO;o~ 1ole.. o,_\- 10 M \-\"'- \JS\C\~ 0... lOMW \o.se• 

• ID~ reel q\- ·\\u\_\'.- i"°"- -tn'()e... V)o\Gs 600 &B I\ 

[ cJ. M6.~f'lek1c.. tu..re 1..80 M~) 

.............. 



ICI 1012 OPTICAL TAPE 

0 

Laser Beam 

Metallic reflector 

Protective overcoat 

_.-.....,..,..._Dye/Polymer layer 

.___~-:::-:::::;:;---•~---+- 'Melinex~· polyester 
film substrate 

PRODUCT DESCRIPTION 

TAPE PARAMETERS 

Length 880m 
35mm 

0.075mm 
4500N/mm 

'Meliner' 'polyester film 

Width 
Thickness 
Elastic Modulus 
Substrate 

REEL PARAMETERS 

Reel I.D. 
ReelO.D. 
Flange Spacing 
Flange Thickness 
Reel Composition 

STORAGE AND OPERATING REQUIREMENTS 

Long Term Storage 

Optimum Temperature 
Maximum Temperature 
Minimum Temperature 
Maximum RH 

lBdegC 
65degC 
SdegC 

93% 

READ/WRITE CHARACTERISTICS 

Operating 

Optimum Temperature 
Maximum Temperature 
Minimum Temperature 
Maximum RH 

Lasers 
CNR 
Raw BER 

Power: 10 milliwatt Wavelength: 830nm 
55dB using 830nm laser at 7 Meters per second 
lxJO-s to lxJ0-6 

COMPATABILITY 

Creo 1003 Optical Tape Drive and equivalents 

,,-.. 

76mm 
·317mm 

37mm 
2mm 

Chemcor 

lBdtgC 
32degC 
16dtgC 
80% 
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METHODS OF STABILIZING TM 0 FILMS . i 

• nOOi tion . of 1-. ~ nt, % . of [!~}, Cr, AL 

• unOer <:oo.ti "~ o.od . OV~'f'coab "'3 eg. S\ 0-i. JAL NJ 
t peels 

• aOOi\-ic>'\ o} 80 o.t. 0fo Tb -to Si O~ · 

( '? = 1 o. 9 ) " [o;l/I~ -lQ/~ J 
9 0·1 ..... O·b K 

•• 
Chrolr\itA/W\ {absor ll>er-) 

f i "' Gnrn-et- : hi~" 9p ) lotJ He. > .L \(\.\. 

__.. Mel-ol : \ow et<' l "''\" " JI \\. -.J c. ) (/ \4., 
.. 

I 

_, 
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(A) 

('8) 

(C) 

(0) 

(E) 

(F) 

·1 t ! t t t t t t t 1 ! ! T 11: TA 

11. f fp~! T>Tcomp 

i Oemog Fields 

1 ft .. f t;<6't A Domain Wall is Created 
i t . . ( T > T comp ) 

ttt. . ~ TsTA 

l l l l l Domain Walls 

Second Pulse on the Written Domain 

< T> Tcomp> 
.De mag 

---:i>,..., _--_Fields · 

A Dom a in Wall is Created ( T >Teo mp) 

( G) . t t t. +t t 
++ + ++. 

The Two Domain Walls Annihilate 

by Wal I .M~ti.on ( T > Tcomp) 

(H) :tttttttftt!t1 The Domain has been Erased ( T= TA) 

HPS 



(OEM) 

2.0 

1.5 

1.0 

0.5 

WORLDWIDE REVENUE 
ALL OPTICAL DRIVES 

WRITE-ONCE 

CD-ROM 

Units (M) 

2.5 

2.0 

1.5 

1.0 

0.5 

WORLDWIDE SHIPMENTS 
ALL OPTICAL DRIVES 

. ,_... 

v~ 
~ 

~o 
~ 

~~ 
.,/ 

CD-ROM 

ol , , , , , 1 o...._~--~--~---~--~--~~ 

1989 1990 1991 1992 1993 1994 1995 1989 1990 1991 1992 1993 1994 1995 

c __ _ ., 
l.~- '"I"\.-
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• Overview 

• New Features 

( 

Storage Architecture 

e Evolution 

:: 

e Optimizing Data Transfers 

e Disk Arrays 

• Disk Buffers and Caches 
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O Overview 

O New Features 
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Storage Architecture 

e Evolution 

o Optimizing Data Transfers 

O Disk Arrays 

l 
( O Disk Buffers and Caches 
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Storage Architecture (1975) 

Host Bridge Host 
- Bus Controller Computer 

Adapter 

Controller and 
Device I Channel Adapter 

Control Unit 

Host Bus 1/0 Channel Device Interface 

PDP-11 Q-BUS MASS BUS SMD 

iSBC Multibus SASI ST-506 

..... : 
(/) . 
...... 
...... : 



( 
\ 

l 

,, 
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1 
( 

Storage Architecture (1980) 

Host 
Computer 

LS 1-i i 

iSBC 

IBMPC 

IBM PS/2 

Single Board Controller 

Host Bus 

Q-Bus 

Multibus 

PC BUS 

Host 
Bus 

Adapter 

Micro Channel 

Bridge 

Controller 

Device Interface 

SMD 

ST-506 

ST-506 

ESDI 

..... 
(/) 
...... 
...... 



<j I Storage Architecture (1985) 

~' 

L 
( 
' 
I 

I 
\ 

I 

I 

I 

Host 
Computer 

FC 

PS/2 

Sun 

Vax 

IBM 

Host 
Bus 

Adapter 

Host Bus 

PC-AT Bus 

Micro Channel 

VME bus 

Bl bus 

4300 

I 

Embedded 

·· Controller 

1/0 Channel 

SCSI 

SCSI 

SCSI 

SCSI 

370 oemi 

I Pl-3 
HPPI 

...... 
CJ) . 
..... 
..... : 
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Storage Architecture (1990) 

Embedded 
Host - I Embedded Host Bus 

Computer I Controller 
~ . Adapter 

Host Bus 

• Put the HBA and controller on the Disk Drive 

• Lower cost, higher reliability 

• Most popular System Bus is IBM PC-AT (ISA) bus 

• Motherboard manufacturers now including IDE connector 
with signals and power for attachment 

( 

...... ~ 
(/). 
...... , 

...... : 
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ST-506~ 
.. ESDI / 

SMD-E 

Are Device Level Interfaces Dead ? 
' . 

...... ~ 
Cl). 
..... 
..... : 

., 

Existing storage architectures require DLI drives for expansion 

( 
Most vendors continue to sell DLI drives 

Customers not designing DLI drives into new systems 

Primary emphasis away from DLI drives 

1 
~ 
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• Overview 

O New Features 

Storage Architecture 

O Evolution 

o Optimizing Data Transfers 

O Disk Arrays 

1 
l 0 Disk Buffers and Caches 
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' 
SCSI Vocabulary 

I 

Initiator - Host, Host OMA channel, HBA ..... ~ 

Cf) . 
..... 
..... : 

Target • Controller/Control Unit and Device 

COB - Command Descriptor Block 

( LUN - Logical Unit Number 

LBA Logical Block Address 

HBA Host Bus Adapter 

1 
~ 
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SCSI People 

Andy Hospodor 
llST Santa Clara Univ 

John Lohmeyer 

SCSl-2 Chairman 

SCSI Bulletin Board 

Download the latest spec 

(408) 554-6853 

(316) 636-8703 

(316) 636-8700 

1--: 
(/)' 
..... 
..... : 

'---- __,/ 



L_, SCSI Phases 

SCSI Control Lines 

SEL BSY C/D I/ 0 MSG ~ ..... ~ 
Cl)~ 

Bus Free 0 0 0 0 0 -... i 

-...: 

Select • • 0 0 0 

Command 0 • • 0 0 

Data In (Read from Disk} 0 • 0 • 0 
i I Out (Write to Disk) 0 • 0 0 0 I • l 

l I Status 0 • • • 0 
1 

Message 0 • • • • 

( 



l. i . • 

·'' 

( 

1 

1 

SCSI Phases 

2 3 4 
I 
I 

I I I I 

Reading Data fr<;>m Disk 

---1 ii ----! --1 I 
I I 

/REQ 

I I 
I I 
I I 

/ACK I I I __ I 
IDB O • 7 ( Data Valid ) ( _llata Valid ) 

1 2 3 4 
I 
I 

I I I I 

Writing Data to Disk 

-I! Ii L I 
I I 

/REQ 

/ACK 

I 
I 
I 

I I I I 
ID B 0- 7 { Da~; ~.~;.;-; ( Data Valid . ~ 

c 
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).. I SCSI Req-Ack Ha11dshake 

( 

...... ~ 
Cl)~ 

1. Target Requests a Transfer I 

..... I 
I ..... : 

c 

" 

2. Initiator Acknowledges Transfer 

~ I 3. Target Removes /REQ 

4. Initiator Removes /ACK 

1 
\__ 
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What Made SCSI 

take off 

1. Industry moved away from ST-506. Customers 
wanted data separators on the disk drives, leading 
to integration of the Read/Write Channel. 

2. Microprocessor technology allowed a logical 
interface, error correction, and defect mgt. 

3. Custom VLSI technology allowed electronics to 
fit on the disk drive. Controller, Servo, and 
Motor speed electronics integrated in 3-5 ICs. 

4. Embedded controllers allow a generic interface 
to the host, while provided an optimal disk 
interface. 
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Hey, What About 

IPI ? 

IPl-2 is a device level interface 

IPl-3 is an 1/0 channel or system level interface 

Currently two domestic manufacturers shipping 
IPl-2 products. Only one IPl-3 product shipping 

Many manufacturers announcing IPI versions of 
new products 

Chip sets are sole sourced and priced prohibitively 

"If it doesn't look like a washing machine ... 

and doesn't run on 220 volts ... 

then it isn't a high performance solution" 
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Standard Expected :1990 

1. New Mandatory Commands 

Separate command sets for: Disk, Tape, WORM, CD-ROM 

2. New Messages 

3. Command Queuing 

4. Faster Data Transfer Rates 

1 
(_ I 

~ 
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C/)i 
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1 1 SCSI Command Descriptor Block 

.. 

( 
' 
i 

6 Byte Command 10 Byte Command 
, 

OPCODE OPCODE 

LUN LBA LUN resrv 

LBA LBA 

LBA LBA 

XFER len LBA 

Control LBA 

reserved 

XFER len 

XFER len 

Control 

OPCODE - operation to be performed 

LUN - Logical Unit Number 
:0 for embedded SCSI drives 

LBA - Logical Block Address 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

XFER len - Number of blocks to be transferred 
\ 

c: ..... ;:; ... 

Cl){ 
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I I SCSI Command Descriptor Block 
Examples 

·" 

( 

I 
\ 

I 

6 Byte Command 1 O Byte Command 

08 2A 0 

LUN 1 4 LUN resrv 1 

C3 01 2 

63 23 3 

0 1 45 4 

Control 6F 5 

reserved 6 

Read one block 80 7 
starting at block 14C363 

00 8 

Control 9 

Write SOOOh blocks 
starting at block 0123456F 

Ten Byte commands address larger devices and offer 
longer transfer counts, making them more suitable for 
backup operations. 

( 

1--< • 
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Mandatory Messages 

( 

..... ~ 
Cl)~ 

SCSI (1986) SCSl-2 (1990) ' -...i 
' -...: 

c 

Command Complete Abort 

Bus Device Reset 

Command Complete 

Identify 

Initiator Detected Error 

Message Parity Error 

Message Reject 

No Operation 



; Mandatory Commands 

( 

...... ~ 
SCSI (1986) SCSl-2 (1990) , 

Cl)~ 
I 

..._ 1 
I 

Test Unit Ready Inquiry 
I --= 

c 

Test Unit Ready 

Request Sense 
Send Diagnostic 

Format Request Sense 

( I 
. I Read· 

Format 
I 

I I Read 
I 

Write 
Write 

Reserve 

Release 

1 
( 



l. 
( Command Queuing 

1L Untagged queuing allows single commands from 
multiple Initiators to be queued 

,, 2L Tagged queuing allows multiple commands from 

( 

1 
\. 

one or more initiators to be queued. Each command has 

an associated Queue Tag 

a. Commands with Ordered Queue Tags must be 
executed in the order received. (FIFO) 

b. Commands with Head of Queue Tags are placed 

first in queue, to be executed next. (LIFO) 

c. Commands with Simple Tags are executed in 

an order determined by the target. 

Advantage: 

Dis ad vantage: 

Seek Optimization 

Indefinite Postponement 

( 

...... ~ 
Cf) 4 

• 
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2. 
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3. 

4. 
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Data Tran sf er Rates 

Asynchronous SCSI 2.0 MBytes/s 

Synchronous SCSI 5.0 MBytes/~ 

Fast SCSl-2 * 10.0 MBytes/~ 

Wide SCSl-2 * 40.0 MBytes/~ 

Requires Differential Drivers on SCSI cable 

Maximum data transfer rate also limited by: 

Noise 

Cable lmpendance 

Termination 

1--: 
(/)' 
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1. New SCSl-2 
I 
\ 

· Mode Select Pages 

• Caching Page 

• Notch and Partition Page 

( 

• Read/Write Error Recovery Page 

• Verify Error Recovery Page 

l 

...... 
(I) 
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SCSl-2 

Reconfigurability 

• Medical Imaging System 

• Database system search/sort/query 

• Workstation used for LC. layout 

• Verify Error Recovery Page 

pplication software can use Mode Select to 

ptimize caching strategy for specific job. 

...... 
(/) 
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....._ 
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SCSl-2 
. ~ 

O Overview 

O New Features 

( 

Storage Architecture 

O Evolution 

e Optimizing Data Transfers 

O Disk Arrays 

1 
I. o Disk Buffers and Caches 
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l I Data Transfer Rates 

/R8Q 

/AQK 

( 
r 

~ /REla 

/ACK 

1 /A 

( 

Comparison of SCSI and SCSl-2 

I--- offset~ 
=7 

Asynchronous SCSI 

Synchronous SCSI 

--+f I--- 500 ns 

--+f I--- 200 ns 

Fast Synchronous SCSl-2 

I--- offset~ 
:15 

--+f r.--100 ns 

a: 
1-- ~ 

... 
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210 

Thread Management and 

Data Path Management 

MBytes/second 

~ L•11111111111111111111111 1111111111111111111111111 II I I II I I II I I I I I II I I I I I I I I I I I I I 1 I I I I I I I I II I I I I II I 

CD 
o_ 

\ i 
Data Transfer Idle 

510 M Bytes/second I I ,..... . 1111111111 

I 

"'1 i---1 

Shorter periods of high activity with longer idle periods 

Why not relinquish the bus during these idle periods ? 

1. Target must send disconnect message to initiator 200 

2. lniatiator must send ID message to Target 20C 

3. Target must reconnect 101 

4. Initiator must restore pointers & resume 30C 

,..,eed 800 microseconds between blocks to use disconnect/reconnect 

I 

...... ~ 
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Efficient 
Thread Management and 

Data Path Management 

Data Transfer Idle 

5.C MBytes/second I ,. 

~:::::: :: :: : : : : : : : :: : : : : : : : :: : :: : : : : ::-\--------------7 ~: :: :: ::: ':::::::: ::: : : : : : : : :: : : : : : : : :~ 
2 3 4 

\. 

1 
Disconnect Reconnect 

Large data transfers may be packed together, allowing efficient disconnect 
reconnect. In this example 4 blocks are transferred during each burst, then 
the SCSI bus is relinquished. 

A winchester disk with 1 block = 512 bytes, and 32 blocks/track, 3600 rpm 

Each block would take 16.67/32 = 520 microseconds to read from disk 

A group of 4 blocks would take 2080 microseconds to read from disk 
and would take 409 microseconds to burst over SCSI 

Leaving about 1500 microseconds to disconnect/reconnect 

'c: 
a: 
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Notched Recording 

I. D. 
Inner Track 

I I I I I I I I I I I I I I I I I I I I I I I I I I I I I 
28 Sectors per Track 

3600 RPM, 7.5 Mb/s 

O.D. 
Outer Track 

lllllllllllllllllllllllllllllllllllll 
36 Sectors per Track 

3600 RPM, 9.6 Mb/s 

c 
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SCSl-2 

o Overview 

O New Features 

Storage Architecture 

O Evolution 

o Optimizing Data Transfers 

e Disk Arrays 

o Disk Buffers and Caches 
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Striped Disks 

Host Oisk ... Host ~ Embedded 

) Bus · 
Computer Adapter Controller l Drive 

_ ~ost - Embedded V us . 
Ad t · · Controller aper 

Host 
Bus 

Adapter 

Host 
Bus 

Adapter 

Embedded 

Controller 

Embedded 

Controller 

l"'\:,.1, \ 

• Increases Throughput performance 

e Files are broken up and spread out 

e Least reliable way to store data 
may be implemented with mirroring 
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SCSl-2 

o Overview 

O New Features 

( 

Storage Architecture 

o Evolution 

o Optimizing Data Transfers 

O Disk Arrays 

• Disk Buffers and Caches 
·.1 

I 
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~ 

Cl)~ 

-- f ( --:I 
<I 



l 
Where Should the Cache go ? 

,1 

1. On the Disk Read/Write channel 

2. On the Disk Controller 

( 

3. On the Host Bus Adapter 

4. In Main Memory 

c 
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Semiconductor Memory 

On Disk Drives 

e Minimum RAM data buffer - commodity drives 

e Caching RAM data buffer - high end drives 

e All RAM data buffer, no disk - Solid State Disk 

1. How much buff er does your system require ? 

2. Buffer Size versus Performance 

0: 

....... ~ 

(/)i ..... (/. 

c 
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Disk Drive Buffer Sizes 

2k 
SRAM 

SK 
SAAM 

16K 
DRAM 

32K 
SAAM 

64K 
DRAM 

1 M 

DRAM 

1981 1983 1985 1987 1989 1991 

Low end: 2k-8K Static Ram Buffers 

High end: 1 Mx9 DRAM SIP array caching buffer 

Q 
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(/) c 
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Cache Performance 

The access time equation: 

t --access overhead 
+t +t +t 

seek rot_latency transfer 

n the ideal case: 

= t + t + 
cache_overhead 

t 
overhead transfer access 

Let p(h) = probability of a cache hit 
p(m) = 1 - p(h) 

t +t +t +t 
seek rot_latency transfer 

--ccess overhead 

+ p(h) [t - t - t ] 
cache_overhead seek rot_latency 

Design question: 
What is the minimum p(h) required to break even ? 
or How much Cache Overhead can be tolerated ? 

l 
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J 
( . Tuning a Cache Buffer 

Cache Mode Select Page 
l 

1--! 
Cl), 

I ...._: 
Enabling Fast Write where appropriate 

I --= 
:; c 

Minimum prefetch length 

Maximum prefetch length 

Disconnect-Reconnect Page 

Buffer Full/Empty Ratios 

Disconnect/Connect time limits 

Maximum length of data bursts 

:: 

Application software has the ability to control: 

What data goes into the cache 

How and when the data comes out of the cache 

'· 
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redictions 

990 - 2000 

11 5.25" read/write channels will expand to envelope 
CSI synchronous data rate (5.0 MByte/sec) 

21 Hardwired decoding of SCSI commands on chip sets 

dl Cache buffers using 1 Mbx9 and 4Mbx9 DRAM arrays 

41 Integration of SSD & Mag Disk = Mixed media devices 

5 

6 

7 

Multiple head/slider - Paired Read/Write channels 

Disk arrays - for those who can afford them 

Key performance issue: Rotational Latency 
Higher Rotation Rates (4800, 5400 RPM) 

( 
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I 
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Trends in Data Storage 

TABLE OF CONTENTS 

* ADVANCES IN EXISTING TECHNOLOGIES 

* PROBLEMS WITH OPTICAL RECORDING 

• magnetic recording resurgent 

* TRENDS IN OPTICAL RECORDING 

• integrated heads 

• short-wavelength lasers 

• high Kerr-rotation media 

• multi-layer films 

* OPTICAL AND MAGNETIC RECORDING DENSITY LIMITS 

* COMPETITION FROM SEMICONDUCTORS 

* STORAGE HIERARCHY IN 2001 

* COMPUTER MEMORY EVOLUTION 

* BIOLOGICAL STORAGE 



Sllfl Re111ovable Storage Devices In The Workstation Environment 
fllfC f 0~1y'.;l1 'IHS 

STORAGE lITERARCllY - CURRENT ARCHITECTURES 

ns 

1/0 Cache ----
SSD 

Disks 

Library 

Offllne Storage . 

10ns 

100ns 

100ns 

~--~ 

Online 

10ms 

10 s 
~-----' 

Constraint: Storage Technology 

---------------============================ I I S T ==========-___,. 
A Un.,.nbrvf 'tKln 



2000 

1500 

1000 

500 

CAPACITY SHIPMENT SUMMARY 
Worldwide Shipments in Terabytes 
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Cart- Disk <30 
ridge Pack 

30-
60 

so- 100- 300- 500- >1000 
ioo soo 500 1000 

Drive Ca D a city ( M B ) 

- 1988 D 1990 p:y::H 1992 

1989 DISK/TREND REPORT 
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Secondary Storage Market Growth Estimates On OEM $) 

Opt. Aufoch1ng•re 

Aewrttabl• 

WORM 
CO ROM 

Mini cart 

114° C1rtrldg1 

~ktHcalSC•n 

112" CART• >1.5 MBS 

112• CART• <1.5 MBS 

1600 Tape 

Tradltlonal 6250 

l ow-<:oat 6250 

1988 
Growth 

_j 

/ 
/ 

/ 
/ / 

/ / 
/ / 

/ / 
/ / / 

/ / 
// /,,,..., 

/ / 

,.-

/ 

/ / / -­
/ / -­

/ / -- -­
/ -- -­---- ----- ---- -- ---- ------ ----------

-- ·----- -- ------ --- - ·-

--- - - --- -- - -- - -- -

Optlcal 

Autoch1ngera 

Rewrltabl• 

WORM 

CO ROM 

Mlnlcart 

114" Cartridge 

OAT 

8MM 

1/2° CART• >1.5 MBS 

1/2" CART• <1.5 MBS 

1600 T1~ 
Traditional 6250 

l ow--O>et 62fK> 

1993 

• Dominated by 3480 cartrldgea 

Optical Autochangers 

Rewritable 

WORM 

CD-ROM 

Mini-cartridge 

114 • Cartridge 

DAT 

8 MM 

112· CART* >1.5 MBS 

112·. CART* <1.5 MBS 

1600 Tape 

Trad. 6250 Tape 

Low-Cost 6250 Ta~e 

TOTAL 

$M $M 
1988 1993 

43 851 

9 1200 

145 437 

42 404 

153 383 

333 348 

2 351 

18 120 

407 786 

156 . 545 

219 37 

358 31 

222 143 

2171 5942 
Sourcea 198711988 FrMman Report• 

1987 Dtek/Trend 
1987 BIS Maclntolh 

11 ST 
. - . .. - ---

CAGF 
82% 

166% 

25" 

57% 

8% 

1% 

181% 

46" 

14% 

28% 

-30% 

-39% 

-8% 

22% 



Indi,tstry Str11ct1tre: 

LIMITED VERTICAL INTEGRATION ... still 
COMPONENT VENDORS OWN CRITICAL TECHNOLOGIES 

DRIVE MANUFACTURERS 

Today: Consolidation I Partnerships 

Non-Captive -- boxes 

Captive -- storage systems 

TRENDS: R&D . . . U.S.A. 

MANUFACTURING ... OFF-SHORE 

HEADS & MEDIA ... JAPAN 

'------------------============== I I S T =========----
A.S. HOAGLAND 
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OEM Price per Megabyte 
PRICE ($/MB) 

101 -~~ 

~~~ 

1 1-

0.1 I 1---'--'--I --L--_ _.___,.___-t-_ _.__-1.-_i.__--1-_ _i__-' 

1982 1986 1990 

YEARS 
1994 

Ma>(tor 

'----------------=========================== I I S T ==========----' 
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State of tfie Ylrt: 

Disk OXIDE to THIN FILM (startups) 
5.25" to 3.5" (Apple) 
OPEN LOOP to SERVO 
DEDICATED to IMBEDDED 
ST506 to SCSI 
MTBF 5,000 - 10,000 hrs. to 50,000 hrs. 

TaQe LONGITUDINAL to ROTARY 

Ontical TALK to DELIVERIES 

Example of change: 5.25" disk 5 MB to 1.2 GB 
85 ms to 
5 M Bits/sec. to 

$20-30/MB to 

11 msec. 
2+ MBytes/sec. 
$2-3/MB 

\ 

'-----------------======== 11 S T ==---" 

A.S. HOAGLAND 
IBM 618/89 



'Ieclino{ogy flJynamics: 

MAINSTREAM 
Thin Film Disk (startups) 
MIG heads (Japan) 

UNDERWAY 
Glass Disk 
ZBR 
Rotary Drive 
2.5" Hard Disk 
2" Drive 
Optical Servoi ng 
MR Head 
Horizontal Head 
MET 

Disk Arrays 

. . . Areal (NSG) 

. . . lmprimis 

... Exabyte 

. . . Prairetek 
... Sony 
. . . lnsite 
... PCI 
. . . Leti 
. . . Japan, Inc 

. . . Everyone ! ! 

'------------------==== 11 ST=~ 
A.S. HOAGLAND 

IBM 6/8/89 
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Sony Co1·porate Research Labs 
Tnstitnle for Information Storage Technology 

Workshop V October 11-14, 1989 
Presented by Senri Miyaoka 

YEARLY ADVANCE of RECORDING DENSITY 
10 9 

J 
I 

10 8 
f 

I 
IO 7 

I 
I 

JO 6 

METALLIC Ml~IA 
Co- yFe2 0 3 

yFe2 0 3 

8mm 
' 

VllS-111 

WINCllESTER 
0 TRACKING 

SERVO 

DAT 

5 
I I I I 10 l I Ta 

a HOD 
• VTR 

10 4 l I 

103 '--~-"'-~~-'---~---~__.~---'---~'-------~--~ 
1950 1960 1970 1980 1990 

YEAR 



Drum Diameter 

Wrap Angle 

Track Width 

Gap Depth 

Head Tape Speed 
(ips) 

FCJ 

Azimuth Angle 

Tape Speed 
(ips) 

*Hi8 

*Exabyte 

HELICAL SCAN RECORDING 

8mm 

40mm 

221° 

25 micron 

.15 micron 

148 

77 ,000* 

+1Qo 

.56 

103,800 

54,000 

4mm 

30mm 

90° 

20 micron 

15 micron 

124 

76,200 

±20° 

.32 

VHS (1/2") 

62mm 

180° 

32 micron 

30 micron 

230 

41,700 

±60 

1.31 

._----------===== 11 ST===-~ 
A. Hoagland 3190 



1.l an 

~PACITY INCREASE . 
(DC-600 CARTRIDGE) 

CAPACITY (MD) 

400 

JOO 

200 

100 ..-- . 
./ 

QIC-24 ~IC-24 
0 I ~-24 

I I 

1981 82 83 04 85 86 87 88 89 90 

'---------------============================ I I S T ====--__.,, 



REMOVABLE HARD DISK DRIVES 

Evolution of Technology and Capacity Examples 

Drive Capacity/Pack #of disks TPI BPI 

IBM 1131 1.024 MB 1 100 1100 

Burroughs 9480 4.68 MB 1 100 4400 

Ampex DM-442 3.125 MB 1 200 2200 

IB1v13340 34.9 MB 2 300 5636 

en Di20 lOMB 1 500 4750 

CDC Lark 8.35 MB 1 237 10161 

D1v1A 6.75 l\1B 1 454 8617 

SQ306 6.38 MB 1 435 12000 

SQ312 12.76 !Y1B 1 741 12608 

SQ555 54.78 !vfB 1 1086 23642 

FK "'i9!90 .), ' 

-----------=====I I S T===---' 
A. Hoagland 3190 



Heads & Media -- Long Term 

As Track Density Limits Get More Intensive Focus 

• Will require "pre-formatted" substrates (a la optical disk) 

• Disks in turn will depend upon multi-element transducers 

To servo during read and write 
To separately optimize read and write elements 
To permit erase option to improve overwrite 

• Will accelerate move to thin film head devices 

----------~------================================ I I S T ========~ 
A ~ Hn:1nl:1nrl ~/QO 



Technology for the Mid and Late 1990's 

Media: Sputtered Thin Co-Alloy Films 
Glass Substrates 
Possibly With Discrete Tracks 

~leads: Integrated Magnetoresistive 
(MR) Read, Inductive Write Heads 

Source: Applied Magnetics Corp. 

______ _:__ _____ -================================ I I S T =====~ 
A C:::. 1-ln!llnbrvt •uon 



• The User 

:-- Lowest cost/bit 
- Read/Write and nonvolatile 
- Competitive marketplace-large choice 

of product offerings 

• The Manufacturer 

- Mufti-bi II ion do liar industry 
- Established production processes 
- Demand for capacity increases faster 

R&D 

than storage density from technological 
progress-growing market 

- Are a I density st i 11 far from u It i mate I i m it~ 
- Fairly well understood phenomenon 
- Reversible process-inherently stable 

-----------=====I I S T===-_.,, 
A. Hoagland 3/90 
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Vertical Recording 
Is History Passing It By? 

• Need high readback resolution to leverage very narrow transition 

• Thus potential depends on very small separation 

Best opportunity is then flexible disk 
(ultimately could involve pole type write head) 

m Major alternative is magneto-optical 
i.e., high density and removability with no contact 

• Vertical recording now seen as only evolutionary extension 
-- are still far from limits on conventional magnetic recording· 

---------:-------=========================== I I S T =========-=--.../ 
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Magnetic Disk Storage Density 

Areal Density (Bits/in 2) 

(factor of 5 every 5 years) 

Currently greatest 
rate of progress is 
with 5 1 /4 drives 

• 
e RAMAC 

~ 
0 

a 
•• l ,. . .. ~1,. ~. ' ' •. : • 

: ... 1 .: •• • • 

.. ·. .. . ,· .. r:.~·· .. : ; f ••• Optical recording 

• • t 

densities ~ o 
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Winchester technology 

O 5 1 /4 announcements 
0 IBM Gigabit 

demonstration 
8 IBM disk 

products (high end) 

1960 1965 1970 1975 1980 
YEAR 

1985 1990 1995 
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Gigabit Demonstration 
Btt Cell Stze 

3380K 

• Scaled MR Head 

• Low Noise Film Disk 

• Laboratory Demonstration 

! 10-l 

Giooblt !*no ! 1 o-• 
i 

10-1 

Error Rote 

-1 0 1 2 .3 
Off-frock Posftton (µm) 

1.~ ~-10.1-..1---
-----~-

3t Wbffjln2 

~~ 
0.21~ 
0.1,..,,. 

1180 Mbttf1n2 
158 Kbpi 
7.470 tpl 
0.0.4 µm flying height 
0.2 µrn head gap 

'-~~~~~~~~========I/ST====~ 
A. Hoa~1ar.c :;;go 



I I ST WORKSllOP V PRODUCT PROJECTIONS 
first customer shipments: 'Ith Quarter 1991 or sooner 

PIVWl HRS Ill (Ill "' nu s ltlGI [ s lllGI f IX' llf/\I IX' 11[/\I. Ill CJ\rl\C. II I rrnr Cl\RT TAPE CMT Tfd'E CMT Tl\P£ 11£LICN. IU ICl\l SEHl-
5.zs· lllSIC JS lllSK JS OISI< 'iUl-3.5" 5.7~1" ll!A'i. l.'i" IHJ\..<i. II.OPPY fllX'l'Y t/1r LOW 1/4" HID 112· SCM..tllf1 SCl\N-lll\T COtUJCTm 

• ••••••••11!1-=••s:c:e a;:.:,.._..._••• s:Ai•c>J11::1•••-"-••11:• ~0:::2o::ra•:.:. -~ •r~• .. eoi::: '--""' ""~'::z e•e "-"""-"'-'- :•. "''" ~ ::c:::"'" ::-:c....: ,...:..:~,c =:. c::n11r~1111;r.e..,«"-CC•D•~11;1:::=:all:f•t:::•••cs:a11:•a-=-•a=- .. -••.,•••••• e••--=-=••-••••-•••••c••••••ie .. •••-=-•-•-•SO;••-••• 
Areal 7. 
Oem lty ft>/ In lfiO 160 160 ,_ 75 51l0 500 '10-'15 70- IOO 6. 7. 12.fl I. 4 75 114 30-000 
-------------1-----------1-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------

DPI x 000 65 65 65 50 31.8 31.0 N/S '10 52 00 38 57 61 5.5 - 20 
--------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------

1PI 2500 2500 2500 >0 1500 I0.7. lfl.2 tl/S J.6-2.11 .17. .16 .036 16'10 1870 5.5 - 28 
-------------1-----------1-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------
On-l lne 
Capaclty-Kl:F 7.400 17.00 160 40• /'iO 200 '10 100-160 1350 2000 480 5000 1300 4 - 12 
-------------1-----------1-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------
Average 
Seek Tlne-1115 10 17. 15-17 20 2!i 22.5 50 15-20 37500 43000 H/S 40000 20000 .1 - .2 
-------------1-----------1-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------
Avcrage 
latenc:y-llS 5.6 5.6 8.3 9 •/- 2 '12.5 12.5 30 8.3-10 
-------------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------1-----------1-----------l-----------l-----------
Transfer 
Rate m/s 6.0 3.0 2.5-3.0 2.0 1.211 0.83 0.4 1.25-2.0 1.5 3.0 6.0 0.5 0.183 4 - 32 
-------------1-----------1-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l------·----l-----------l-----------l-----------l-----------
(apacityf 3 
Volllll!-tll/ln 15 30 9 4 57 93 24 40 100 280 46 1400 540 6.7 - 20 
-------------1-----------1-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------
HIBF - Ktn-s 

7'.0 2!j(l 100 JOO i'O ?U HIS 60 50 50 N/S 30 10 Very high 
•:;s;.,,.'llfa•••cco=-•= '.:=z=~::.. =--"~=== l•ru:::.;se~=s=:.ol =;;..1:cc::20:::::;:.=~ I ~:::.,...:;:c::..;;;:;;;.c.= Ir:;.;:;::,_ __ ,,~.:,_,:..::....::.;:; I :...o;:;o::.:....:=.:=c:i:=:u=-: I c:o=•o:::::..:::.:z•=-= l••=:aa:c.=ll:ll-• I••-•=~•-• la-•-----•l ••••=..:11•-••l•-••••••-t-•••••••-I-•-•-••• 
OfH ~It 
Drive Cost-S 3000 1500 300 200 lfiOO fiOO 125 300-500 550 65(1 20000 2300 800 256 - 800** 
-------------l----·------1-----------1-----------1-----------1---- -··---l-----------l-----------l-----------l-----------l-----------l-----------l-----------1-----------l-----------
OIH Drive 
Cost/ttl--S/tll 1.:15 1.25 2.00 4 - 5 2. ll 3.00 6.25 3 - 4 0.41 0.21.. 42 0.46 0.62 64 - 7.00 
-------------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l-7---------l------··----1-----------1-----------1-----------1-----------
tbtla ~It 
Cost-S (E.11.) -- -- -- -- 90 25 IO 40 - 60 25 3~, 7.0 8.0 0.0 
-------------l-----------l-----------l-----------l-----:-----i-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------1-----------1-----------
HOOla Cost S * 0.062 
tier HI (£.II.) -- -- -- -- * O.Oti 0.125 0.25 O.J!i-0.4 0.010 0.0'8 0.015 O.CJOI& 0.0061 --
-------------1-----------1-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------l------··----l-----------l-----------l-----------I-----------
ruwer {11.tlts) <• 1.5 <:_., 1.0 

•~••••••~•=•cf~•z••••••••f•••••••--••l•sa•••=•~~:1=~2 •m=:•=cs~t~m•~~1 ~=••==l~n~==••••aale••---•--•l••--•••••••l••--•--•--•l•--•--.,...••l•--•--•--••f•--•--•----1--•--•--•--1--•--•-----
((0f1Ulls FS fOrlll l.625• fonn 1.625" fonn 2.5" sh11Jle Cap.:icily Is for I side. 3.5" 3.5" QIC 1350 3'100 lJWt conflg-

factor. factor. factor. disk. Dernoolll, ured as a 

8 disks. 8 dish. 
1f nrdla & 1f nolla & 1f 11Blia & Tr 11Blla, 

• for 2 shied nulla 
2 disks. disk drive, 

fbn-remvble. 

heads. llCdds. heads. HIG hcacls. ..Sub-ass 'y 

;.;,1;~~-;;.;~,-~~i;;-i~-;J,11;;~;;.;-\;~:-------1-----------l-----------l-----------l-----------l-----------l-----------l-----------l-----------1-----------l-----------l-----------
Oi-11ne capacity: U· unfon1etted, f• fonnattcd 
N/S - Hot specified, -- •Hot awroprlate 
!\."Illa pricing at end user. levels 



ULTIMATE LIMITS 

• Magnetic Recording 
-- Minimum Domain Size 
-- Medium Signal to Noise Ratio 

• Spacing Dominant Parameter 

• Optics 
-- Limits due to Wavelength of Light 

.....__ _____ ___;_ _____ --=========================== I I S T =========------
A S Hoaoland ~,qo 



C.;;c,!'NOLOGY LIMITS ) 

MANUFACTURING PROCESSES KEY 

• Medium quality 
• Head medium interface 

PRODUCT SIGNIFICANCE 

• Capacity demand 
40°/o CGR 

a Technological progress 
26°/o CGR 

---~~~~~~~--"--~~~~~~-==========================llS T=========-~ 
A.S .Hoaaland 3/90 
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Mass storag~ 

Increase in storage density ~--1 

t I 
,----.-Decreasing cost/bit 

t 
New applications 

t 
Growtl1 of marl<ef 

t 
L-----Economies of scale 

Increase in Ra D 

I 
I 
I 
I 
I 
I 
I 
I 
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Alternative Storage Technologies 

GEOFFREY BATE 

INSTITUTE for INFORMATION STORAGE TECHNOLOGY 

Santa Clara Univilrsity 

CEI, September 1991 

High-Performance Data Storage Systems 

• 50% of the total system cost is in the storage system 
• Bank of America, San Francisco, (4 large computers, IBM 3090) 

• 1 GB of main storage 

• 1 GB of extended storage 
• 416 MB of solid-state disk 

• 96 MB of disk cache (within controller) 

• 750 GB of magnetic disk 

• 2000 x 200 MB tape cartridges/day 

• 24 hour operation: 12 hour on-line; 12 hour batch 

• 20 - 30% growth in capacity 

• cost/MB and MB/cu.ft. are key metrics 

A. Katz 

1 CEl-EUAOPfj~~ER ---~--------



Problems with Optical Recording 

Present • long-term corrosion resistance, archival storage 
• overwrite data rate 
• access time 
• standards 
• writing by thermal effects rather than photon effects 

Future • high-power, 50 - 100 mw long-life, cheap laser-diodes 
• laser diodes emitting in blue (only gain factor of 2) 
• multi-layer films 

'----------------===================== 11 S T =========----' 
G. BATE 5/90 



Semiconductor Lasers 

ULTRAVIOLET-! vtSIBLE INFRARED 

Pbx Sni-x Te . 

PbS 1-xSex 40-160K 
In AsxSb 1-x-- · 

Pbx Sn1 -x Se l 
CdxHg1-xTe . 

-- --- · Cdx Pbi-x S · 
GOx In1-xASyP1-y 

Ga Asx Sb1-x. 
In Asx P1-x ,..._ ___ _ 

(ARxGai-x )yin 1-y As 
A.ix Go1-xAS,........ 
GaAs1_xPx -

Inx Ga 1-xAS ---+-------i 
• l(AQx Ga1-x) yin 1-yP-

Cd SxSe1-x -
CdxZn1-xS t---t 

300K /• 

" 
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TMO Drives : Trends 

Access Time: split hds. with galvo. mirror < 25 ms 
head I surface 

caching controller (some applications) < 10 ms 

Data Rate: ~ 10 Mb/s 

-- higher rpm ~ 3,600 rpm 
-- multichannel; laser array heads 
-- one head I disk surface 
-- pulse width modulation 

Direct Overwrite 
Higher Capacity 
New Form Factors : 1 /2 .. height, 5.25" 
New Substrate Materials for > 3,600 rpm 

G. Knight 

~· 

"!· 
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Monolithic Integrated Optical Head 

Twin-grating 

Optical 
disk 

focusing beam splitter 

Tf\u q\)ck , ~~ \A"'·,\f . lCi'~~ 

Waveguide 
Buffer layer 
Si substrate 

Readout signal 

Focusing error 

Tracking error 
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MAGNETIC RECORDING MAGNETO - OPTIC READING 

Garnet 

Dielectric 

==--
-->-"- Chromium Dioxide Particles 

Substrate 



MAGNETIC RECORDING .RESURGENT 

* 1987, Iwasaki et al, 680,000 bpi on CoCr 

* 1987, Lambert et al, 0.5 }Jm wide, discrete tracks 

* 1987, R-DAT; digital recording of audio signals, 58,000 bpi x 2000 tpi, 

helically on 8 mm tape (1.3GB) 

* 1987, Exabyte; digital recording of data 

2.3 GBytes on standard 8 mm video tape cartridge 

* 1987, Storage Tek; 4400 Automated Storage System 

using IBM 3480, 1 /2" data tape cartridges 

19.2 Terabytes on 96,000 cartridges 

* 1988, lnsite Peripherals; flexible disk with optical tracking 

1,250 tpi, 24, 145 bpi, 21.6 MB on 3.5" diameter disk 

* 1989, Opticard, 50 MB, arced tracks 

* 1989, Domain Tech., PrairieTek, 2.5" plated disks 

* 1989, Superconducting Super Collider, 1 GB/sec. 

* 1990, IBM laboratory demonstration of 1 ·2 x 109 bits/in2 

G. Bate 1/90 

.. 
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IBM Gigabit Demonstration 

g 
158,000 bpi} 

7,400 tpi 
1.180 x 1 O bits I in2 

_Flying height 0.04 )Jm (1.6 microinch) 

Head gap 0.20 )Jm (8 microinch~s) 

Medium -- sputtered thin film 
-- 5 layers 

Head -- magneto-resistive read 
-- "giant M/R" material ? 

• 

G. Bate 1/90 
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Alternative Storage Technologies 

Semiconductor RAM 

Ferroelectric RAM 

Magnetoresistive RAM 

Vertical Bloch Line Memory 

Holographic Memory 

Spectral Hole-Burning Memory 

Ultra-violet Write -- Infra-red Read 

Two-photon Recording In 3-dlmenslons · 

DNA 

...... 
C!:H:l JR0PE ;~lSEV!ER 

P3ge: ._, 
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D-RAM: Bits Per SqL1are Inch versus Time 

bits/D" 

108 

107 

106 

105 

104 

16M 
o1gq2 

4M 
_____ _..... 

1 M -+ 
2561< ___ ::~ Mlij 1gg::J 

641-S( _---+ - 2'2J1S 

16K / ~-- - 1 t011S;s6r /cclA , 
-- - .,,,,- -- --1----

103 .___._~_.___i_~~~~-L-~L--_._~~---
1955 '60 '65 '70 '75 '80 '85 '90 '95 2000 
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D-RAMS versus Disks 

D-RAM cost reduction factors: 

• higher resolution processes 

• low.er defect densities 

• larger wafers 

• fewer components/bit 

• multilayer processing 

Dollars per Megabyte 

1,000,000 

100,000 

10,000 

1000 

100 

10 

""'""- Mainframes (-2S%) 

""'Mtnls (-28%) •. 

PCs (-29%) . 

·~· 

0-RAM (-30%) 
·">· . 

·' 

14" Hard Disk (-21%) 

Write-once optical 

1 I I I I I I I I I I I I I I '9 

1970 1980 1990 Year 

Ura, 
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SOLID STATE MEMOR·Y 

Year of 
Introduction 

1976 

1981 

1983' 

1985 

1987 

1990 

1993 

1996 

. 

Capacity 
(bits) 

16 K 

64 K 

256 K 

1 M 

4 M 

16 M 

64 M 

256 M 
I 

·D-RAM 

Minimum 
Li ne.-width 

5 - 7 µm · 

3.0 

2.0 

1.3 

0.7 ~ 0.8 

0.4·- 0.5 

0.2 ~ 0.3 

,_, 0.1 

~· 

Wicat 

•· 

.., 
( 

~ > ' 
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D-RAMS versus Disks Dollars per Megabyte 

1,000,000 

D-RAM cost reduction factors: 
100,000 

• higher resolution processes 

Ura, H-P 
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D-RAMS ·versus Disks 

D-RAM cost reduction factors: 

• higher resolution processes 

• lower defect densities 

• larger wafers 

• fewer components/bit 

• multilayer processing 

....... 
' 

) . 

1,000,000 

100,000 

10,000 

1000 

100 

10 

Dollars per Megabyte 

~ 

Minis (-28%) 1... , 

PCs (-29%) _J' le~ 

D-RAM (-30%) ckf le~ 
14" Hard Disk (-21%) 

Write-once optical 

1 ~.._._,,,_,__.__,_..l_l-J-l..~-'--L~ 
1970 

SOLID STATE MEMORY 

Year of Capacity 
Introduction (bits) 

1976 16 K 

1981 64 K 

1983 256 K . 
1985 1 M 
1987 4 M 
1990 16 M 
1993 64 M 
1996 256 M 

..... 
f"'Cl-Cl IDf'\OC tlt:t CP /ICO 
Vl,..,.I 1.-.\JI tVI '-ti:;.~ W It-I t 

A ,.....,_ 

Page: • ; ) _, 

1980 1990 Year 

D-RAM 

Minimum 
Line-width 

5 - 7 µm 

3.0 

2.0 

1.3 

0.7 - 0.8 

0.4 - 0.5 

0.2 - 0.3 

~ 0.1 

Ura, H-P 

Wicat 
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FERROELECTRIC MEMORY . TECHNOLOGY 

Ferroelectric Polarlzatlon 

+O 

Polorlty 
c 

-1 

Ferroelectric Memory Schematic 
Drive 
Line 
(Vd) Ferroelectric 

ic,.,,,' '''Capacitor 

Word~ 
Line v-- ··· 1 

Bit line 

Bit 
Lina 

Sense ! (Vb) 
(S) 

Capacitance ---r---

Patents Pending 

Hysteresis of a Ferroelectric Capacitor 
a 

OsATtA .......... ~ 
Q{O T:Tiaco1 

I 1 • V ·V •· . ...,, I ,._ VsA 

T 

6.0(1) 

1 
................. :. 0sA'T'1 B 

Q REMNANT = 0(0) - 0(1) ·O 

Bit line 

Cross-Section of Ferroelectric 
Memory Cell 

Drive Lina 

Dielectric 2 

Field Oxide 

U.S. Pa1enl No. 4,759,823 
and other Patents Pending 

1-<r-usalis , 



Spectral Hole-Burning 

v-

1 o3 bits (holes) in 
frequency domain 
at each 1 Oµ diameter 
spot 

11 
I > 

106 spots in each 
1 cm 2 chip 

16 to 64 chips in Each arm has one 
each storage wafer wafer with 2-8 GB 

0 o//L~el I 

Laser 
etc. 

Channel 

50-1000 wafers per PHB 
memory system ~ 100-8000 GB 
total. 8 1x8'x4' 

... , 
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~111ree-Ditnensio11al Optical ~Lorage Memory 

DIMITRI A. PARTHENOPOULOS AND PETER M. RENTZEPIS 

Laser 

BS 

___.__......._ Frequency 
shift 

Schematic diagram of a 3-D optical mem­
ory based on a two-photon process. Replacing 
lenses with holographic gratings allows parallel 
addressing. BS, beam splitter. 
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A New Erasable Optical Memory 

ConductJon Band 
(almost empty) 

Communication Band 

Trapping Level 

Charging Light 

Valence Band 
(Ground State, Full) 

Joseph IJndrmyer 
0,• ~ Jlodmlla, ~ 

Absorption 

Recombination 

Infrared 

~ Llghtout 
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HOLOSTOREPROJECT _. .......................................... ....,... ................................................. __, 

PHOTOREFRACTIVE RECORDING Image Bea 
• \"\ /"'""" BHm 

-w_'" - I Spallal .....,, ·.·:. -~:-. :.·. 
Light ----

Modulator PIOTOCAARIERS 

~-
~ L~::-. ..f:-. 

~ 
..... --
........ """"" . 

' 
. CHARGE TIAHSl'ORT 
(OlffUSIOH AHO Dl1lfl) 

STlTlOOR'f 
SPACEOWIGE 

Standing wave (fringes) 
created by Intersecting 

. coherent beams 

~~-· 
D•l•Clot .... I 

SPlC'E CIWIGE AElDI 
REFRACTIVE 
llOEX CK>J«;E 

Readout beam gener1tes 
reconstructed im1ge beam 

Array 

II ·--·~Lm.,.' L .... : .... .., 

MCC PATENTED INNOVATIONS 
ARRAY OF CRYSTALLITES (FIBERS) 

• Scalable storage capacity (larger array) 

• Larger capacity (more pages per .stack) 

• Low crosstalk 

• Lends itself to tow c~st production 

·Image 8e1m 

~,..........~x-~ _0 ............... sf\ --­
---;y;._ ~~ 

Re 

NON-DESTRUCTIVE READOUT TECHNIQUE 
• Allows prolonged readout in photorefractive material 

Billions of reads without signal I noise degradation 

• May result in archival storage 
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HOLOSTORE PROJECT 

. ' 
'· 

OPTICAL CONFIGURATION 

MIRROR 

HOLOSTORE PROJECT 

STORAGE CONCEPT 

ELECTRONIC 
DATA IN 

DETECTOR 
ARRAY 

t 
ELECTRONIC 

DATA OUT 

'~!i~~:~ 

CRYSTALLITE 
ARRAY 

~·: ·~11~l-d:::. 
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SPATIAL 
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MODULATOR 
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Magnetoresis.tive RAM 
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Anisotropic magnetoresistance: 
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1 Mb @ 1.5 µ m x 5 µ m cell demonstrated 

• high speed 

· • radiation hard. 

• IC compatibf e 
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DNAbHt 

~ 
~ 

. . '} 
-Ul"ftl llNA . 'o'fO· ,• 

""'"~ .. 
~ htlcNwcleo1idtJ 

mnscngtf RNA 

·l;•(tf.I'::•' •• -.;o~;&;.••~,~1n" .\~;'.1!£~1~:·: - . . 
~·~'-:.,'I:,• ------

new ptotttn chai" fouNno 

0\IHR PART OF 
CELL (CYTOPLASM) 

mtn•nou RNA 

TWO PAIRS OF BASES IN DNA 

&/p0/p ·0 

5·.,,d 

"~A 
.P p p ./ 

A= adenine 
G =guanine 
S =sugar 
T =thymine 
C =cytosine 
P = phosphate 

--------hydrogen bonds 
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STM for Storage? 

Starting Ast~sumptlons 

·• STM can read on atomic level 

·•· Potential to write on atomic scale 

25A - 2soA bit size 

1012-1014bits/sq.in. 

Stora~}t? Requirements 

STM Current DASO 

• ,:,real Density-Mb1sq.in. 106-106 

• Data- Rate 

Writing speed 

Reading speec1 

• ,:,ccess Rate 

• ::.ignal-to-Noise 

• F:eliability 

lifetime 

error rate 

• h1argins 

Disk Roughne:s 

Head Dimensk1ns 

100r1s 

? 

? 

? 

"} 

? 

? 

? 

62 

:mns 

30ns 

12ms 

30dB 

7 years 

10-12 

100A 

10% 

( . J 

-10.l. 

-I I-
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o PottlbllHy of 1012 • 1 ot4 bits/sq. In. 

o Demonstrated Read/Write/Erase Fea&lblllty 

- Voltage Pulse to Write and Erase 

- Tunneling Current to Read 

Induce topographical features· 
on metallic glass 

(Rhis2'"7J 

350A features Induced (melting?) 
____ -r - 1s 
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STM for Storage? 

Starting Asssumptlons 

• STM can read on atomic level 

• Potential to write on atomic scale 

25A - 250A bit size 

101 2.101 ~bits/sq.in. 

Storage Requirements 

.. .. 
.10.I. 

-i i- '\9 

o PO.alblllty of 10" • 10" bli:llsq. In. 

0 Oemon.tralild Read/Write/EraM Feaalblllty 

- Voltage Pulse to Wrlle and Erase 

- Tunneling Current to Read 

~ £.!:!r!:!D.LDASO 

Areal Density-Mb/sq.in. 1a6-1c8 

Dala Rale 

Writing speed 10Uns 

Reading speed , 
Access Rale ? 

Si<}nal-lo-Noise ? 

Reliability 

lifetime ? 

error rate , 
Margins 

Disk Roughness ? 

Head Dimensions ? 

Limit 

FUNDAMENTAL 

TECHNOLOGICAL 

ECONOMIC 

SUBJECTIVE 

62 

'f - 1s 
:1ons 

JOns 

12ms 

:JOd6 ;~ 1.1J.·=-·' .. ;~' ~~:l.:·--:~-.":_~;."· I-·:::: 
..; .. ,.....,; ... _ ......... ~,., ........ .-~, ... ·· . 
... , .. .. ·-· . a..·.. • •. -~., . .A..."~' • ... .. .• 

7 years 

10· '2 

...:'".·~!'~-:. ..... :~'.'."'":::~!'•• .-.·~~ .... _. ---~ .... 

ft~:~::;i~~t{~~W.i~~~~~ 
~ A'l'VfG .-r1f..,,. llw .._ -tdW l'Of'...-r-lwn' ~ kfw(lllCMI'. 

100.i\ 

10% 

Types of Limits 

Concerned With Determined By 

What is possible Laws of Nature 

What is practical Man's Ingenuity 

What is profitable Costs and Markets 

What is acceptable Personal Preferences 

-· GEi-EUROPE j~LSEVIER 
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